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Abstract—This paper discusses the use of computer vision in pervasive healthcare systems, specifically in the design of a sensing agent for an intelligent environment that assists older adults with dementia during an activity of daily living. An overview of the techniques applied in this particular example is provided, along with results from preliminary trials completed using the new sensing agent. A discussion of the results obtained to date is presented, including technical and social issues that remain for the advancement and acceptance of this type of technology within pervasive healthcare.
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I. INTRODUCTION

A. Scope of Paper

This paper will discuss a sensing agent being developed as part of an intelligent environment that can support and guide older adults with dementia during the completion of activities of daily living (ADL). Through the discussion of this specific example, the goal of this paper is to start a dialogue within this research community on the important issues surrounding the use of computer vision within pervasive healthcare. This discussion will include technical aspects of such systems as well as the ethical and social implications of using vision, both in this example and in pervasive healthcare in general.

B. Aging-in-Place

Older adults constitute the fastest growing population group in North America, Europe, and Asia. As such, finding ways of supporting older adults who wish to continue living independently in their own homes, as opposed to moving to a long-term care facility, is a growing social problem [1], [2]. Achieving the goal of “aging-in-place” is becoming increasingly difficult as more older adults are living alone in their homes (often in rural areas) and as the prevalence of cognitive disability such as dementia increases.

Dementia is characterized by a sustained decline in cognitive function and memory [3]. An older adult with dementia is often unable to independently complete ADL, such as using the washroom or getting dressed, because he/she is unable to remember the proper sequence of tasks that must be completed [4]. Difficulty in caring for this population at home may result in the caregiver (often a family member) not being able to cope, and the affected person being taken out of his/her own home and placed in a care facility. As a result, the objective of aging-in-place is lost.

It has been hypothesized that through the careful placement of technological support, these difficulties can be reduced and aging-in-place can be preserved and enhanced [1], [2].

C. Application of Pervasive Computing

The goal of pervasive computing is to integrate information and computing into the everyday physical world, such that this technology is available to everyone in any context. It is envisioned that this concept of “computing everywhere” can be applied to support older adults in their own environments. Environments and homes that can intelligently aid in caregiving could play a very significant role in enhancing the ability of older adults to remain in their own homes. Such a system would be able to assist a user with specific ADL through automated prompting, assist with other activities such as environmental control and medication adherence, and actively monitor and ensure the health and safety of the person. New pervasive technology that can perform these functions could help to reduce the burden of care on family members and on the healthcare system.

A central theme in pervasive computing is building rich predictive models of human behavior from sensor data, enabling the environment to be aware of the activities performed within it. Using an accurate model, the environment can first determine the actions and intent of the user and then make considered decisions about the type of assistance to provide. As such, the sensing agent comprises an integral part of any system that is being developed. The design of the agent is especially important when used in a potentially sensitive application, such as a system that monitors activity within a private setting (e.g., a home) and when providing assistance to vulnerable populations such as older adults with dementia.

II. RATIONALE FOR USING VISION

In deciding the type of sensing agent to use in an intelligent environment, or any type of pervasive healthcare system, it is important to understand the user population and its requirements. A better understanding of these requirements will help in
determining the types of functions that the agent needs to perform, and hence, the type of data to be collected.

Research is currently being conducted to determine the functions that an intelligent environment needs to perform in order to support aging-in-place and to be usable by a wide range of users. For example, Morris and Lundell completed a study to help uncover the needs resulting from cognitive impairment in older adults that can be addressed through home computing technologies. They identified several features that such technology should be able to assist an older adult to overcome, including assisting with remembering, management of everyday life, and social connectedness [5]. Along similar themes, Mihailidis and Fernie identified two key functions that intelligent home systems must perform: 1) automated detection of ADL completion (including prompting); and 2) ensuring the safety and health of the user [2].

Developing systems that can perform these functions requires the ability to autonomously determine the actions and context of the user. The ability for an in-home system to automatically identify the person of interest and then correctly infer information such as location, activity, and intent of the user is critical to delivering the support that is needed [5]. These sensors need to be unobtrusive, embedded seamlessly into the environment (i.e., they must not alter the existing environment), and they must be easily generalizable so that the system can be used for more than one task [5], [6]. Furthermore, they must not place any further cognitive load on the user by requiring input or effort from the older adult (e.g., remembering to wear the device or providing a response) [2].

There is a wide variety of sensing technologies that could be used in this application. For example, several researchers (e.g., [7] and [8]) have investigated the use of switches, sensors, and motion detectors (similar to those used in common home burglar alarm systems), to collect data about the completion of ADL in a home. Other projects have also used these types of hardware to infer information from the collected data and make decisions. For example, the Bath Institute of Medical Engineering has been developing a smart home for older adults with dementia, called the Gloucester Smart Home. Using similar sensing devices, a bath monitor checks on the water level in the bath and the water temperature and provides a customized reminder to the user to turn off the taps [9]. Another example is work by Mihailidis et al. who tracked user actions during handwashing with switches and motion sensors that monitored whether the taps were on or off, when the soap was being used, and when the person’s hands were inside the sink basin. These data were used by the system to play simple automated reminders to the person if a step was missed [10].

Switches and motion detectors provide reliable data; however, they often result in incomplete information about the user and environment. Schiele and Koile stated that although positional data is a rich source of information, often more complex and complete information is needed to best describe the user’s context [11]. For example, a motion detector will detect that a person is in the kitchen, but cannot tell where in the kitchen the person is located, whether the person is standing, sitting, or lying down, or who the person is. This extra information may be important in the detection of falls or other accidents. In order to determine this additional type of information more sensors would be required, which often results in a cluttered and obtrusive environment. Furthermore, since these types of sensors cannot determine the identity of the person, they are unreliable when more than one person lives in the environment or if the person has a pet. Finally, the use of such sensors may not be easily transferred to other tasks and ADL, thus, a new set of hardware and configurations would be required.

Some researchers have used sensing hardware that must be worn on the person. One of the most common systems that use these types of sensors and hardware is the telephone-based personal emergency response system (PERS), which consists of the subscriber wearing a manually activated help button as a necklace or wristband, and a home communicator that is connected to a residential phone line [12]. Remote health monitoring devices have also been developed that measure and track various physiological parameters, such as pulse, skin temperature, and blood pressure [13]. They require the user to wear the device at all times, and/or to manually take the required measurements and enter the data into the system, which then automatically transmits to an evaluation and emergency service station [14], [15]. Many of the PERS and physiological-based monitoring systems are inappropriate, obtrusive, and difficult for an older adult to operate. Not only do these systems require effort from the user, sometimes with long training times in order for the person to learn how to use the required features, they also may become ineffective during more serious emergency situations (e.g., the person has a stroke). More commonly, older adults tend to forget to wear the devices or lose them.

More recently, the use of radio-frequency identification devices (RFIDs) has increased in identifying different users and tracking their actions. For example, Wilson and Atkeson use RFID tags to identify occupants entering and leaving an environment [16]. Intel’s Guide Project allows a user to garner information about RFID-tagged objects they touch while wearing an antenna-embedded glove [17], [18]. Other groups have investigated RFID in identifying people, storing medical history data, and automatic drug delivery [19], [20]. The use of RFID tags presents some of the same limitations as other on-person hardware. They require the user to continually wear the sensor, and often require several sensors to be placed throughout the user’s environment. Also, a new set of sensors and placements of the devices are required for different tracking tasks and ADLs. However, as described, RFID tags can be used to identify different users, a potentially important advantage of this type of technology.

It is believed that computer vision can be used to develop a sensing agent that overcomes the limitations of these types of sensing hardware. Vision can be used not only to obtain positional data, but also to collect more in-depth information in order for the system to build more accurate models of the user and the environment. For example, such an agent could be used to determine more accurately the person’s location within the environment, any unusual actions, and distinguish the user of interest from other people or pets sharing the same space. A vision-based system can be used to not only track gross movements of the person, but to also track the fine motor movements (including gestures) required to monitor the completion of ADL
and other tasks. Finally, markers or devices do not need to be worn on the person to collect these data, which makes using the technology less burdensome for the user. However, issues surrounding the use of vision need to be addressed in order for such systems to become more widely accepted and used. These include technical issues such as the development and optimization of image processing algorithms, as well as ethical and social issues such as those concerned with the privacy of users and the use of vision in the home (which are discussed later in this paper).

III. RELEVANT WORK USING VISION

In recognition of the potential benefits of using a vision system, several new research projects in the area of intelligent environments, specifically within the context of healthcare for older adults, are currently developing vision-based sensing agents. For example, researchers at the Georgia Institute of Technology are involved in the Aware Home project, a prototype that is currently being designed as a "living laboratory" for the development of context-aware and artificially intelligent computing in support of aging-in-place [21]. The house has a wide range of sensing equipment, including video cameras and computer-vision agents to monitor the actions and activities of older adults. The goals of this hardware are to automatically and unobtrusively measure activities of the residents and provide support for their daily needs and activities [1], [21], [22]. The Agent-Based Intelligent Reactive Environment Group at MIT uses a computer-vision system to monitor the location of a person in a room in order to determine which activities are being completed, and with which objects a user is interacting [23]. Finally, McKenna et al. of the University of Dundee’s Applied Computing group have demonstrated positive results tracking older adults using computer vision to detect falls as part of their automated home monitoring research [24].

The authors developed an early prototype of the example to be described in this paper. The system used simple computer vision and artificial intelligence (AI) to learn to associate hand positions (two-dimensional coordinates) with specific handwashing steps (e.g., turning on the water, using the soap), and to adjust the system’s parameters and cueing strategies to meet the changing needs and preferences of each user [6]. Clinical trials involving ten subjects with moderate-to-severe dementia showed that the number of handwashing steps completed without assistance from the caregiver increased by approximately 25% when the device was used [25]. Although the computer-vision agent used in this prototype showed some success, these results have identified several remaining challenges. In particular, the agent required a bracelet to be worn by the user for tracking, which is obtrusive, bothersome, and may be removed by the user.

These research projects have begun to investigate whether or not computer vision can play a role in the areas of intelligent environments and pervasive healthcare. However, to date, these systems have limitations, which may make them inappropriate for use in an intelligent environment that is capable of providing care to an older adult. These systems were developed primarily to monitor gross body movements within an environment and to provide general assistance, such as automatic control of lights or general reminders and prompting. Systems that do focus on ADL monitoring require very specific user and environmental conditions to work appropriately. For example, the person must be wearing long sleeves and strict environmental controls such as clear repeatable backgrounds must be used (e.g., background objects must always be in the same locations). Obviously, any system that will be used in the home cannot assume such ideal conditions.

In order to continue the advancement of vision-based sensing agents, this work needs to be built upon through the development and application of vision algorithms that can support the additional functionality that is required for an intelligent environment to support aging-in-place. Further investigations of social and ethical issues also need to be explored to be able to make any conclusions on the appropriateness of such systems.

IV. OVERVIEW OF NEW RESEARCH

A. Research Goal

In attempt to address some of these limitations and to continue to investigate the potential of using computer vision in intelligent environments, the authors and their collaborators have been conducting research in the development of a new system for assisting older adults with dementia.

The overall goal of this research is to apply the principles of pervasive computing to develop a new and enabling technology to improve an older adult’s independence, safety, and quality of life at home. Specifically, an intelligent environment is being developed that will unobtrusively monitor the actions of an older adult with dementia during a common ADL and provide in-depth and personalized assistance using verbal and visual prompting.

B. Overview of System

The new system will consist of three agents: 1) sensing; 2) planning; and 3) prompting. The sensing agent will monitor the actions of the user by determining the spatial coordinates of the person’s body and hands within the environment. Once these coordinates and the step the person is completing have been determined, the system’s planning agent will determine which plan (i.e., sequence of steps) the user is attempting, and whether the step being completed is appropriate. If the system detects that the user has made an error, such as completing a step out of sequence or missing a step altogether, a customized prompt to guide the user will be selected and played automatically.

At this stage of development, the system is being designed for the specific ADL example of handwashing, which includes the following steps: 1) turning on the water; 2) wetting of hands; 3) applying soap; 4) rubbing soap on hands; 5) rinsing soap off of hands; 6) turning off the water; and 7) drying hands. Note that there is more than one acceptable sequence to perform these steps, which will be taken into account by the system’s planning agent (beyond the scope of this paper). Handwashing was chosen as the development platform for three reasons: 1) it is easily definable and relatively simple to model for the development of the required agents; 2) it is complex enough that it poses difficulties for older adults with dementia, which often results...
in the ADL not being completed properly; and 3) it is relatively safe for clinical trials, without as many concerns about privacy as other ADL. The authors have also used this ADL during the development of previous prototypes, for example, [6] and [10].

Each of these agents is currently under development; however, this paper will focus on the sensing agent and the work completed thus far. The other system agents will be the focus of future publications, as will the results of clinical trials completed with the new prototype.

C. Overview of Sensing Agent

The following example will illustrate that relatively simple and commonly used computer-vision techniques can be potentially used to develop a system that monitors home environments. It will also identify some of the key issues that need to be examined in order for vision to gain acceptance within this field of research.

A vision-based agent is being developed to track the actions of an older adult during handwashing. Using a frame-by-frame process (i.e., there is not temporal dependence), the agent uses color as the marker in order to perform two functions: 1) tracking of hand location; and 2) tracking of step-specific object locations, specifically the soap and towel. A combination of statistics-based color segmenting models and background subtraction (BGS) is used to identify these objects within the field of view. Using blob analysis and custom logic rules, the agent determines the two-dimensional [x, y] coordinates of these various objects, which it uses to determine which handwashing step the user is completing.

The sensing agent was developed using a Sony SSC-DC393, 1/3-CCD color video camera (mounted directly above the bathroom vanity), and a Matrox Meteor II frame grabber installed on a 2.4-GHz personal computer. The agent and graphical user interface were developed using Microsoft Visual Basic v.6.0 and the Matrox Imaging Library v.7.0.

V. DEVELOPMENT OF SENSING AGENT

A. Design Criteria

Several design criteria were outlined based on findings from previous research in order to develop a sensing agent that would be appropriate for the older adult user population and for this application, including the following.

1) The agent must be able to perform the required operations in real-time.
2) The agent must be able to track fine motor movements, such as hand movements, as well as gross overall body movements.
3) The agent must be able to work in real, nonideal conditions, such as in a washroom, and not be dependent on the appearance of the user (e.g., types of clothing, etc.).
4) The agent must be able to operate against a dynamically changing and potentially cluttered background.
5) The user must not be required to wear any type of marker or device.
6) The agent must be easily generalizable for use in different tasks (beyond the initially chosen ADL of handwashing).

B. Color-Based Tracking

A brief introduction to color-based tracking is necessary; however, a detailed look at the theoretical aspects of this type of sensing agent is beyond the scope of this paper. The reader is referred to the references in this section for more details.

In order to track human motions without applying markers, the agent must rely on some distinguishing natural feature such as shape, edges, or color. Color tracking has the advantages of being orientation- and size-invariant while being fast to process [26]. Therefore, the use of skin color as a nonobtrusive marker for real-time tracking systems seems to be a potentially ideal solution for this application.

Both statistics-based [27], [28] and physics-based [29] methods of segmenting skin color in digital images have been investigated for face and hand tracking. Physics-based methods are more robust since they incorporate the spectral sensitivity of the camera, the correlated color temperature values of the light source, and the spectral reflectance values for human skin. Knowledge of these parameters makes the segmentation module more reliable if the illumination changes. However, obtaining knowledge of each of these parameters is difficult, and as a result, the majority of color-based tracking systems to date have only implemented statistical models.

There are several different types of statistics-based methods for segmenting skin color. Studies have shown that skin tones differ primarily in their intensity (the strength or vividness of a color) while their chromaticity or hue (the quality of a color as determined by its dominant wavelength) remains relatively unchanged [27]. As a result, after testing many color models, Terrillon et al. and Martinkauppi determined the normalized color coordinate, or normalized chromatic coordinate (NCC) model to be the most effective for skin segmentation since this model produced the smallest area for skin chromaticities [27], [30]. The NCC model involves dividing each of the individual red-green-blue (RGB) components of a given color by its intensity, which is equivalent to the sum of these components, for example, \( r = R / (R + G + B) \). This normalizes each of the component values with respect to the overall intensity of the color allowing for comparisons of different colors to be made purely on a chromatic basis. Another statistics-based method of interest in the development of a color-based sensing agent is the hue, saturation, intensity (HSI) color model. The HSI model decouples the intensity component from the color-carrying information (hue and saturation) in a color image. As a result, this model is an ideal tool for developing image processing algorithms based on color descriptions that are natural and intuitive to humans [31]. This is particularly useful when the objects to be tracked need to be easily defined by the system. For example, the system can easily be set to track all objects in the field of view of a specific color.

C. Tracking of Hand Locations

The sensing agent determines the location of new objects introduced into the field of view via the BGS method. BGS is one of the simplest and quickest methods of optical filtering.
Grayscale values of each pixel are compared to an initial reference image that was recorded before the object of interest entered the field of view. If the grayscale value of a particular pixel differs from the reference value by more than 10% (determined via trial and error under various environmental conditions), a new object must exist at this location.

The NCC method is then used to locate all skin-colored pixels of these new objects creating a corresponding binary image. As described, pixel values of each image are converted to r-g components. If the summation of the r and g values determined from the [R, G, B] pixel value fall within the range of 0.695 and 0.750 (found empirically and taken from literature [29]), then this pixel is recognized as skin and the corresponding binary image pixel value is set to “1.”

A blob analysis algorithm identifies each of the skin-colored objects and ignores all but the four largest blobs that are greater than 200 pixels in size (within a 160 × 120 pixel frame). Up to four blobs are of interest, taking into account the user may be wearing a watch or bracelet on either wrist that could confuse the agent by dividing the arm into two distinct objects. Location and orientation information from each blob is then used to determine which pair of possible blobs corresponds to the user’s hands regardless of size, thus, users with bare arms or long sleeves can both be tracked effectively. The palm centers of these two blobs are tracked and their two-dimensional [x, y] coordinates are available for use by the planning and prompting agents.

The selection of which blob contains the user’s hand is based on the location of each blob’s contact points, a feature contained within the MIL development software, as illustrated in Fig. 1.

Based on the location of these points, the direction the arm is pointing as well as which disconnected blobs are related can be determined. This is accomplished according to the following rules that were developed.

1) It is assumed the user will not lead with their elbow and that blobs furthest away from the user contain the hands.
2) If Blob A’s bottommost contact point (X-Max at Y-Max) is very near Blob B’s topmost contact point (X-Min at Y-Max), then Blobs A and B are related and Blob A contains the user’s hand (Fig. 2).
3) If Blob C’s rightmost contact point (Y-Min at X-Max) is very near Blob D’s leftmost contact point (Y-Min at X-Max), then Blobs C and D are related and if Blob C is furthest from the user then it contains user’s hand (Fig. 3), otherwise, Blob D contains the user’s hand (Fig. 4).
4) The only blobs that are tracked are those containing hands.

If the user is not wearing a wristwatch or bracelet on one or both of their arms, then the contact points are used to determine which end of the long trapezoidal-shaped blob contains the user’s hand. Again it is assumed that the user will not lead with their elbow and that blobs or regions furthest away from the user’s body contain their hands. In this case, it is also further assumed that if the major (long) axis of the arm is parallel to the counter’s edge, then the hand is located near the blob’s rightmost end (for the case of the left arm), and that the hand is located near the blob’s leftmost end (for the case of the right arm). Right and left are determined based on the location of the other blob, or group of blobs. If only one blob exists, then right and left are determined based on which half of the frame the blob’s center of gravity resides.

Another special feature of the sensing agent is the speed filter, which removed any intermediate points that were tracked when the user moved their hand from one task region to the next, such as from the soap dish to sink basin. In doing so, irrelevant data was not passed to subsequent portions of the device. This decreased the possibility of errors and reduced the processing time of the whole device. Any movement greater than 100 pixels per second for a standard 640 × 480 pixel image was ignored. This factor was scaled for smaller image sizes and was chosen based on a similar filter that was used by Mihailidis et al. [6] in their second prototype.

D. Tracking of Step-Specific Objects

The sensing agent determines the initial locations of the objects that are used during handwashing, such as the soap and towel, and continually tracks their locations and the user’s interactions with them. This avoids the need for the step objects...
and the background to look identical each time the person uses the overall system.

The agent is first “taught” the colors of the soap and towel by highlighting (using manually drawn bounding boxes) these step specific objects in an initial photo of the vanity surface at system setup. During tracking of the new objects that are not skin-colored, those that resemble the soap and towel in color (based on HSI) are also tracked by blob analysis, determining the spatial coordinates of these objects. Fig. 5 illustrates the agent tracking object and hand positions. The towel is marked with the label “A,” and the soap with the label “B.”

E. Determining the ADL Step Being Completed

Once the spatial coordinates of the hands have been determined, the agent determines which step is being completed through a training process that allows the system to relate hand positions to steps. This is accomplished using algorithms similar to those used in previous prototypes by the authors. Readers are referred to publications such as [6] for more details on these algorithms.

In addition to using spatial coordinates to determine which step is being completed, the tracking of step-specific objects is also used. According to each object’s spatial history and the location of the user’s hands relative to those objects, the agent determines whether or not an object has been used. Three rules are currently being developed (and tested) to determine this information.

1) If the object becomes occluded or changes shape while the user’s hand is nearby, then the object is likely being used;
2) If the object’s position changes along with a change in position of the person’s hand, then the object is being used;
3) If the user’s hand moves away from the object and the object’s position and shape remain unchanged, then the object is not being used.

VI. PRELIMINARY TESTING OF SENSING AGENT

A. Overview of Experiments and Data

Preliminary data was collected through the completion of several experiments conducted under controlled settings. These trials were conducted in order to determine the efficacy of the sensing agent developed thus far and to identify any remaining challenges for future development. The setup for these trials included a mock-up of a washroom, in which several subjects simulated the required handwashing steps. A white glossy counter top and sink with silver faucets was used along with a light-blue towel and green bar of soap.

The primary experiment was to verify the accuracy and repeatability of the agent (i.e., how well it was able to track and define the hand positions associated with each ADL step). Six subjects of varying skin tone were asked to move their hands to five locations marked on the vanity countertop, in any particular order (each subject was instructed to “wash their hands” as they normally would) as the agent tracked their hand locations. These locations were selected to simulate handwashing (i.e., the taps, under the faucet, the soap dish, and the towel). This procedure was repeated three times by each subject, producing 3970 frames of data. These trials were conducted for tracking only one hand and tracking both hands. The results of these trials are illustrated in Figs. 6 and 7. The locations of the actual objects are annotated in these figures in order to provide a comparison between the actual and calculated locations.

On average, the agent correctly identified 83% of a user’s skin-colored area, which was determined by manually segmenting skin-colored regions in the pre-processed image and comparing the number of actual skin-colored pixels to the number calculated by the agent. The agent correctly identified the users’ hands and palm centers 99.5% of the time, with one miss and no false positives (based on statistics calculated for a random sample of approximately 200 frames of data from the overall data set). The processing speed of this method was calculated to be approximately ten frames per second (Fr/s). This sampling rate was deemed acceptable for tracking human motions since volitional movements normally occur at approximately 3 Fr/s, and a tracking system should be able to operate at two to three times this value [32].

Finally, the efficacy of the agent under different lighting conditions was tested. Previous studies using the NCC model noted that lighting changes can affect the r-g space skin tone values. A slight change in the agent’s ability to correctly recognize skin-colored objects was observed between the use of incandescent and florescent lighting. Also, more pixel noise was observed under incandescent lighting. However, it was concluded these changes were not significant enough to alter the effectiveness of the agent and overall system.

B. Discussion of Results

The results of these experiments and general observations of agent performance were very positive. As illustrated in Figs. 6 and 7, definitive clusters of data for each required position were obtained, indicating high repeatability (in comparison to previous prototypes developed by the authors). With respect to the accuracy of the agent, the data clusters were approximately in the same locations of the actual positions/objects. The offset observed between the actual and calculated positions was due to the users “interacting” with the required objects with their fingertips (i.e., using grasping motions), while only their palm centers were calculated by the agent. Again, this finding was comparable to previous prototypes. This result was deemed to be acceptable for this particular application since the overall system will be trained according to these cluster locations. Thus, as long as the accuracy is good (as is the case in this example), repeatability is the most important criterion in this particular application.

Even though some simple statistics have been collected, the reliability that is required by such a system and whether the cur-
rent agent meets this requirement will not be known until the overall system has been tested. Reliability of such a system (or any type of assistive technology) should not be based solely on the individual components, but rather on how the overall system performs its required functions. It is expected that the level of accuracy and repeatability observed for the sensing agent will be sufficient for subsequent portions of the overall system to determine which handwashing step is being performed, allowing for proper decisions to be made.

The majority of the design criteria for this agent were met. The agent was able to perform required operations above the recommended sampling rate for tracking human volitional
movements without any type of marker worn on the user. It worked properly independent of the user’s sleeve length, skin color, or arm apparel (e.g., wristwatch or bracelets), and within a semi-cluttered environment. The latter, however, needs further study in a more realistic setting (i.e., using real running water, different lighting conditions, etc.). Further testing is also required to determine whether or not the developed agent can work for ADL besides handwashing, as well as other pervasive healthcare applications. It is expected that for ADL tasks that are definable by hand movements and positions (e.g., meal preparation and cooking), this agent will work well. For more complex ADL, such as toileting or dressing, further development will likely be required.

These experiments also revealed several challenges that still remain in the development of a vision-based agent for this particular application. As illustrated in Fig. 7, with two-hand tracking, the clustering was not as well localized as when only one hand was tracked. This may partly be because the subject only focused on moving one hand at a time while the second hand drifted through other parts of the tracking space. For instance, when reaching for the soap with the left hand, the right hand often drifted toward the near edge of the sink. This has the positive effect of showing that the hands are being tracked properly, though indicates that perhaps additional logic and intelligence needs to be incorporated in this type of agent in order to distinguish between hand positions that are indicative of a step being completed, and those that are irrelevant (e.g., if one hand drifts toward an incorrect step, while the other correctly performs a task, the actions of this stray hand will have to be ignored). Also, as can be seen in Fig. 7, the location of the soap dish is less distinguishable in the two-handed cases than in the one-handed cases (Fig. 6). This may be because subjects were not concentrating on the target as well as in the one-handed trials. These data do suggest that special care will have to be taken in selecting the boundaries of “task” regions when designing the logic pathways for each step. Furthermore, as illustrated in Fig. 6, some points were plotted between the cold and hot water taps. When the hands were positioned close together but not overlapping, the sensing agent viewed these objects as overlapping due to the resolution of the vision system and the binary image noise (random pixels in the foreground of the binary image that do not correspond to skin-colored objects). Therefore, work will have to be done to improve the resolution of the computer-vision system and decrease the pixel noise without compromising the sampling rate of the agent. Finally, the agent described relies exclusively on a single two-dimensional view and, therefore, the heights (z plane) of the user’s hands are unknown. This was particularly problematic near the taps, since the sensing agent could not conclusively determine if the user had actually touched them or simply held their hand above them. This raises the alternative methods of using a three-dimensional vision system, or multiple camera angles. However, previous attempts at such systems have resulted in poor performance with respect to sampling rates. This also raises the question on whether a hybrid sensing agent that uses simple switches and sensors in addition to vision may be necessary. A solution that is currently being developed by the authors and their collaborators is the use of sophisticated AI planning algorithms, in particular a partially observable Markov decision process, that would be able to take into account this uncertainty to estimate whether a particular step has been completed or not [33].

Overall, the system has proven to be successful in tracking objects of interest in a near real-time, discrete, and unobtrusive manner, demonstrating that vision may be an effective sensing technique for this particular application. In comparison to the previous agent developed by Mihailidis et al. that used switches and sensors to track the completion of handwashing [10], this new agent has several advantages. Specifically, the hardware required by this new agent is simpler resulting in fewer modifications to the environment, the hardware is easily adaptable from one location to another and, with more development, from one ADL to another (e.g., from handwashing to toileting). This new agent also has more opportunities to be expanded to include other types of data beyond position. For example, work is currently being planned to develop algorithms to determine hand postures and gestures in order to better define the required steps.

These preliminary results will be used to plan future work related to this specific agent and the development of the overall system. Identified improvements will be implemented into the sensing agent and further testing will be conducted (as previously outlined in this section). More importantly, future work will focus on implementing the sensing agent into the overall prompting system, which will include integrating this agent with the planning and prompting agents. Both bench testing using simulated conditions and clinical trials with actual users with dementia will be completed to determine the overall system’s efficacy and reliability.

VII. Conclusion

Through the presentation of a relatively simple example of a vision-based sensing agent, this paper has raised the possibility of using computer vision to develop intelligent environments to support aging-in-place. Although the agent developed thus far only focused on a small subset of the functions that an intelligent environment/home would need to perform to support this population, the combination of these preliminary results and those obtained by other researchers provide evidence that this type of sensing agent is a viable option.

However, as identified in this work and alluded to earlier in this paper, limitations still exist in using vision in this particular application. If left unresolved, these limitations may continue to result in the relatively low rate of acceptance of such systems. The question remains then, what goals and milestones need to be achieved for computer vision to gain further acceptance in this field? Preliminary findings and observations from the example presented have helped to identify some required key areas of research.

With respect to the technical aspects of such systems, researchers need to continue to develop and apply new algorithms that allow systems to perform the functions that are required. For example, observations during preliminary testing illustrated the need for more in-depth information about the user’s actions beyond positional data. The agent requires further work to ensure the generalizability of the algorithms developed and the expansion of the agent to include not only hand tracking, but
also full body tracking capabilities. Other advancements such as the use of gesture recognition and prediction of movements will also likely be required to perform some of the important functions previously identified by Morris and Lundell [5] and Mihailidis et al. [2]. These additional capabilities will also make this type of agent more applicable in other pervasive healthcare systems that require more in-depth data about a user. Furthermore, new algorithms need to focus on ensuring that real-time performance is maintained, which may prove to be a strong limitation of vision systems in this application. The authors’ experiences in developing intelligent environments and systems for older adults have shown that the time of response is critical. If there is a significant delay between the detection of a “situation” and providing assistance, such as playing a reminder to complete a particular step, the prompt will most likely confuse the user. This is not only true when assisting older adults, but for most other types of users, especially in circumstances where the person may be working in a complex environment (e.g., in a hospital). Finally, it is becoming more important to ensure that these systems are affordable by attempting to use off-the-shelf hardware and commonly used algorithms. For example, research is being completed on the development of low-cost vision systems that use significantly cheaper universal serial bus (USB) cameras instead of the typical camera frame-grabber combination [34]. The work described in this paper has shown that relatively simple and commonly used computer-vision algorithms can be used in this application in order to develop a system that can perform the required functions while being computationally inexpensive. Developing new sensing agents that are more affordable and easier to apply will make vision more attractive for use not only in intelligent environments, but as well as in other pervasive healthcare applications.

The ethical and social implications of using vision systems require more in-depth study. There has been a long debate about the use of monitoring systems in both private and public spaces, especially surrounding the issue of video cameras. This issue becomes even more confounded when proposing to develop such systems for use during potentially private ADL and with populations who may not be able to provide consent, such as older adults with dementia.

Preliminary research and discussions on this topic have tended to focus on the ethical issues surrounding privacy and pervasive computing, including examining issues related to the use of such technology in daily life, when should these devices be used, and who should control the use of this technology [35]. The bulk of the literature on the ethics of using video has focused on the cases of surveillance by governments and by employers [36]. With respect to the use of sensors, in particular vision systems in the home and healthcare environments, very little research has been conducted and published. As such, there is little data to support the argument either for or against the use of vision in this application. Many of these arguments have been based on personal accounts and experience and on pilot studies normally completed with small sample sizes. For the specific example of assisting older adults, McKenna et al. [37] found that potential older adult users were content to have a monitoring device based on visual tracking provided that only a computer analyzes the output. In addition, the authors’ experiences from developing the agent described in this paper and previous prototypes that used vision have indicated that through proper education and explanation of how such agents operate (in this case, directed toward the user’s caregiver, family members, etc., as the primary users have moderate-to-severe dementia), ethical concerns are reduced. These findings suggest that this type of sensing agent would be acceptable if designed so that actual video is not being viewed by an operator (i.e., the images are only used by the system to process and collect the data required, and images are not stored). In this respect, the vision system is thought of and acts as a more sophisticated type of switch or motion sensor. This notion has been the philosophy of the research and sensing agent described in this paper.

It has become clear that the issue of acceptance of vision systems (both among users and developers) is becoming more important and one that deserves more discussion. More in-depth studies need to be conducted which explore critical issues such as: determining the types of home monitoring technology that community-dwelling older adults would accept into their homes; during which ADL and tasks would such technology be acceptable; and who will view data collected from such systems and during which type of circumstance. Furthermore, the ethics involved with developing and using such systems with potentially vulnerable populations needs to be studied. For example, who makes the decisions for this population on when and how to use such technology? Questions related to the future of this work also need to be addressed, such as how will these ethical issues change in the future when such technologies are used by the current baby boomer generation? It is expected that the acceptance of this type of technology within this user population will increase, and that the ethical issues that currently surround this topic will not be as prevalent. Finally, the ethical implications of pervasive technology and healthcare in general need to be explored, such as issues related to health data transmission.

In summary, it has been proposed that computer vision can have a significant role in the development of intelligent environments to support older adults. The example presented in this paper has provided evidence that a vision-based agent has the potential to perform the functions required from such a system and that it can be used effectively to support aging-in-place. As described, vision has the potential to address several limitations of current systems developed for this application, providing several advantages over other types of sensing hardware. Furthermore, it is believed that the results and lessons learned from this specific example are relevant outside of this application. Vision can potentially have a significant role in other pervasive healthcare systems, such as medical diagnostic and health monitoring systems. However, this work has identified several limitations, both technical and ethical, that need to be resolved for vision systems to gain further acceptance in this research field. Addressing these limitations and concerns must remain an important goal in any future development efforts in order to ensure that such systems are appropriate and effective for their intended user populations.
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