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ABSTRACT. Let F; be a finite field. Given two irreducible polynomials f,g
over Fy, with deg f dividing degg, the finite field embedding problem asks
to compute an explicit description of a field embedding of Fq[X]/f(X) into
Fq[Y]/g(Y). When degf = degg, this is also known as the isomorphism
problem.

This problem, a special instance of polynomial factorization, plays a cen-
tral role in computer algebra software. We review previous algorithms, due
to Lenstra, Allombert, Rains, and Narayanan, and propose improvements and
generalizations. Our detailed complexity analysis shows that our newly pro-
posed variants are at least as efficient as previously known algorithms, and in
many cases significantly better.

We also implement most of the presented algorithms, compare them with
the state of the art computer algebra software, and make the code available
as open source. Our experiments show that our new variants consistently
outperform available software.

1. INTRODUCTION

Let ¢ be a prime power and let F, be a field with ¢ elements. Let f and g be
irreducible polynomials over F,, with deg f dividing degg. Define k = F,[X]/f(X)
and K = F,[Y]/g(Y); then, there is an embedding ¢ : k < K, unique up to F,-
automorphisms of k. The goal of this paper is to describe algorithms to efficiently
represent and evaluate one such embedding.

All the algorithms we are aware of split the embedding problem in two sub-
problems:

(1) Determine elements a € k and € K such that k = F,(a), and such that
there exists an embedding ¢ mapping o — . We refer to this problem as
the embedding description problem. It is easily seen that o and S describe
an embedding if and only if they share the same minimal polynomial.

(2) Given elements a and § as above, given v € k and ¢ € K, solve the following
problems:

e Compute ¢(7y) € K.
o Test if § € ¢(k).
e If § € ¢(k), compute ¢p~1(6) € k.
We refer collectively to these problems as the embedding evaluation problem.
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Motivation, previous work. The first to get interested in this problem was
H. Lenstra: in his seminal paper [28] he shows that it can be solved in deter-
ministic polynomial time, by using a representation for finite fields that he calls
explicit data.® In practice, the embedding problem arises naturally when designing
a computer algebra system: as soon as a system is capable of representing arbi-
trary finite fields, it is natural to ask it to compute the morphisms between them.
Ultimately, by representing effectively the lattice of finite fields with inclusions, the
user is given access to the algebraic closure of Fy. The first system to implement
a general embedding algorithm was Magma [4]. As detailed by its developers [5],
it used a much simpler approach than Lenstra’s algorithm, entirely based on poly-
nomial factorization and linear algebra. Lenstra’s algorithm was later revived by
Allombert [2, 3] who modified some key steps in order to make it practical; his
implementation has since been part of the PARI/GP system [41].

Meanwhile, a distinct family of algorithms for the embedding problem was
started by Pinch [36], and later improved by Rains [38]. These algorithms, based
on principles radically different from Lenstra’s, are intrinsically probabilistic. Al-
though their worst-case complexity is no better than that of Allombert’s algorithm,
they are potentially much more efficient on a large set of parameters. This poten-
tial was understood by Magma’s developers, who implemented Rains’ algorithm in
Magma v2.14.2

With the exception of Lenstra’s work, the aforementioned papers were mostly

concerned with the practical aspects of the embedding problem. While it was
generally understood that computing embeddings is an easier problem than general
polynomial factoring, no results on its complexity more precise than Lenstra’s had
appeared until recently. A few months before the present paper was finalized,
Narayanan published a novel generalization of Allombert’s algorithm [33], based
on elliptic curve computations, and showed that its (randomized) complexity is at
most quadratic. Narayanan’s generalization relies on the fact that Artin—Schreier
and Kummer theories are special cases of a more general situation: as already
emphasized by Couveignes and Lercier [11], whereas the former theory acts on the
additive group of a finite field, and the latter on its multiplicative group, they can
be extended to more general commutative algebraic groups, in particular to elliptic
curves.
Our contribution. This work aims to be, in large part, a complete review of
all known algorithms for the embedding problem; we analyze in detail the cost of
existing algorithms and introduce several new variants. After laying out the foun-
dations in the next section, we start with algorithms for the embedding description
problem.

Section 3 describes the family of algorithms based (more or less loosely) on
Lenstra’s work; we call these Kummer-type algorithms. In doing so, we pay a par-
ticular attention to Allombert’s algorithm: to our knowledge, this is the first de-
tailed and complete complexity analysis of this algorithm and its variants. Thanks
to our work on asymptotic complexity, we were able to devise improvements to the
original variants of Allombert that largely outperform them both in theory and

1Technically, Lenstra only proved his theorem in the case where £ and K are isomorphic;
however, the generalization to the embedding problem poses no difficulties.

2As a matter of fact, Rains’ algorithm was never published; the only publicly available source
for it is in Magma’s source code (file package/Ring/F1dFin/embed.m, since v2.14).
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practice. One notable omission in this section is Narayanan’s algorithm, which is,
in our opinion, mostly of theoretical rather than practical interest. We present
instead in Subsection 3.3 a simpler algorithm with essentially the same complexity.

In Section 4 we describe Rains’ algorithm. Rains’ original preprint [38] went
unpublished, thus we give here a complete description and analysis of his algorithm,
for reference. We also give new variants of Rains’ algorithm of lesser interest in
Appendix A.

Then, in Section 5 we present a generalization of Rains’ algorithm using ellip-
tic curves. The possibility of this algorithm was hinted at by Rains, but never
fully developed; we show that it is indeed possible to use elliptic periods to solve
the embedding description problem, and that the resulting algorithm behaves well
both in theory and in practice. While working out the correctness proof of the
elliptic variant of Rains’ algorithm, we encounter an unexpected difficulty: whereas
roots of unity enjoy Galois properties that guarantee the success of Rains’ orig-
inal algorithm, points of elliptic curves fail to provide the same. Heuristically,
the failure probability of the elliptic variant is extremely small, however we are
not able to prove it formally. Our experimental searches even seem to suggest
that the failure probability might be, surprisingly, zero. We state this as a con-
jecture on elliptic periods (see Conjecture 23 and experimental data available at
https://github.com/defeo/ffisom).

Section 6 does a global comparison of all the algorithms presented previously. In
particular, Rains’ algorithm and variants require a non-trivial search for parameters,
which we discuss thoroughly. Then we present an algorithm to select the best
performing embedding description algorithm from a practical point of view. This
theoretical study is complemented by the experimental Section 7, where we compare
our implementations of all the algorithms; our source code is made available through
the Git repository https://github.com/defeo/ffisom for replication and further
scrutiny.

The algorithms for the embedding evaluation problem are much more classical
and well understood. Due to space constraints, we do not present them here;
we address instead the interested reader to the extended version of the present
paper [7].

In conclusion, we hope that our review will constitute a reference guide for
researchers and engineers interested in implementing embeddings of finite fields in
a computer algebra system.

Acknowledgments. We would like to thank Eric M. Rains for sharing his preprint
with us. We also thank Bill Allombert, Christian Berghoff, Jean-Marc Couveignes,
Reynald Lercier, and Benjamin Smith for fruitful discussions.

2. PRELIMINARIES

2.1. Fundamental algorithms and complexity. We review the fundamental
building blocks that constitute the algorithms presented next. We are going to
measure all complexities in number of operations +, x, + in F,, unless explicitly
stated otherwise. Most of the algorithms we present are randomized; we use the
big-Oh notation O() to express average asymptotic complexity, and we will make
it clear when this complexity depends on heuristics. We also occasionally use the
notation O() to neglect logarithmic factors in the parameters.
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We let M(m) be a function such that polynomials in F,[X] of degree less than m
can be multiplied in M(m) operations in F,, under the assumptions of [42, Ch. 8.3],
together with the slightly stronger one, that M(mn) is in O(m!*¢M(n)) for all
e > 0. Using FFT multiplication, one can take M(m) € O(mlog(m)loglog(m)) [8].

We denote by w the exponent of linear algebra, i.e. a constant such that m x m
matrices with coefficients in any field ¥ can be multiplied using O(m®) additions
and multiplications in k. One can take w < 2.38, the best result to date being
in [26]; on the other hand, we also suppose that w > 2.

The algorithms presented in the next sections perform computations in ring
extensions of finite fields. Some of these extensions also happen to be finite fields.
As customary, if k is a finite field and £ is some element of an algebraic extension
of k, we will write k[¢] for the ring generated by £. To avoid confusion, when the
extension generated by £ is a finite field, we will write instead k().

Some algorithms will operate in a polynomial ring k[Z], where k is a field ex-
tension of F,; some other algorithms will operate in k[Z]/h(Z), where h is a monic
polynomial in k[Z]. We review the basic operations in these rings. We assume
that k is represented as a quotient ring F,[X]/f(X), with m = deg f, and we let
s = deg h in the complexity estimates.

Multiplying and dividing polynomials of degree at most s in k[Z] is done in
O(M(sm)) operations in F,, using Kronecker’s substitution [30, 21, 42, 43, 19].
Multiplication in k[Z]/h(Z) is also done in O(M(sm)) operations using the tech-
nique in [34]. By the same techniques, geds of degree m polynomials in k[Z] and
inverses in k[Z]/h(Z) are computed in O(M(sm)log(sm)) operations.

Given polynomials e, g, h € k[Z] of degree at most s, modular composition is the
problem of computing e(g) mod h. An upper bound on the algebraic complexity
of modular composition is obtained by the Brent—-Kung algorithm [6]; under our
assumptions on the respective costs of polynomial and matrix multiplication, its
cost is O(s(T1/2M(m)) operations in F, (so if k = F, this is O(s“+1/2)). In the
binary RAM complexity model, the Kedlaya—Umans algorithm [24] and its exten-
sion in [37] yield an algorithm with essentially linear complexity in s, m and log(q).
Unfortunately, making these algorithms competitive in practice is challenging; we
are not aware of any implementation of them that would outperform Brent and
Kung’s algorithm.

Note 1. If we have several modular compositions of the form e;(g) mod h, ...,
e¢(g) mod h to compute, we can slightly improve the obvious bound O(ts(*+1)/2)
(we discuss here k = F,, so m = 1). If ¢ = O(s), using [23, Lemma 4], this can
be done in time O(t@—1/25«+1)/2) If ¢ = Q(s), this can be done in O(ts*~!)
operations, by computing 1,g,...,¢° ' modulo f, and doing a matrix product in
size s X s by s x t.

Frobenius evaluation. Consider an F,-algebra @, and an element o in Q). Given
integers ¢, d, we will have to compute expressions of the form

d—1
O'd:aqd7 Td:zan‘L’ /,Ld:Oél‘qd/cJ .
i=0
A direct binary powering approach would yield a complexity of, e.g., O(dlog(q))
multiplications in @ for the first expression.
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To do better, we use a recursive approach that goes back to [44], with further
ideas borrowed from [40, 22]. For i > 1, define integers A;, B; as follows

¢ =A;c+B;,, 0<B,;<c.
Then, we have the relations

_q _ g’ _ 4" Bj |B;Bj/c
O'Z'+j—0'j, Ti+j—TZ‘+Tj s ,quf,uj H; Oél- J/J

Since we are interested in o4, 74 and pg, using an addition chain for d, we are left
to perform O(log(d)) steps as above.

To perform these operations, we will make a heavy use of a technique originating
n [44]. In its simplest form, it amounts to the following: if @ = F,[X]/f(X), for
some polynomial f in F,[X], and § is in @, we can compute $7 by means of the
modular composition (), where £ = 27 and x is the image of X modulo f.

In the following proposition, we discuss versions of this idea for various kinds
of algebras @), and how they allow us to compute the expressions o4, 74, g defined
above.

Proposition 2. Let f € F,[X] be a polynomial of degree m, and define the F,-
algebra Q = Fy[X]/f(X). Let h € Q[Z] be a polynomial of degree s, and define
the Q-algebra S = Q[Z]/h(Z). Finally, whenever h € F,[Z], define the F,-algebra
Q' =F,[Z)/h(Z).

Denote by T, Ts, T the cost, in terms of Fy-operations, of one modular com-
position in Q, S, Q" respectively. Also denote by T, < tTg (resp. Ts,Tqr+) the
cost of t modular compositions sharing the same polynomial (see Note 1).

Then the expressions

d—1
d ci d
oq=al, Td:}:aq 7 Md:alq/d
=0

can be computed using the following number of operations:
Case 1. a € Q:

e 04: O(M(m)log(q) + T log(d)),

o 74: O(M(m)log(q) + T log(dc)),
pa: O(M(m)log(q) + (T + M(m)log(c)) log(d));
Q with f|X" —1:
oa: O(M(m)log(q) + M(r) log(d)),

Case 2.

=

Case 3.

e

=}
o o oM @ @ oMM e © oM e e e M

+ (TQ75 + Ts) log(d)),
ms)log(q) + (Tg,s + Ts)log(dc)),
pa: O(M(ms)log(q) + (Tq,s + Ts + M(ms) log(c)) log(d));
S with h € Fy[Z]:
aa: O((M(m) + M(s)) log(q)
Td: 0(('\,\//||(m) + M(s)) log(q)

Case 4.
+ (TQ7S + TQ/J,L) log(d),

+ (Tq,s + Tgrm) log(de)),
Case 5. S with h| X" —a fora € Q:

oq: O(M(m)log(q) + (Tg,s + M(mr)) log(d))
M( )

e

)
pa: O(M(m)log(q) + (Tg,s + M(mr) + M(m) log(c)) log(d)).

(m)+M(s)) log(q)+(TqQ.s+Tq  m+(mM(s)+sM(m)) log(c)) log(d));
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Proof. The complexity estimates mostly rely on the complexity of modular compo-

sition.

Case 1.

Case 2.

Case 3.

Case 4.

Case 5.

We let « be the image of X in @, and we start by computing x?, using
O(M(m)log(q)) operations in F,.

For i > 0, given & = 29 and f in Q, we can compute 39 as ¢ =
B(&), using T = O(m(“+1)/2) operations; in particular, this allows us to
compute §;4; from the knowledge of §; and ;. Given an addition chain
for d, we thus compute all corresponding &;’s, and we deduce the o;’s
similarly, since o,4; = 0;(§;). Altogether, starting from & = 9, this
gives us oq4 for O(Tg log(d)) further operations in F,.

The same holds for 74, with a cost in O(Tq log(cd)), since we have to
compute &, first; and for pg, with a cost in O((T + M(m) log(c)) log(d))
operations, as the formula for p;; shows that we can obtain it by means

of a modular composition (to compute u‘f = p;(&)), together with two
exponentiations of indices less than c.

The costs for computing o4, 74, pq follow immediately. v
When f divides X" — 1, we obtain $(¢;) by computing 3(X9 ™°47) mod
(X" — 1) first, and then reducing modulo f(X). Thus, the cost of one
modular composition is T = O(M(r)), and the total cost is obtained by
replacing this value in the estimates for the previous case.

We let = and z be the respective images of X in @ and Z in S, and as
a first step, we compute z? (and x4, unless f is as in Case 2 above), in
O(M(ms)log(q)) operations.

In order to compute the quantities o4, 74, g, we apply the same strat-
egy as above; the key factor for complexity is thus the cost of computing
B for Bin S, given ¢; = 29 and & = 29 (as we did in Case 1, we apply
this procedure to our input element «, as well as to (; itself, and &;, in
order to be able to continue the calculation).

To do so, we use an algorithm by Kaltofen and Shoup [22], which boils
down to writing 3 = Zj;é ¢j(z)27, so that BT = Zj;(l) ¢j()9°¢). The
s coefficients cj(:v)ql are computed by applying the previous algorithms
in @ to s inputs. This takes time at most sTg, but as pointed out in
Note 1, improvements are possible if we base our algorithm on modular
composition; we thus denote the cost T ;.

Then, we do a modular composition in S to evaluate the result at (;;
this latter step takes Ts = O(s(“+1/2M(m)) operations in F,,.

The cost for computing 27 is O(M(s)log(gq)) and that for computing 22
is O(M(m)log(q)). In the last step, the cost Ts of modular composition
in S is now that of m modular compositions in degree s (with the same
argument), as detailed in Note 1, that we denote T/ .. Similarly, the
cost of multiplication in S can be reduced from O(M(ms)) to O(sM(m)+
mM(s)) operations.

We start by computing x?, using O(M(m)log(¢)) operations in F.

For 3 as above, suppose that we have already computed all coefficients
dj(z) = ¢j(z)? in O(Tg,s) operations; we now have to compute 39 =

Y50 dy(x)¢
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We first do the calculation modulo Z" — a rather than modulo h; that
is, we compute Zj;é d; (ac)zf where z; = 29°. Because 2" = a, we have
2; = a;z9 mod T, with a; = al?'/m]1f we assume that a; is known, we can
compute Zj;(l) dj(z)z] using Horner’s method, in time O(sM(m)), and
we reduce this result modulo h, for the cost O(M(mr)) of a Euclidean
division in degree r in Q[Z].

In order to continue the calculation for all indices in our addition chain,
we must thus compute the corresponding a;’s as well, just like the u;’s;
this takes O(Tg + M(m) log(r)) operations.

Since the first stage of the algorithm took O(Tg ) operations, we can
take T = O(M(mr)) for computing 57 .

To initiate the procedure, the algorithm also needs to compute a; =
al?/m using O(log(q)) multiplications in Q for a cost O(M(m) log(q)). O

Computing subfields. With k& = F,[X]/f(X) and deg f = m as above, we are
given a divisor r of m, and we want to construct an intermediate extension F, C
L C k of degree r over F,. More precisely, we want to compute a monic irreducible
polynomial g € F,[X] of degree r, and a polynomial h € F,[X] such that z —
h(z) mod f defines an embedding L = F,[X]/g(X) < k. We proceed as follows.

Let a € k be a random element. Then « has a minimal polynomial of degree
m over F, with high probability. In other words, one needs O(1) such random
elements to find one with degree m minimal polynomial. Now, the trace

(1) Trk/L(a):a+aqr+...+aqm7T

has a minimal polynomial of degree r over F, with high probability as well. This
means we can compute, after O(1) random trials, the desired polynomials § =
Try,/z(c), its minimal polynomial g, and h the polynomial of degree less than m
representing .

Proposition 3. Let F, C k be a finite extension of degree m, and let v be a divisor
of m. Computing an intermediate field F, C L C k with [L : Fy] = r takes an
expected O(m“T1/2log(m) + M(m)log(q)) operations in F,. Once L is computed,
any element v € L can be lifted to its image in k using O(m(w+1)/2) operations.

Proof. Computing the minimal polynomial of an element in k takes O(m(+1)/2)
operations in Fy, see [39]. The trace in Eq. (1) is computed as the expression 7, of
the previous paragraph (with ¢ = 7 and d = m/r), at a cost of O(m“T1/2log(m)+
M(m)log(q)) operations in F,.

Finally, given an element v € L, its image in k is computed by evaluating h(7),
where h is the polynomial representation of Try,r(a). This can be done by a
modular composition at cost O(m@+1)/2), O

Root finding in cyclotomic extensions. Given a field k = F,[X]/f(X) of de-
gree m as above, we will need to factor some special polynomials in k[Z]: we are
interested in finding one factor of a polynomial that splits into factors of the same,
known, degree. This problem is known as equal degree factorization (EDF), and
the best generic algorithm for it is the Cantor—Zassenhaus method [9, 44], which
runs in O(M(sm)(dmlog(q) + log(sm))) operations in F, [42, Th. 14.9], where s is
the degree of the polynomial to factor, and d is the degree of the factors.
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More efficient variants of the Cantor—Zassenhaus method are known for special
cases. When the degree s of the polynomial is small compared to the extension
degree m, Kaltofen and Shoup [22] give an efficient algorithm which is as follows.

Algorithm 1 Kaltofen—-Shoup EDF for extension fields

Input: A polynomial h with irreducible factors of degree d over k = F,[X]/f(X).
Output: An irreducible factor of h over k.

1. If degh = d return h.

2. Take a random polynomial ag € k[Z] of degree less than deg h,

md—1
3. Compute a; < Z a? mod h,
i=0
4. if ¢ is an even power g = 2¢ then
e—1
5. Compute ag + Z a? mod h
i=0
6. else
7. Compute ag + a%lﬁl)/z mod h
8. end if
9. Compute hg < ged(ag, h) and hy + ged(as — 1,h) and h_y < h/(hohy),

10. Apply recursively to the smallest non-constant polynomial among hg, hi,h_1.

We refer the reader to the original paper [22] for the correctness of the Kaltofen—
Shoup algorithm. We are mainly interested here in its application to root extraction
in cyclotomic extensions. Let r be a prime power and let f be an irreducible factor
of the r-th cyclotomic polynomial ®,, with s = deg f. Denote F,[X]/f(X) by
F,(¢), where ¢ is the image of X in the quotient. Given an r-th power a € F4(¢)

1/r

we want to compute an r-th root a'/", or equivalently a linear factor of Z" — « over

Fq(C)-

We propose two different algorithms; one of them is quadratic in r, whereas the
other one has a runtime that depends on r and s, and will perform better for small
values of s.

Proposition 4. Let r be a prime power and let ¢ be a primitive r-th root of unity;
let also s = [Fy(C) : Fy]. One can take r-th roots in Fy(C) using either

O(M(s)log(q) + rs“~log(r) log(s) + M(rs) log(s) log(r))
O(M(s) log(q) + rM(r)log(s) + M(rs) log(s) log(r))

operations in Fg.

Proof. We use Algorithm 1 with k = Fy({), to get a linear factor of the polynomial
Z" —a, so that d = 1 (note that Z" —« splits into linear factors in k[Z]). We discuss
Step 3, which is the dominant step. Let f € Fy[X] be the defining polynomial of
F,(¢) and let h be a factor of Z" — « of degree n.

We are in Case 5 of our discussion on Frobenius evaluation, and we want to
compute a trace-like expression of the form 7,. As per that discussion, two algo-
rithms are available to do Frobenius evaluation in k (one of them uses modular
composition, the other the fact that f divides X" — 1). Because s < r, we deduce
that a1 can be computed in either

O(M(s)log(q) + s~ log(s) + M(rs) log(s))
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or
O(M(s) log(q) + nM(r) log(s) + M(rs) log(s))

operations in F,, where the first term accounts for computing ald/] (so we need
only compute it once). The depth of the recursion in Algorithm 1 is log(r), and
the degree n is halved each time, so we obtain the desired result. O

Root finding in some extensions of cyclotomic extensions. Let r = v¢,

where v # p is a prime and d is a positive integer and let s be the order of ¢ in
Z/vZ. We assume that d > 2, since this will be the case whenever we want to apply
the following.

Consider an extension F, C k = F,[X]/f(X) of degree r, and let F,(¢) and k(¢)
be extensions of degree s over IFy, and £ respectively, defined by an irreducible factor
of the v-th cyclotomic polynomial over F,. In this paragraph, we discuss the cost
of computing a v-th root in k(¢), by adapting the root extraction algorithm given
in [16].

Following [16, Algorithm 3], one reduces the root extraction in k(¢) to a root
extraction in Fy((); note that [16, Algorithm 3] reduces the root extraction to the
smallest possible extension of F,,, but projecting to Fy(¢) is more convenient here.
The critical computation in this algorithm is a trace-like computation performing
the reduction.

Algorithm 2 v-th root in k(()

Input: o € k(¢)?
Output: a v-th root of a
1. repeat
2. choose a random ¢ € k(¢)
3. d «ac
4. )\ — a,(qsfl)/v
5. b L+ A+ AFE 4o \H et
6
7
8

(r—2)s

. until b # 0
. B (a’b)YV in F(C)

. return Bblc!

One multiplication in k(¢) amounts to doing r multiplications modulo a degree
s factor of ®,, and s multiplications modulo f; since s < r, this takes O(sM(r))
operations in Fy. The computation of A = @/ /Y = 7L9/0) o then be done as
explained in our discussion on Frobenius evaluation (Case 4). The cost of each mod-
ular composition is O(s(@=1/2¢@H+1)/2) for a total of O(s(=1/2p(w+1)/2]og(s) +
sM(r)log(q)) operations in F,.

The trace-like computation of 1+ X+ AT ... 4 \1Ha -+ can be done
as follows. Let x be the image of X in k = F,[X]/f(X). To compute 29 we first
compute z? using O(M(r)log(q)) operations in F,, and then do log(s) modular
compositions in k. To compute \¢°, note that an element A € k(¢) can be written
as A = Ao(x) + A (2)C + -+ As—1(2)¢* " and that (7" = ¢. Therefore for any 1,

(r—2)s

s—1

AT =N (Cq”y => A1)
=0

Jj=0
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In particular, given 2 , A9 can be computed using O(s@—D/2p@+1/2) opera-
tions in F,, and [16, Algorithm 2] can be applied in a direct way, with a cost of
O(s@W=1/2p(@t1/210g(r) + M(r) log(g)) operations in F,.

The root extraction in F,(¢) is done as in the previous paragraph, and have a
negligible cost, since we assumed that s < v < 4/r. Therefore, we arrive at the
following result.

Proposition 5. With k, ¢ and v as above, one can extract v-th roots in k(¢) using
an expected O(s(W=1/2p@+1)/2 100 (1) + sM(r) log(q)) operations in F,.

2.2. The Embedding Description problem. We are finally ready to address
the problem of describing the embedding of k = F[X]/f(X) in K =TF,[Y]/g9(Y);
throughout the paper we let m = deg f and n = deg g, so that m|n. The embedding
description problem asks to find two elements a € k and 3 € K such that a +— (3
for some field embedding ¢ : £ — K. This is equivalent to o and 8 having the same
minimal polynomial.

The most obvious way to solve this problem is to take the class of X in k =
Fq[X]/f(X) for c, and a root of f in K for B. Since f splits completely in K,
we can apply Algorithm 1 for the special case d = 1. Using our discussion on
the cost of Frobenius evaluation (precisely, Case 4), we obtain an upper bound of
O((nm&+1/2 + M(m)n@+1/2 + mM(n) log(q)) log(m)) expected operations in F,
for the problem. We remark that this complexity is strictly larger than O(m2).

For a more specialized approach, we note that it is enough to solve the following
problem: let r be a prime power such that r|m and ged(r,m/r) = 1, find «, € k
and (3, € K such that a,. and (5, have the same minimal polynomial, of degree r.

Indeed, once such «, and (3, are known for every primary factor r of m, possible
solutions to the embedding problem are

o= H Qr, B= H Brs

rlm, rlm,
ged(r,m/r)=1 ged(rym/r)=1
or
a = § A,y B = § Br-
rlm, rlm,
ged(rym/r)=1 ged(rym/r)=1

Moreover, to treat the general embedding description problem, it is sufficient
to treat the case where [k : F,] = [K : F,;] = r. Indeed, we can reduce to this
situation by applying Proposition 3, at an additional cost of O(n“*t1/2log(n) +
M(n)log(q)) for each primary factor r. Therefore, to simplify the exposition, we
focus on algorithms solving the following problem.

Problem. Let r be a prime power and k, K a pair of extensions of F, of degree r.
Describe an isomorphism between k and K.

Note that although some algorithms are restricted to this situation, especially
those presented in Section 3, some of them could still be readily applied to a more
general situation, especially those from Sections 4 and 5.

All algorithms presented next are going to rely on one common principle: con-
struct an element in & (and in K) such that its minimal polynomial (or, equivalently,
its orbit under the absolute Galois group of Fy) is uniquely (or almost uniquely)
defined.
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3. KUMMER-TYPE ALGORITHMS

In this section, we review what we call Kummer-type approaches to the embed-
ding problem for prime power degree extensions. We briefly review the works of
Lenstra [28], and Allombert [2, 3], then we give variants of these algorithms with
significantly lower complexities. As stated above, we let k, K be degree r extensions
of IFy, where r is a prime power, and we let p be their characteristic. We give our
fast versions of the algorithms for two separate cases: the case p t r is treated in
Section 3.1, the case r = p?, where d is a positive integer, is treated in Section 3.2.
Finally, in Section 3.3 we give a variant of the case p t 7 better suited for the case
where r is a high-degree prime power.

In [28], Lenstra proves that given two finite fields of the same size, there exists a
deterministic polynomial time algorithm that finds an isomorphism between them.
The focus of the paper is on theoretical computational complexity; in particular,
it avoids using randomized subroutines, such as polynomial factorization. In [2, 3],
Allombert gives a similar approach with more focus on practical efficiency. In
contrast to Lenstra’s, his algorithm relies on polynomial factorization, thus it is
polynomial time Las Vegas. Even though neither of the two algorithms is given
a detailed complexity analysis, both rely on solving linear systems, thus a rough
analysis yields an estimate of O(r*) operations in F, in both cases.

The idea of Lenstra’s algorithm is as follows. Assume that r is prime, and
let F,[¢] denote the ring extension Fy[Z]/®,(Z) where @, is the r-th cyclotomic
polynomial. Let 7 be a non r-adic residue of F,[¢], and let F,[(][f] denote the
quotient Fy[¢][Y]/(Y" — 7) such that = 7'/7 is the residue class of Y. Lenstra
shows that Fy[¢][6] is isomorphic to k[(] as a ring (Lenstra actually goes the other
way around and constructs 7 from 6 as 7 = " whereas 6 itself comes from a normal
basis of £ computed using linear algebra. In Lenstra’s terminology, 8 and 7 = 6" are
generators of the Teichmiiller subgroups of k[¢] and F,[¢] and solutions to Hilbert’s
theorem 90).

Furthermore, the algorithm constructs 61,602, and 71,7 in such a way that an
integer j > 0 can be found such that

¢ F[c]ln] — Fo[c][02]
01 — 9;

is an isomorphism of rings. Finally, denoting by A the automorphism group of k[(]
over k, an embedding k — K is obtained by restricting the above isomorphism
to the fixed field k[¢]®. To summarize, the algorithm is made of three steps:

e Construct elements 6, € k[¢] and 05 € K|[(];

o Letting 7; = 67, find the integer j such that 7, = Tg by a discrete logarithm
computation in Fy[(];

e Compute a € k and 8 € K as some functions of 61, 9% invariant under A.

The algorithm is readily generalized to prime powers r by iterating this procedure.

Allombert’s algorithms differ from Lenstra’s in two key steps, both resorting
to polynomial factorization. First, he computes an irreducible factor h of the cy-
clotomic polynomial ®, of degree s, and so constructs a field extension Fy({) as
F,[Z]/h(Z). Then he defines k[(] = k[Z]/h(Z) and K[¢] = K[Z]/h(Z) (note that
these are not fields if r is not prime), and constructs 6; € k[(] and 6; € K[(]
in a way equivalent to Lenstra’s using linear algebra. At this point, rather than
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computing a discrete logarithm, Allombert points out that there exists a ¢ € Fy(()
such that 6; — cfy defines an isomorphism, and that such value can be computed
as the r-th root of 67/6%. Finally, by making the automorphism group of k[(] over
k act on 61 and 65, he obtains an embedding k — K.

3.1. Allombert’s algorithm. In this section, we analyze the complexity of Al-
lombert’s original algorithm [2], that of its revised version [3], and we present new
variants with the best known asymptotic complexities. The main difference with
respect to the versions presented in [2, 3] is in the way we compute 61, 6, which are
solutions to Hilbert’s theorem 90 as will become clear below. Whereas Allombert
resorts to linear algebra, we rely instead on evaluation formulas that have a high
probability of yielding a solution. Recently, Narayanan [33, Sec. 3] independently
described a variant which is similar to our Proposition 8 in the special case s = 1.

3.1.1. General strategy. Let k = F,[X]/f(X) where f has degree r, a prime power,
and let  be the image of X in k. Let h(Z) be an irreducible factor of the r-th
cyclotomic polynomial over F,. Then h has degree s where s is the order of ¢ in
the multiplicative group (Z/rZ)*. We form the field extension F,(¢) = F,[Z]/h(Z)
and the ring extension k[¢] = k[Z]/h(Z) = k @ F,({) where ( is the image of Z in
the quotients. The action of the Galois group Gal(k/F,) can be extended to k[(]
by
o: k[C] = k]
¢ = 21®¢

Allombert shows (see [2, Prop. 3.2]) that o is an automorphism of F,(¢)-algebras,
and that its fixed set is isomorphic to Fy({). The same can be done for the ring
K|[C]. Let us restate the algorithm for clarity.

Algorithm 3 Allombert’s algorithm

Input: Field extensions k, K of F, of degree r.
Output: The description of a field embedding k£ — K.
1. Factor the r-th cyclotomic polynomial and make the extensions Fy(¢), k[¢], K[];

Find 6, € k[(] such that o(0;) = (bq;

Find 6, € K[(] such that o(62) = (0a;

Compute an r-th root ¢ of 67 /65 in F,({);

Let «, 8 be the constant terms of 6, cfs respectively;
return The field embedding defined by a +— 3.

S o N

The cyclotomic polynomial @, is factored over F, using [40, Theorem 9], and
r-th root extraction in F,(¢) is done using Proposition 4, so we are left with the
problem of finding 67 (and 62), that is, instances of Hilbert’s theorem 90.

We now show how to do it in the extension k[¢]/F,({), the case of K[¢] being
analogous. We review approaches due to Allombert, that rely on linear algebra, and
propose new algorithms that rely on evaluation formulas and ultimately polynomial
arithmetic. Note that all these variants can be directly applied to any extension
degree r as long as p 1 r, and do not require r to be a prime power. Nevertheless,
in practice, it is more efficient to perform computations for each primary factor
independently and glue the results together in the end.
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If A is a polynomial with coefficients in Fy({), we will denote by A the morphism
A(o) of the algebra k[(]; note that the usual property of g-polynomials holds:
AB = Ao B.

3.1.2. Algorithms relying on linear algebra. As some algorithmic details were omit-
ted in Allombert’s publications, and no precise complexity analysis was performed,
we extracted the details from PARI/GP source code [41] and perform the complex-
ity analysis here. We also propose another variant, using an algorithm by Paterson
and Stockmeyer.

Allombert’s original algorithm.A/iirect solution to Hilbert’s theorem 90 is to
find a non-zero 0 € k[(] such that (S — ¢)(0) = 0.

The original version of Allombert’s algorithm [2] does precisely this, by comput-
ing the matrix of the Frobenius automorphism o of k/F, using O(M(r)log(q) +
rM(r)) operations in F, and then an eigenvalue of o for ¢ over Fy(¢) using lin-
ear algebra, at a cost of O((rs)*) operations in F,. This gives a total cost of
O(sM(r)log(q) + (rs)*) operations in F,.

Allombert’s revised algorithm. Allombert’s revision of his own algorithm [3]
uses the factorization

(2) h(S) = (5 = O)b(S).

If we set h(S) = S* + 32570 hiS’, we can explicitly write b as

® 5) = S n(s)c where {0
= i y where
= bi—1(S) = bi(5)S + h;.
Indeed, Horner’s rule shows that b_1(S) = h(S), and by direct calculation we find
that (S —¢) - b(S) = b_1(95).

We get a solution to Hilbert’s theorem 90 by evaluating b(S) = h(S)/(S —¢) on
an element in the kernel of h over k, linear algebra now taking place over I, rather
than Fg(¢). The details on the computation of h were extracted from PARI/GP
source code and yield the following complexity.

Proposition 6. Using Allombert’s revised algorithm, a solution 6 to Hilbert’s the-
orem 90 can be computed in O(M(r)log(q) + srM(r) 4+ r*) operations in F,.

Proof. Asin Allombert’s original algorithm, one first computes the matrix of o over
k at a cost of O(M(r)log(q) + rM(r)) operations in F,,.

To get the matrix of h over k, one first computes the powers ¢ for 0 < i < s
using the matrix of o, at a cost of O(sr?) operations in F,. From them, one can
iteratively compute the powers 279 for 2 < j < r for a total cost of O(srM(r))
operations in F,, and iteratively compute the matrix of h for an additional total
cost of O(sr?) operations in F,, accounting for the scalar multiplications by the
coefficients of h. The total cost is therefore dominated by O(srM(r)) operations in
Fy.

Given the matrix of h over k, computing an element in its kernel costs O(r%)
operations in F,. The final evaluation of b is done using Eq. (3) and the matrix of
o for Frobenius computations, for a cost of O(sr?) operations in F,. O
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Using the Paterson—Stockmeyer algorithm. Given the matrix M, of o, there
is a natural way of evaluating h at a reduced cost: the Paterson—Stockmeyer al-
gorithm [35] computes the matrix of & and h(M,), using O(y/5r*) operations in
F,. The evaluations of o that take a total of O(sr?) operations in F, can be done
directly using modular exponentiations, for a total of O(sM(r)log(q)).

Proposition 7. Using the Paterson—Stockmeyer algorithm and modular exponen-
tiations, a solution 6 to Hilbert’s theorem 90 can be computed in O(sM(r)log(q) +
Vsr¥) operations in F.

Although this complexity is not as good as the ones we will obtain next, this
variant performs reasonably well in practice, as discussed in Section 7.

3.1.3. Algorithms relying on polynomial arithmetic. It is immediate to see that the
minimal polynomial of o over k[(] is S™ — 1; by direct calculation, we verify that it
factors as

r—1
(4) ST-1=(S-Q)-0(8) =(S-Q Y s

i=0
Hence, we can set

(5) Oa:é(a)=a®C71+U(a)®C72+---+arfl(a)®§‘7r

for some a € k chosen at random. Because of Eq. (4), 6, is a solution as long as it
is non-zero. This is reminiscent of Lenstra’s algorithm [28, Th. 5.2].

To ensure the existence of a such that 8, # 0, we only need to prove that & is not
entirely contained in ker 6. But the maps o' restricted to k are all distinct, thus
Artin’s theorem on character independence (see [25, Ch VI, Theorem 4.1]) shows
that they are linearly independent, and therefore © is not identically zero on k. In
practice, we take a € k at random until 8, # 0. Since the map O is Fg-linear and
non-zero, it has rank at least 1, thus a random 6,, is zero with probability less than
1/q. Therefore, we only need O(1) trials to find ; (and 65).

Using the polynomial b(S) introduced in Eq. (2), and defining g(S) = (S" —
1)/h(S), we can rewrite Eq. (4) as

(6) O(5) = b(5) - 9(5).

Then, the morphism O can be evaluated as b o g, the advantage being that g has
coefficients in Fy, rather than in F(¢): we set 7, = §(a) for some a € k chosen
at random and compute 0, = b(r,) using Eq. (3), yielding a solution to Hilbert’s
theorem 90 as soon as 7, # 0. As before, O(1) trials are enough to get 6, # 0.

We now give three variations on the above algorithm to compute a candidate
solution 6, more efficiently. Which algorithm has the best asymptotic complexity
depends on the value of s with respect to r; we arrange them by increasing s.
First solution: divide-and-conquer recursion. We use a recursive algorithm
similar to the computation of trace-like functions in Proposition 2, to directly eval-
uate 6, using Eq. (5). Let & = 27 and 6,1 = a¢ ™', and set the following recursive
relations:

(7 o crj/2(§j/2) J even, 0 . _ 9(17]»/2 + C*j/Zgj/2(9a7j/2) j even,
! o(§j-1)  jodd, N (@a+0(0a,-1))¢" j odd.

Then 0, = 0,,,.
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Proposition 8. Given a € k, the value 6, in Eq. (5) can be computed using
O(st V24D 2 10g(r) + M(r) log(q))
operations in IFy.

Proof. The value &; is computed by binary powering using O(M(r)log(q)) opera-
tions, while the value 6, 1 is deduced from the polynomial & using O(rs) operations.

To compute the recursive formulas in Eq. (7) we use the same technique as in
Proposition 2: given b € k[¢], the value o7 (b) is computed as the modular com-
position of the polynomial b(z, z) with the polynomial &;(x) in the first argument.
Each modular composition in k[¢] is done using s modular compositions in k, at
a cost of O(s@1/2p(wHt1)/2) gperations (see Note 1). Multiplications by ¢~ are
done by seeing the elements of k[¢] as polynomials in x over Fy((), thus performing
r multiplications modulo h, at a cost of O(rM(s)) operations. Given that the total
depth of the recursion is O(log(r)), we obtain the stated bound. O

Second solution: automorphism evaluation. We use Eq. (6) and Eq. (3) to
compute 0, as 0, = bo g(a).
Proposition 9. Given a € k, the value 0, in Eq. (5) can be computed using
O =478 o (5 472/ =M (1) log(g)
operations in Fg.

Proof. We proceed in two steps. We first compute §(a) using the autormorphism
evaluation algorithm of Kaltofen and Shoup [23, Algorithm AE], at a cost of
O (rwtD)/24@=w)[F=1/2] L p(wt1)/2+(1=F)(w=1)/2 L rBM () log(q)), for any 0 < § < 1.
Choosing 8 = 2/(5 — w) minimizes the overall runtime, giving the exponents re-
ported above.

We then use Eq. (3) to compute 0, = Zf;ol a; ® ¢t where as_1 = §(a), and
a;—1 = o(a;)+h;g(a). The cost of this computation is dominated by the evaluations
of o, which take O(M(r)log(q)) operations each, thus contributing O(sM(r)log(q))
total operations. (I

Third solution: multipoint evaluation. Finally, we can compute all the values
o(a),...,0"1(a) directly, write 6, as a polynomial in z and ¢ of degree r — 1 in
both variables, and reduce modulo h for each power z'.

Proposition 10. Given a € k, the value 6, in Eq. (5) can be computed using
O(M(r?) log(r) + M(r) log(q))
operations in IFy.

Proof. The values o(a),...,0" !(a) can be computed by binary powering using
O(rM(r)log(q)). We can do slightly better using the iterated Frobenius technique of
von zur Gathen and Shoup [44, Algorithm 3.1] (see also [42, Ch. 14.7]), which costs
of O(M(r?)log(r) + M(r)log(q)) operations. The final reduction modulo h costs
O(rM(r)log(r)) operations, which is negligible in front of the previous step. O

The following proposition summarizes our analysis. To clarify the order of mag-
nitude of the exponents, let us assume ¢ = O(1) and neglect polylogarithmic fac-
tors; then, if w = 2.38 (best bound to date), the runtimes are O(s%6%71:69) for
5 € 0(r%?), O + s138r) for s € Q(r%?®) and s € O(r* ™), and O(r2) other-
wise. For w = 3, all costs are at best quadratic.
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Proposition 11. Given k, K of degree r over F,, assuming that s is the order of
q in (Z/rZ)*, Algorithm 3 computes its output using
o O(sw=1/2p@+D/210g(r) + M(r)log(q)) expected operations in F, if s €
O(/r(w_?’)/(w_'S)); or
o O(r@* —4w=1/(w=5) 4 (54 92/ G=w)\M(r) log(q)+s*'rlog(r) log(s)) expected
operations in By if if s € Q(r@=3/@=5)) and s € O(r'/w=1), or
e O(M(r?)log?(r) + M(r) log(r) log(q)) expected operations in ¥, otherwise.

Proof. The cost of factoring the r-th cyclotomic polynomial is an expected
O(M(r)log(rq)) operations in F,, using [40, Theorem 9]. This is negligible com-
pared with other steps. The solutions 61,05 to Hilbert’s theorem 90 are computed
as described above, according to the size of s. The powers 07, 85 are computed us-
ing Kronecker substitution in O(M(sr)log(r)) operations, which is also negligible.
Finally, the cost of computing an r-th root in F,({) is given by Proposition 4 and
can not be neglected.

Combining the costs coming from the solution to Hilbert’s theorem 90 and the
r-th root extraction, we obtain the following complexities according to s.

o If we use the algorithm described in our first solution, combining Propo-
sition 8 with the first case of Proposition 4, we obtain an estimate of
O(sw=1/2p(wt1)/210g(r) + M(r) log(g)) operations.

o If we use the algorithm described in our second solution, combining
Proposition 9 with the first case of Proposition 4, we obtain an estimate
of O(r@’ —4w=1/(w=5) 4 (5 4 r2/6G=2))M(r)log(q) + s*~rlog(r)log(s) +
M(rs)log(r) log(s)) operations.

e Otherwise, we use the algorithm described in our third solution. Combining
Proposition 10 with the second case of Proposition 4, and replacing s with r
everywhere, we obtain an estimate of O(M(r?) log®(r) + M(r) log(r) log(q))
expected operations.

For s € O(r®@=3/(w=5)" the first solution has the better runtime. Assum-
ing s € Q(r«@3/@=-5)" the runtime in the second case can be written as
O(r@’ —4w=D/(w=5) 1 (5 4 r2/G=))M(r)log(q) + s~ rlog(r)log(s)). If in addi-
tion s is in O(rl/(wfl)), this runtime is subquadratic, that is, better than that in
our third solution. (]

3.2. The Artin—Schreier case. This section is devoted to the case r = p? for
some positive integer d. The technique we present here originates in Adleman
and Lenstra’s work [1, Lemma 5], and appears again in Lenstra’s [28] and Al-
lombert’s [2]. The chief difference with previous work once again consists in re-
placing linear algebra with a technique to solve the additive version of Hilbert’s
theorem 90 similar to the one in the previous section. Recently, Narayanan [33,
Sec. 4] independently described a related variant with a similar complexity.

The idea is to build a tower inside the extension k/F, using polynomials of the
form X? — X — a where a € k. To start, let a; € Fy be such that Trg_p (a1) # 0.
Let 0 € Gal(F,/F,) be a generator of the Galois group. Then by the additive
version of Hilbert’s theorem 90 there is no element o € F, such that o(a) —a = a;.
Equivalently, the polynomial f; = X? — X — a; has no root in F,. By the Artin-
Schreier theorem in [25, Ch VI] f; is irreducible over F,. For a root aq € k of f;
the extension Fy(a)/F, is of degree p. Now let ag = a;a?~". Then by [1, Lemma
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5] the polynomial fo = X? — X —ay is irreducible over Fy(aq). So, for a root ap € k
of fo the extension Fy(ae, 1)/F4(a1) is of degree p. Continuing the above process
we build a tower

(8) Fy CFy(ar) C--- CFy(an, -+ ,aq) = k.

The idea of building such tower using the Artin—Schreier polynomials f; can also be
found in [28, 2, 39]. By construction, oy ¢ Fg(on, -+ ,a;—1) for all 1 <i < d. This
means that the minimal polynomial of ag over F, is of degree r = p®. Therefore,
k =TFy(q), and the element ag is uniquely defined up to Fg-isomorphism.

The above construction boils down to computing a root of the polynomial f =
XP — X —a € k[X]. We now show how to efficiently compute such a root. By
construction, a is always in an intermediate subfield F, C k' C k. This means

Trk/]Fp (a) = Tl“k//]pp (Trk/k/ (a)) = Trk//[g*p (pia) =0

for some ¢ > 0. By Hilbert’s theorem 90 there exists a € k such that a—o(a) = —a
for a generator o € Gal(k/F,). In other words, a” — a — a = 0. Therefore, a is a
root of f. On the other hand, for a random element 6 € k with nonzero trace, a
can be explicitly set as

1

9) a= W[aa(t‘)) +(ato(a)o?(O)+-+(a+ola)+-+0"(a)o™ 7 (0)]

where t = [F, : F,]. To compute o using Eq. (9) efficiently, we define
&=0'(x), Bi(u) =utow)+ -+ (u), ai(v) = pi(a)o(v)+ - +Bi(a)a’ (v).
A simple calculation gives

@k (v) = a;j(v) + 07 (ak(v)) + B(a)a? ™ (Br(v)).

From these we can extract the following recursive relations:

£ = aj/Q(fj/g) j even
7o) jodd

() = B /2( u) 4 09/? (Bj2(u)) j even
ilu) = {u+a(ﬁj ) j odd
a;(v) = a;j2(v) + 092 (0 j2(v)) + B 2(a)o?/ 2T (B)2(v))  j even
! a1(v) + o(aj—1(v)) + ac?(Bj-1(v)) j odd

Thus, the values Tr() = B,+(0), and o = B,+(0) *a¢(#) can be computed recur-
sively, in O(log(rt)) steps. At step j of the recursive algorithm, &;, 8;(a), 5;(9), o;(0)
are computed. As before, the action of 07 is the same as composing with &;. So
each step of the recursion is dominated by O(1) modular compositions over F, at
the cost of O(r(“+1)/2) operations in F,. The initial value of & = 2? is computed
using O(M(r)log(q)) operations in F,. Therefore, the cost of computing a root of
fis O(r@tY/21og(rt) + M(r) log(q)) operations in F,.

Now, to compute oy in Eq. (8) we need to take d roots where d € O(log(r)/ log(p))
which leads to the following result. (Note that &; is computed only once and reused
thereafter.)
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Proposition 12. Let r = p? for a positive integer d, and let t = [F, : F,]. An
isomorphism of two extensions k/Fq, K/F, of degree r can be constructed using
O(r@+D/2og(rt) log(r) + M(r) log(q)) operations in F,.

3.3. High-degree prime powers. We end this section with an algorithm that is
particularly efficient when the extension degree r is a high-degree prime power. Al-
lombert’s algorithm works well in this case, however its complexity depends linearly
on the order s of ¢ modulo r. If r = v® for some prime v # p, it is natural to seek an
algorithm which depends on the order of ¢ modulo v instead. The idea we present
is a variation on Lenstra’s algorithm, using successive v-th root extractions. We
are not aware of this algorithm appearing anywhere in the literature. We also note
that Narayanan [33, Sec. 5] recently published a radically different generalization of
Allombert’s algorithm with a very similar complexity in 7 (his algorithm has much
worse complexity in ¢, though).

An overview of our construction is as follows. Let r = v® where v # p is a prime
and d is a positive integer. Suppose the extension k/F, is of degree r. Let s be the
order of ¢ in Z/vZ, and write ¢° — 1 = uv® where ged(v,u) = 1. We first move to
cyclotomic field extensions Fy({), k(¢), K(¢) of degree s over Fg, k, K respectively,
by obtaining an irreducible factor of the v-th cyclotomic polynomial over [F;. Then
we obtain a random non-v-adic residue n € F,(¢).

We have [k(¢) : Fy(¢)] = r, so we can compute an r-th root 6 of n in k(()
using d successive v-th root extractions in k(¢). Therefore, 6 is a generator for the
unique subgroup of k(¢)* of order v%**. Then the constant term « of @ is such
that k = Fy(a). Doing the same in K yields an element 5 € K such that the map
a — f3 defines an isomorphism. The main difficulty in applying such an algorithm
resides in computing efficiently v-th roots in k({), for which we use Proposition 5;
this yields the main result of this section.

Theorem 13. Letr = v¢ where v # p is a prime and d is a positive integer. Also let
s be the order of ¢ in Z/vZ. Given extensions k/Fq, K/F, of degree r, an embedding
k < K can be constructed at the cost of an expected O(s@=D/2p(@tD)/2 1o ()2 +
sM(r)log(r)log(q) operations in F,.

Proof. We can construct the embedding of Theorem 13 as follows. We first build
the extensions k(¢)/F,(¢) and K(¢)/F4(¢). Let  be a non-v-adic residue in F(¢).

Then 7 is an r-power in k(¢) and K(¢). To obtain r-th roots 6, € k, 83 € K of n
we take d successive v-th roots.

Algorithm 4 Kummer-type algorithm for extension towers

Input: Extensions k/F, K/F, of degree prime-power r = v?, with v # p.
Output: The description of a field embedding k — K.
1. Factor the v-th cyclotomic polynomial over F, to build the extensions k(¢)/Fq(¢)
and K(C)/Fy(C):
Find a random non-v-adic residue n € Fy({);
Compute r-th roots 61,6, of n in k(¢), K(¢);
Let a, 8 be the constant terms of 61, 05 respectively;
return The field embedding defined by a +— .

Al

Step 1 is done using [40, Theorem 9], which takes O(M(v) log(vq)) operations in
F,. We do Step 2 by taking random elements in F,(¢) until a non-v-adic residue
is found. Testing v-adic residuosity of 7 amounts to computing 1@ ~1/? in F,(¢),
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which can be done in O(s“~1/21og(s)+M(s) log(v) log(s)+M(s) log(q)) operations
in IFy, in view of our discussion in Section 2.

Step 3 is done using d = O(log(r)/log(v)) successive root extractions, each
of which takes an expected O(s(=1/2p(w+1)/2]0g(1) + sM(r)log(q)) operations
in F,. Therefore Algorithm 4 runs in an expected O(s(@~1/2p@+1)/2]0g(7)2 +
sM(r)log(r) log(g) operations in F,. O

4. RAINS’ ALGORITHM

We now move on to a different family of algorithms based on the theory of
algebraic groups. The simplest of these is Pinch’s cyclotomic algorithm [36]. The
idea is very simple: given r, select an integer ¢ such that [F,(ue) : F,] = 7, where
e is the group of /-th roots of unity. Then, any embedding k¥ — K takes pu, C k*
to pe C K*, and the minimal polynomial of any primitive ¢-th root of unity has
degree exactly 7.

Pinch’s algorithm is very effective when r = (). Indeed in this case the ¢-th
cyclotomic polynomial ®, is irreducible over [F, and its roots form a unique orbit
under the action of the absolute Galois group of IF;. Thus we can take any primitive
¢-th roots of unity o € k and S € K to describe the embedding.

In the general case, however, the roots of ®, are partitioned in ¢(¢)/r orbits,
thus for two randomly chosen ¢-th roots of unity (; € k and (; € K, we can only
say that there exists an exponent e such that

a=(C— =0

defines a valid embedding. Pinch’s algorithm tests all possible exponents e, until a
suitable one is found. To test for the validity of a given e, it applies the embedding
¢ : (1 — (2 to the class of X in k, and verifies that its image is a root of f in K.

The trial-and-error nature of Pinch’s algorithm makes it impractical, except for
rare favorable cases where a small ¢ such that r = ¢(¢) can be found. One possible
workaround, suggested by Pinch himself, is to replace the group of roots of unity
with a group of torsion points of a well chosen elliptic curve. We analyze this idea
in greater detail in Section 5.

This section is devoted to a different way of improving Pinch’s algorithm, imag-
ined by Rains [38], and implemented in the Magma computer algebra system [4].
Rains’ technical contribution is twofold: first he replaces roots of unity with Gauss-
ian periods to avoid trial-and-error, second he moves to slightly larger extension
fields to ensure the existence of a small £ as above.

4.1. Uniquely defined orbits from Gaussian periods. For the rest of the
section, we are going to assume that ¢ is prime. The case where ¢ is a higher power
of a prime is discussed in Note 18.

Suppose that we have an ¢, coprime with ¢, such that [Fq(u¢) : Fq] = 7, then the
cyclotomic polynomial ®, factors over F, into ¢(¢)/r distinct factors of degree .
Pinch’s method, by choosing random roots of ®, in k£ and K, randomly selects one
of these factors as minimal polynomial. By combining the roots of ®; into Gaussian
periods, Rains’ method uniquely selects a minimal polynomial of degree 7.

Definition 14. Let g be a prime, and let ¢ be a squarefree integer such that
(Z/0Z)* = {¢g) x S for some S. For any generator (; of p; in Fy(sue), define the
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Gaussian period 7,((,) as

(10) na(C) = ¢F.

oceS

It is evident from the definition that the Galois orbit of 1,({,) is independent of
the initial choice of (,. Much less evident is the fact that this orbit has maximal
size and forms a normal basis of Fy(ue), as stated in the following lemma.

Lemma 15. Let q be a prime, and let £ be a squarefree integer such that (Z/0Z)* =
(q) x S for some S. The periods n4(C]) for T running through (q) form a normal
basis of Fq(ue) over Fy, independent of the choice of (p.

Proof. See [17, Main Theorem]. The main idea of the proof is to show that cyclo-
tomic units are normal in characteristic zero, then that integrality conditions carry
normality through reduction modulo q. (I

In what follows we are going to write 1({y) when ¢ is clear from the context.

Example 16. Counsider the extension Fg/Fy of degree 3, which is generated by
the 7-th roots of unity. We have a decomposition (Z/7Z)* = (2) x (—1), and the
cyclotomic polynomial factors as

(11) Pr(X)= (X’ + X +1)(XP+ X%+ 1).
For any root (7, we define the period
(12) m(Cr) =G+ ¢

The three periods 72((7), 12(¢7)? and 72(¢7)* are all roots of the polynomial 2 +
22 + 1 and form a normal basis of Fg/F5.

4.2. Rains’ cyclotomic algorithm. The bottom-line of Rains’ algorithm follows
immediately from the previous section: given k, K and r,
(1) find a small ¢ satisfying the conditions of Lemma 15 with [Fy(pe) : Fy] = 7;
(2) take random /-th roots of unity ¢, € k and ¢, € K;
(3) return the Gaussian periods a, = 1(¢¢) and 3, = n({}).

The problem with this algorithm is the vaguely defined smaliness requirement
on £. Indeed the conditions of Lemma 15 imply that ¢ divides ®,.(q), thus in the
worst case ¢ can be as large as O(¢?(")), which yields an algorithm of exponential
complexity in the field size.

To circumvent this problem, Rains allows the algorithm to work in small auxiliary
extensions of £ and K, and then descend the results to & and K via a field trace.
In other words, Rains’ algorithm looks for ¢ such that [F,(ue) : F,] = rs for some
small s. We summarize this method in Algorithm 5; we only give the procedure for
the field k, the procedure for the field K being identical.

Algorithm 5 Rains’ cyclotomic algorithm

Input: A field extension k/F, of degree r; a squarefree integer ¢ such that
o (Z/IZ)* = {(q) x S for some S,
o #(q) = rs for some integer s;
a polynomial h of degree s irreducible over k.
Output: A normal generator of k over F,, with a uniquely defined Galois orbit.
1. Construct the field extension k' = k[Z]/h(Z);
2. repeat
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Compute ¢ + §# =D/t for a random 6 € k'
until ¢ is a primitive /-th root of unity;
. Compute 7(¢) < >, c5¢7;

return o « Trg /5 1(¢) = 3320 n(¢)*

Proposition 17. Algorithm 5 is correct. On input q,r,¢, s it computes its output
using O(sr@+1)/2log(sr)+M(sr)(log(q)+(¢/r) log(£))) operations in T, on average.

i

A

Proof. By construction k' is isomorphic to Fy(p¢). By Lemma 15 7(¢) is a normal
generator of k', and by [32, Prop. 5.2.3.1] a is a normal generator of k. This proves
correctness.

According to Proposition 2, computing ¢ in Step 3 costs

O((s“T2M(r) + sr@1/2 1 M(s7) log(£)) log(sr) + M(sr) log(q)),
and the loop is executed O(1) times on average. By observing that s“—1)/2 ¢

O(£/r), this fits into the stated bound.
Steps 5 and 6 can be performed at once by observing that

s—1 ) s—1 o
o= =Y Y
=0 i=0 o€s

By reducing ¢"’c modulo ¢, we can compute this sum at the cost of ¢(¢)/r expo-
nentiations of degree at most ¢ in £, for a total cost of O((M(sr)(¢/7)log(¥)), using
the techniques of Section 2. The final result is obtained as an element of k. ([l

The attentive reader will have noticed the irreducible polynomial h of degree
s given as input to Rains’ algorithm. Computing this polynomial may be expen-
sive. For a start, we may ask s to be coprime with r, so that h can be taken
with coefficients in IF;. Then, for small values of s and ¢, one may use a table of
irreducible polynomials. For larger values, the constructions [12, 13, 14] are rea-
sonably efficient, and yield an irreducible polynomial in time less than quadratic
in s. However negligible from an asymptotic point of view, the construction of the
polynomial h and of the field k' take a serious toll on the practical performances of
Rains’ algorithm.?

This concludes the presentation of Rains’ algorithm. However, we are still left
with a problem: how to find ¢ satisfying the conditions of the algorithm, and what
bounds can be given on it. These questions will be analyzed in Section 6.

Note 18. Rains’ algorithm is easily extended to a non-prime field Fy, as long as
g = p® with ged(d,r) = 1. In this case, indeed, any generator of Fy,» over F,, is also
a generator of F,r over F;. The algorithm is unchanged, except for the additional
requirement that ged(¢(¢),d) = 1, which ensures that the Gaussian periods indeed
generate I

However, when ged(d,r) # 1, it is impossible to have (Z/¢Z)* = {(q) x S, so
Rains’ algorithm simply cannot be applied to this case. In the next section we are
going to present a variant that does not suffer from this problem.

3A straightforward way to avoid these constructions consists in computing a factor h of the
cyclotomic polynomial ®, over the extension k following case 5 from Section 2.1. Then, using
Newton’s identities, the period can be recovered from the logarithmic derivative of the reciprocal
of h. Nevertheless, the cost of factoring ®, renders this approach unpractical.
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5. ELLIPTIC RAINS’ ALGORITHM

The Pinch/Rains’ algorithm presented in the previous section relies on the use
of the multiplicative group of finite fields. It is natural to try to extend it to other
types of algebraic groups in order to cover a wider range of parameters. And indeed
Pinch [36] showed how to use torsion points of elliptic curves in place of roots of
unity. Rains also considered this possibility, but did not investigate it thoroughly
as no theoretical gain was to be expected. However, the situation in practice is
quite different. In particular, the need for auxiliary extensions in the cyclotomic
method is very costly, whereas the elliptic variant has naturally more chances to
work in the base fields, and to be therefore very competitive.

In the next sections, we first introduce elliptic periods, a straightforward gener-
alization of Gaussian periods for torsion points of elliptic curves, then analyze the
cost of their computation. The main issue with this generalization is that, con-
trary to Gaussian periods, elliptic periods do not yield normal bases of finite fields.
We still provide experimental data and heuristic arguments to support the benefit
of using them. Whether they always yield an element generating the right field
extension, a weak counterpart to Lemma 15, is left as an open problem.

5.1. Uniquely defined orbits from elliptic periods. An elliptic curve E/L
defined over a field L is given by an equation of the form

E : y* + a1y + asy = 2° + aox® + agx + ag with ai,a9,as,a4,a6 € L.
For any field extension M /L the group of M-rational points of FE is the set
B(M) = {(z,y) € M* | E(z,y) = 0} U{O}

endowed with the usual group law, where O is the point at infinity.

For an integer ¢, we denote by E[¢] the (-torsion subgroup of E(L), where L
denotes the algebraic closure of L. In this section we are going to consider integers
¢ coprime with the characteristic of L, then E[{] is a group of rank 2.

For an elliptic curve E//F, defined over a finite field, we denote by 7 its Frobenius
endomorphism. It is well known that 7 satisfies a quadratic equation 72 —tr+q = 0,
where ¢ is called the trace of E, and that this equation determines the cardinality
of Eas #E(F;) =g+ 1—t.

Like in the cyclotomic case, the Frobenius endomorphism partitions E[¢] into
orbits. Our goal is to take traces of points in F[¢] so that a uniquely defined orbit
arises. This task is made more complex by the fact that E[¢] has rank 2, hence we
are going to restrict to a family of primes ¢ named FElkies primes.

Definition 19 (Elkies prime). Let E/F, be an elliptic curve, let ¢ be a prime
number not dividing q. We say that ¢ is an Elkies prime for F if the characteristic
polynomial of the Frobenius endomorphism 7 splits into two distinct factors over
Z/VZ:

(13) 72 —tr+q= (7 — \) (7 — p) mod £ with \ # p.

Note that if £ is an Elkies prime for E, then E[¢] splits into two eigenspaces for
7 which are defined on extensions of F, of degrees ords(A) and ord,(u). We are
now ready to define the elliptic curve analogue of Gaussian periods.
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Definition 20. Let E/F, be an elliptic curve of j-invariant not 0 or 1728.% Let
¢ > 3 be an Elkies prime for F, A an eigenvalue of 7, and P a point of order ¢ in
the eigenspace corresponding to A (i.e., such that #(P) = AP). Suppose that there
is a subgroup S of (Z/¢Z)* such that

(14) (ZJ0Z)* = (\) x S.

Then we define an elliptic period as

Yoes/qry ([olP) if =1 €S,

(15) M,s(P) = {des z ([o] P) otherwise,

where z(P) denotes the abscissa of P.

Lemma 21. With the same notation as in Definition 20, let

#<A>—{T if=1¢ (),

2r  otherwise.

Then, for any point P in the eigenspace of A, the period nx,s(P) is in Fyr, and its
minimal polynomial does not depend on the choice of P.

Proof. By construction, the Frobenius endomorphism 7 acts on (P) as multiplica-
tion by the scalar . It is well known that two points have the same abscissa if and
only if they are opposite, hence the Galois orbit of 2(P) has size r, and we conclude
that both z(P) and ny g(P) are in Fyr.

Now let P’ = [a] P be another point in the eigenspace of A. By construction,
a = £M\o, for some 0 < i < r and some o € S. Hence ny s(P') = n s([\]P),
implying that 1 g(P) and ny g(P’) are conjugates in Fgr. O

We remark that the previous lemma only states that the elliptic periods 1y s ([\!]P)
uniquely define an orbit inside F,-, but gives no guarantee that they generate the
whole Fg-. At this point, one would like to have an equivalent of Lemma 15 for ellip-
tic periods, i.e. that the elliptic period 7y s(P) is a normal generator of Fy(z(P)).
However, it is easy to find non-normal elliptic periods, as the following example
shows.

Example 22. Let E/F; be defined by 32 = 2® + 52 + 4, and consider the degree
3 extension of F; defined by k = F7[X]/(X? 4+ 6X? +4). Then

e ( =31 is an Elkies prime for F;

e the eigenvalues of the Frobenius modulo ¢ are A = 25 of multiplicative order
3 and p = 4 of multiplicative order 5;

e P = (5a® + 2a,4) is a point of order 31 of E/k;

e 7 =) s(P) = 5a%+5a+4 is not a normal element, indeed n+4n7+2n* = 0.

All well known proofs of Lemma 15 rely on the fact that the ¢-th cyclotomic
polynomial is irreducible over @, and its roots form a normal basis of Q((¢). This
fails in the elliptic case: there is indeed no guarantee that the eigenspace of A can
be lifted to a normal basis over some number field.

4The definition is easily extended to include j = 0,1728: one must quotient S by Aut(E) N S
and raise summands to an appropriate power.
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Note however that, even if the elliptic period is not normal, it is enough for our
purpose that it generates F,(z(P)) as a field, like in the example above. Experi-
mental evidence suggests that this might always be the case. Thus, we state this
as a conjecture.

Conjecture 23. With the above notation, the elliptic period 7y s(P) generates
F,(z(P)) over F,.

If the conjecture is false, the only arguments we can give are of a heuristic
nature. First and most simply, we can assume that the elliptic period behaves like
a random element of Fy(2z(P)). In this case the chance of it not being a generator
is approximately 1/¢". Based on this observation, numerous experiments were
conducted for small values of ¢ and r either by sampling random curves over [, or
through more involved methods using modular curves, but no counterexample was
found. Secondly, based on the polynomially cyclic algebras setting of [29], one can
give a sufficient condition for the period to be a normal generator of Fy(z(P)), that
is a weak counterpart to Lemma 15. Heuristically, this suggests that the chance of
the period not being normal is approximately 1/q.

We are now ready to present the generalization of Rains’ algorithm, with the
warning that the algorithm may fail, with low probability, if Conjecture 23 is false.

5.2. Elliptic variant of Rains’ algorithm. Rain’s cyclotomic algorithm needs
auxiliary extensions to accommodate for sufficiently small subgroups i of the unit
group. By replacing unit groups with torsion groups of elliptic curves, we gain
more freedom on the choice of the size of the group, thus we are able to work with
smaller fields.

The algorithm is very similar to Algorithm 5, and follows immediately from the
previous section. For simplicity, we are going to state it only for r odd. Given k,
K and r,

(1) find a prime ¢, an elliptic curve E, and an eigenvalue A of the Frobenius
endomorphism, satisfying the conditions of Definition 20, and such that
orde(N) = r;

(2) take random points P € E(k)[{] and P’ € E(K)[{] in the eigenspace of \;

(3) return the elliptic periods a := 1y s(P) and § := 1y s(P’).

Here we are faced with a difficulty: given E and A it is easy to pick a random
point in E[¢], but it is potentially much more expensive to compute a point in the
eigenspace of \. We will circumvent the problem by forcing E(F,)[¢] to be of rank
1, and to coincide exactly with the eigenspace of A. If we write u = ¢/ for the
other eigenvalue of 7, this is easily ensured by further asking that ordy(u) { r.

We defer the discussion on the search for the elliptic curve E to Section 6. Here
we suppose that we are already given suitable parameters ¢, E and \, and analyze
the last two steps of the algorithm, summarized below. We only give the procedure
for k, the procedure for the field K being identical.

Algorithm 6 Elliptic Rain’s algorithm

Input: A field extension k/F, of odd degree r, an elliptic curve E/F,, its trace t,
a prime £ not dividing ¢, an integer A such that:
o X? —tX +qg=(X—-AN)(X—¢q/\) mod ¢,
e ordy(A) =r, ordg(q/A\) tr,
o (Z/VZ)* = (X\) x S for some S.
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Output: A generator of k over F,, with a uniquely defined Galois orbit, or FAIL.
1. repeat
2. Compute P «+ [#E(k)/(]Q for a random Q € E(k);
3. until P # O;
4. Compute a 1 g(P);
5. return « if k =TF,(a), FAIL otherwise.

Proposition 24. Algorithm 6 is correct. Assuming the heuristics about elliptic
periods are correct, it fails with probability < 1/q". On input r,q, E,t,, \ it com-
putes its output using O(M(r)(rlog(q) + (¢/r)log(¢)) operations in Fy on average,
or O(r?log(q)) assuming £ € o(r?).

Proof. Correctness follows immediately from Lemma 21. Success probability comes
from the assumption that 7, s(P) behaves like a random element of Fy(z(P)).

From the knowledge of the trace t, we immediately determine the zeta function
of E, and hence the cardinality #FE(k), at no algebraic cost.

To select the random point @ € E(k) we take a random element = € k, then
we verify that it is the abscissa of a point using a squareness test, at a costs of
O(rM(r)log(q)) operations. Then, using Montgomery’s formulas for scalar multi-
plication [31], we can compute the points P and [¢] P without the knowledge of the
ordinate of @, at a cost of O(rM(r)log(q)) operations. A valid point is obtained
after O(1) tries on average.

The computation of the elliptic period « requires O(¢/r) scalar multiplications
by an integer less than ¢, for a total cost of O((M(r)(£/r)log(£)).

Finally, testing that o generates k is done by computing its minimal polynomial,
at a cost of O(r(“+1)/2) gperations in F, using [39]. O

6. ALGORITHM SELECTION

The algorithms presented in the previous sections have very similar complexities,
and no one stands out as absolute winner. The complexity of all algorithms depends
in a non-trivial way on the parameters ¢ and r, and, for Rains’ algorithms, on the
search for a parameter £ and an associated elliptic curve.

This section studies the complexity of the embedding description problem from
a global perspective: we explain how to find parameters for Rains’ algorithms and
criteria to choose the best among the embedding algorithms.

Given parameters ¢ = p? and r, Rains’ cyclotomic algorithm asks for a small
parameter £ such that:

(1) (Z/2Z)* = {q) x S for some S,
(2) {(q) = rs for some integer s,
(3) ged(p(f),d) =1 (see Note 18).

Since r is a prime power, the second condition lets us take a prime power for ¢
too. Indeed if Z /07 ~ 7./]017 X Z/ls7Z, then either ¢ mod ¢; or ¢ mod ¢5 has order a
multiple of r. Furthermore, if ged(¢,r) = 1, then we can take ¢ prime, since higher
powers would not help satisfy the conditions. On the other hand if ged(¢,r) # 1,
then the algorithms of Section 3 have much better complexity. Hence we shall take
{ prime.

Given the above constraints, we can rewrite the conditions as:

(1) £ =rsv+1 for some s,u such that ged(rs,v) =1,
(2) orde(q) =rs,
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(3) ged(rsv,d) = 1.

Remark. Rains remarked that, when ¢ = 2 and r is a power of 2 greater than 4,
no £ can satisfy these constraints because 2 is a quadratic residue modulo any prime
of the form 8u + 1. This case, however, is covered by the Artin—Schreier technique
in Section 3.2, we thus ignore it.

In the elliptic algorithm we look for an integer ¢ and a curve E/F, that satisfy
the preconditions of Algorithm 6, i.e., such that

(1) the Frobenius endomorphism 7 satisfies a characteristic equation
(r—=A)(mr—p)=0 mod ¢,

(2) (Z/2Z)* = {X\) x S for some S,
(3) #{(A) =r, and
(4) u"#1 mod 2.
As before, we only need to look at prime ¢. Because p = g/, the last condition
is equivalent to ¢" # 1 mod ¢. Hence, we can restate the conditions on /¢ as
(1) £ =ru+1 for some u such that ged(r,u) = 1,
(2) ¢" #1 mod /.

Once ¢ is found, we compile a list of acceptable traces
T={\+qg/Amod ¢| ordy(\) =7},

and look for a random curve with trace in 7. Note, however, that for there to be
such a curve, ¢ must have a representative in the interval [-2,/q,2,/q]. In order
to have a good chance of finding such curves, we are going to set an even more
stringent bound ¢ € o({/q). Indeed, although it is well known that traces are not
evenly distributed modulo prime numbers [27], it is shown in [10, Th. 1] that the
probability that the trace of a random curve is in T approaches |T| /¢ ~ r/¢, as £
and ¢ go to infinity, subject to £ € o(/q).

We thus have a procedure to produce parameters for Rains’ algorithms: test
integers of the form ¢ = wur 4+ 1 for increasing u, until a suitable one is found.
The procedure is relatively efficient: the cost in 7 is negligible compared to that of
actually computing the isomorphism. On the other hand, the cost in ¢ is relatively
high, because of the need to count points of many random curves defined over F,,
thus the elliptic variant may only be useful for not too large g.

Nevertheless, we are left with a question: when does the procedure stop? It is not
easy to give a precise answer: already the condition that ¢ = ur 4+ 1 is prime poses
some difficulties. Heuristically, we expect that about u/log(u) of those numbers
are prime. However the best lower bound on primes of the form ¢ = ur 4+ 1, even
under GRH, is £ € O(r?4¢) [20]. Empirical data show that the reality is much
closer to the heuristic bound: in Figure 1 we plot for all prime powers r < 10% the
smallest u such that ur + 1 is prime. It appears that u is effectively bounded by
O(log(r)) for any practical purpose.

For the cyclotomic algorithm we also require that ordy(q) is a multiple of r.
Assuming that ¢ is uniformly distributed® in (Z/¢Z)*, its order is exactly ¢ — 1
with probability (¢ — 1)/¢, hence we can assume that asymptotically ordy(q) €
O(f) = O(rlog(r)). Similar considerations can be made for the elliptic algorithm,

5This assumption is obviously false for any fixed g, but it is a good enough approximation in
practice.
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FIGURE 1. Prime powers r (abscissa) versus smallest integer u
(ordinate) such that ur 41 is prime. Abscissa in logarithmic scale,
density normalized by log(x)/x and colored in logarithmic scale.

assuming that ¢ € o(/g). Finally, we must also take into account the possibility
that the elliptic algorithm fails. Under the heuristics about the random distribution
of elliptic periods, this possibility only discards one in O(q") curves, and is thus
negligible.

Summarizing, we can expect heuristically to find a £ € O(rlog(r)) that satisfies
all the constraints for the cyclotomic algorithm, leading to an expected running time
of O(r“+1)/2 - M(r) log(q)) operations in . Similarly, if we assume that 7 log(r) €
o(/q), we can expect to find suitable parameters for the elliptic algorithm, leading
to an expected running time of O(r?log(q)) operations in F,.

Although the complexity of the cyclotomic algorithm looks better, it must not
be neglected that the O notation hides the cost of taking an auxiliary extension
of degree O(log(r)); whereas the elliptic algorithm, when it applies, does not incur
such overhead. The impact of the hidden terms in the complexity can be extremely
important, as we will show in the next section.

The same considerations also apply when comparing Rains’ algorithms to Al-
lombert’s. Indeed, the latter performs extremely well when the degree s of the
auxiliary extension is small, but becomes slower as this degree increases.

In practice, it is hopeless to try and determine the appropriate bounds for each
algorithm from a purely theoretical point of view. The best approach we can
suggest, is to determine parameters at runtime, and set bounds and thresholds
experimentally. To summarize, given parameters ¢ and r, we suggest the following
approach:

(1) If ged(q,r) # 1, run the Artin—Schreier algorithm of Section 3.2.

(2) If r is a power of a small prime v, run the algorithm of Section 3.3.

(3) Determine the order s of ¢ in (Z/rZ)*. If it is small enough, run one of
the variants of Allombert’s algorithm presented in Section 3.

(4) Search for suitable parameters for Rains’ algorithms. Depending on the best
parameters found, run the best option among Rains’ cyclotomic algorithm,
Rains’ elliptic algorithm, and Allombert’s algorithm.

In the next section we shall focus on the last two steps, by comparing our im-
plementations of the algorithms involved, thus giving an estimate of the various
thresholds between them. However we stress that these thresholds are bound to
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vary depending on the implementation and the target platform, thus it is the imple-
menter responsibility to determine them at the moment of configuring the system.

7. EXPERIMENTAL RESULTS

To validate our results, we implemented the algorithms described in the previ-
ous sections, and compared them to the implementation of Allombert’s algorithm
available in PARI/GP [41], and to that of Rains’ algorithm available in Magma [4].
The variants of Allombert’s algorithm described in Section 3.1 were implemented
in C on top of the Flint library [18]. Rains’ cyclotomic and elliptic algorithms were
implemented in Sage [15] (which itself uses PARI and Flint to implement finite
fields), with critical code rewritten in C/Cython. Our code only handles ¢ prime
and m,n odd.

We ran tests for a wide range of primes ¢ between 3 and 260 4 253, and prime
powers r between 3 and 2069. All tests were run on an Intel(R) Xeon(R) CPU
E5-4650 v2 clocked at 2.40GHz. We report in Figure 2 statistics only on the runs
for 100 < q < 2%9; other ranges show very similar trends. The source code and the
full datasets can be downloaded at https://github.com/defeo/ffisom.

We start by comparing our implementation of the three variants of Allombert’s
algorithm presented in Section 3.1.3 with the original one in PARI. In Figure 2a we
plot running times against the extension degree r, only for cases where the auxiliary
degree s = ord,(r) is at most 10: dots represent individual runs, continuous lines
represent degree 2 linear regressions. Analyzing the behavior for arbitrary auxiliary
degree s is more challenging. Based on the observation that all variants have
essentially quadratic cost in r, in Figure 2b we take running times, we scale them
down by 72, and we plot them against the auxiliary degree s.

The first striking observation is the extremely poor performance of PARI, espe-
cially as s grows. To provide a fairer comparison, we re-implemented Allombert’s
revised algorithm [3], as faithfully as possible, as described in Section 3.1.2; this
is the curve labeled “Allombert (rev)” in the graphs. For completeness we also
implemented the Paterson-Stockmeyer variant described previously; we do not plot
it here, because it overlaps almost perfectly with our “Divide & conquer” curve.
Although our re-implementations are considerably faster than PARI, it is apparent
that Allombert’s original algorithm does not behave as well as our new variants.

Focusing now on our three new variants presented in Section 3.1.3, one can’t fail
to notice that the second one, named “Automorphism evaluation”, beats the other
two by a great margin, both for small and large auxiliary degree. Although the
“Multipoint evaluation” approach is expected to eventually beat the other variants
as s grows, the cross point seems to be extremely far from the parameters we
explored. However, we notice that the naive variant of “Multipoint evaluation” not
using the iterated Frobenius technique (labeled “Multipoint evaluation (var)” in
the graphs), starts poorly, then quickly catches “Automorphism evaluation” as s
grows.

Now we shift to Rains’ algorithm and its variants. In comparing our implemen-
tation with Magma’s, discarding outliers, we obtain a fairly consistent speed-up of
about 30% (see Figure 3); hence we will compare these algorithms only based on
our timings. In Figure 2c we group runs of the cyclotomic algorithm by the degree
s of the auxiliary extension, and we plot median times against the degree r; only
the graphs for s < 10 are shown in the figure. We observe a very large gap between
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FIGURE 2. Benchmarks for Rains’ and Allombert’s algorithms. ¢
is a prime between 100 and 22°, r is an odd prime power varying
between 3 and 2069. Plots ¢ and d are in doubly logarithmic scale.
Full dataset available at https://github.com/defeo/ffisom.

s =1 and larger s (s = 2 is 8 — 16 times slower). This is partly due to the fact that
we use generic Python code to construct auxiliary extensions, rather than dedicated
C; however, a large gap is unavoidable, due to the added cost of computing in ex-
tension fields. We also plot median times for the elliptic variant and for the conic
variant (see Appendix A). It is apparent that the elliptic algorithm outperforms
the cyclotomic one as soon as s > 3, and that the conic algorithm conveniently
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replaces the case s = 2. Thus, at least for the parameter ranges we have tested,
the cyclotomic algorithm with auxiliary extensions seems of limited interest.

Finally, in Figure 2d we compare Rains’ algorithms against Allombert’s. In
light of the excellent performances of the “Automorphism evaluation” variant of
Allombert’s algorithm, we only plot the performances for this variant. We plot,
against the degree r, runs of Allombert’s algorithm grouped by ranges of the aux-
iliary degree ord,.(q): we shade the area between minimum and maximum running
times, and trace the median time. We also take from Figure 2c the graphs for the
cyclotomic (only s = 1), the conic and the elliptic variants of Rains’ algorithm. We
notice that Allombert’s algorithm, even with relatively large auxiliary degrees, is
extremely fast; the cyclotomic algorithm only beats it when ord,(¢) goes beyond
10 to 50, the conic algorithm only beats extremely large ord,(¢), and the elliptic
algorithm is never better. We also observe that Allombert’s algorithm has a better
asymptotic behavior as the degree r grows.

In light of these comparisons, it seems that the absolute winner is our Auto-
morphism evaluation variant of Allombert’s algorithm, with Rains’ cyclotomic al-
gorithm being only occasionally more interesting. Obviously, the comparisons are
only relevant to our own code and test conditions. Other implementations and
benchmarks will likely find slightly different cross-points for the algorithms.

APPENDIX A. RAIN’S CONIC ALGORITHM

We have seen that Rains’ cyclotomic algorithm suffers in practice from the need
to build a field extension &’ of k. The conic variant we are going to present reduces
the degree of the field extension from s = [k’ : k] to s/2 whenever s is even. This is
especially useful when s = 2, as highlighted in Section 7. The algorithm is similar
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in spirit to Williams’ p+ 1 factoring method [45], where the arithmetic of the norm
1 subgroup of k" is performed using Lucas sequences on a subfield of index 2 of k.

Let F be a finite field of odd characteristic, let A € F be a quadratic non-residue,
let 6 be an element of the algebraic closure of F such that 62 = A, and define the
norm 1 subgroup of F[§]* as

Ty(F) = {(z +0y)/2 | =,y € Fand 2* — Ay? = 4};

it is easy to verify that T5(F) forms a group under multiplication. If we see the
elements (x + dy)/2 as points (z,y) on a conic 22 — Ay? = 4, the group law of
T5(F) induces a group law on the conic. By projecting onto the x-coordinate, a
straightforward calculation shows that, for any point (6, *) on the conic, its n-th
power has coordinates (6,,, %), where 6,, is defined by the Lucas sequence

0p=2, 6,=0, 0;4+1=200,—0,_1.

We shall denote by [n] the map 6 — 6,,; notice how it does not depend on the
choice of A.

The generalization of Rains’ algorithm is now obvious: by projecting on the z-
coordinate, we work in a field extension twice as small compared to the original
algorithm. This is summarized in Algorithm 7.

Algorithm 7 Rains’ conic algorithm

Input: A field extension k/F, of degree r; a prime ¢ such that

o (Z/0Z)* = (q) x S for some S,
o #(q) = 2rs for some integer s;

a polynomial h of degree s irreducible over k.
Output: A normal generator of k over F,, with a uniquely defined Galois orbit.
. Construct the field extension k' = k[Z]/h(Z);
repeat

repeat
Take a random element 6 € £/,
until %2 — 4 is a quadratic non-residue;
Compute ¢ = [(#k' +1)/4)6,
until ¢ # 2;
- Compute 7n(¢) + >, csl0]¢;
return_a « Try,0(¢) = 350 [a" In(Q)-

Proposition 25. Algorithm 7 is correct: on input q,r, £, s it returns an element in
the same Galois orbit as Algorithm 5 on input q,r,€,2s. It computes its output using
O(M(sr)(srlog(q) + (¢/r)log(£))) operations in F, on average, or O((sr)?log(q))
assuming £ € o(sr?).

© 0N oW

Proof. By construction, all the ¢-th roots of unity are in T5(k’). Observe that
if (x + dy)/2 is in To(k'), then its trace over k' is equal to x. Hence, the value
¢ computed in Step 6 is the trace over &’ of a primitive /-th root of unity. We
conclude by comparing this algorithm with Algorithm 5.

The non-residuosity test in Step 5 is done by verifying that the (#k — 1)/2-
th power of 0 is equal to —1. We do this in O(srlog(q)) operations in k', or
O(srM(sr)log(q)) operations in F,.
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To implement the other steps, we need to evaluate the map [n] efficiently. We
have the following classical relationships for the Lucas sequence of 6:

Oni = 07 — 2, Ozip1 = 0011 — 0, Ooip0 = 9f+1 - 2.

Starting with 6y = 2 and 6; = 6, we use a binary scheme to deduce 6;,0;,1 from
01i/2)50]i/2)+1- Wereach 0, after O(log(n)) steps, each requiring a constant number
of operations in k'.

Hence, Step 6 costs O(srM(sr)log(q)) operations in F,, while Steps 8 and 9
together cost O((M(sr)(£/r)log(£)). O

Although this variant does not exploit the asymptotic improvement offered by
Proposition 2, the fact that its auxiliary degree s is half the one of the original al-
gorithm usually gives an interesting practical improvement. Step 6 can be modified
S0 as to avoid the premature projection on the z-axis, so that the algorithms of
Proposition 2 apply. We leave the details of this variant to the reader.
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