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ABSTRACT

We consider the problem of determining which classes of functions can be tested more efficiently than they can be learned, in the distribution-free sample-based model that corresponds to the standard PAC learning setting. Our main result shows that while VC dimension by itself does not always provide tight bounds on the number of samples required to test a class of functions in this model, it can be combined with a closely-related variant that we call "lower VC" (or LVC) dimension to obtain strong lower bounds on this sample complexity.

We use this result to obtain strong and in many cases nearly optimal bounds on the sample complexity for testing unions of intervals, halfspaces, intersections of halfspaces, polynomial threshold functions, and decision trees. Conversely, we show that two natural classes of functions, juntas and monotone functions, can be tested with a number of samples that is polynomially smaller than the number of samples required for PAC learning.

Finally, we also use the connection between VC dimension and property testing to establish new lower bounds for testing radius clusterability and testing feasibility of linear constraint systems.
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1 INTRODUCTION

For which classes of functions can we test membership in the class more efficiently than we can learn a good approximation of a function in the class? This is a central question in property testing that was initially posed in the seminal work of Goldreich, Goldwasser, & Ron [27] and Kearns & Ron [33], and has since received a considerable amount of attention in different models of property testing and learning. In the standard PAC learning model of Valiant [52], the learner is sample-based (using only random examples of the function) and distribution-free (it must work for any distribution, unknown to the learner). Goldreich, Goldwasser, & Ron [27] introduce distribution-free sample-based testers and "stress that [this model] is essential for some of the potential applications" listed in that paper, but despite much recent interest in both distribution-free and sample-based testing (e.g. [4, 6, 8, 11, 17, 22, 26, 28, 30, 44]), even basic questions for this model remain unanswered. For example, are halfspaces more efficiently testable than learnable?

More precisely, fix a set $\mathcal{H}$ of Boolean-valued functions over some domain $\mathcal{X}$. There is an unknown distribution $D$ over $\mathcal{X}$, the distance $\text{dist}_D(f, g)$ between two functions $f, g : \mathcal{X} \rightarrow \{0, 1\}$ is $\mathbb{P}_D[f(x) \neq g(x)]$, and the distance between $f$ and the set $\mathcal{H}$ is $\inf_{h \in \mathcal{H}} \text{dist}_D(f, h)$. In both the learning and testing problems, the algorithm is given a set of $m$ labelled examples $(x, f(x))$ with each $x$ drawn independently from $D$. For some fixed $\epsilon > 0$, the goals of the algorithms are:

Learning: When $f \in \mathcal{H}$, output a function $h$ that satisfies $\text{dist}_D(f, h) \leq \epsilon$;

Testing: Accept if $f \in \mathcal{H}$ and reject if $\text{dist}_D(f, \mathcal{H}) \geq \epsilon$.

In both cases, the algorithms are required to satisfy the condition with probability at least $\frac{2}{3}$ (in this paper, we study testing algorithms with two-sided error). Let $m^\text{learn}_e(\mathcal{H})$ and $m^\text{test}_e(\mathcal{H})$ denote the minimum sample complexity of a learning and testing algorithm for $\mathcal{H}$, respectively. Except in pathological cases (such as $\mathcal{H}$ being a singleton), $m^\text{learn}_e(\mathcal{H}) = O(m^\text{learn}_e(\mathcal{H}))$ [27]. The main question can now be phrased as:

For which classes $\mathcal{H}$ of Boolean-valued functions is $m^\text{test}_e(\mathcal{H}) \ll m^\text{learn}_e(\mathcal{H})$?

The fundamental result of PAC learning (see e.g. [46]) is that the VC dimension of $\mathcal{H}$ determines $m^\text{learn}_e(\mathcal{H})$. Recall that a set $T \subseteq \mathcal{X}$ is shattered by $\mathcal{H}$ if for every $\epsilon : T \rightarrow \{0, 1\}$ there is a function
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\( f \in \mathcal{H} \) that agrees with \( t \) on all points in \( T \). The VC dimension of \( \mathcal{H} \) with respect to \( S \subseteq X \) is
\[
\text{VC}_S(\mathcal{H}) := \max \{ k : \exists T \subseteq S \text{ of size } |T| = k \text{ shattered by } \mathcal{H} \}.
\]
(When \( S = X \) we will often omit the subscript and write simply \( \text{VC}(\mathcal{H}) \).) When \( \epsilon > 0 \) is constant, \( m^{\text{learn}}_\epsilon(\mathcal{H}) = \Theta(\text{VC}(\mathcal{H})) \), so to understand the relationship between \( m^{\text{test}}_\epsilon(\mathcal{H}) \) and \( m^{\text{learn}}_\epsilon(\mathcal{H}) \), it is necessary to understand the relationship between \( m^{\text{test}}_\epsilon(\mathcal{H}) \) and the VC dimension.

The VC dimension has appeared in the property testing literature, but its use has been limited to upper bounds (e.g., [2, 3, 6, 27], see however the recent work of Livni & Mansour [36] which shows some lower bounds for graph-based discrimination between distributions, a problem related to testing properties of distributions, in terms of a VC-like notion of dimension); the relationship mentioned above implies \( m^{\text{test}}_\epsilon(\mathcal{H}) = O(\text{VC}(\mathcal{H})) \) for constant \( \epsilon \). This paper is concerned with finding lower bounds in terms of the VC dimension. Such lower bounds would be desirable not only for understanding the relationship between testing and learning, but also because they would be combinatorial in nature, obtained via an analysis of the structure of the function class, whereas nearly all known lower bounds in sample-based property testing (e.g., [6, 11, 27, 33, 44]) are distributional: a probability distribution specific to the problem is constructed and shown to be hard to test.

It is clear that VC dimension cannot, in general, be a lower bound on the sample complexity of testing: consider the following example from [27]. Let \( \mathcal{H} \) be the set of all Boolean functions \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) that satisfy \( f(x_1) = 1 \) for all \( x \in \{0, 1\}^n \) with \( x_1 = 1 \). \( \text{VC}(\mathcal{H}) = \Theta(2^n) \) since the \( 2^n-1 \) points with \( x_1 = 0 \) are shattered, while \( m^{\text{test}}_\epsilon(\mathcal{H}) = O(1/\epsilon) \). Therefore, the relationship of VC dimension to (distribution-free sample-based) property testing is more complicated than to (PAC) learning, and we must introduce some new ideas.

### 1.1 Our Results

The central message of the current work is that the VC dimension can give lower bounds on \( m^{\text{test}}_\epsilon(\mathcal{H}) \) when it is combined with a closely-related combinatorial measure. For any class \( \mathcal{H} \) of Boolean-valued functions over \( X \) and any subset \( S \subseteq X \), define the LVC dimension (or Lower Vapnik-Chervonenkis dimension) of \( \mathcal{H} \) with respect to \( S \) to be
\[
\text{LVC}_S(\mathcal{H}) := \max \{ k : \forall T \subseteq S \text{ of size } |T| = k, T \text{ is shattered by } \mathcal{H} \}.
\]

The definition of LVC dimension differs from that of the VC dimension only by the replacement of the existential quantifier with a universal one. This immediately implies that \( \text{LVC}(\mathcal{H}) \leq \text{VC}(\mathcal{H}) \) for every class \( \mathcal{H} \) and motivates our choice to call this measure “lower” VC dimension. And in some cases, the LVC dimension of a class can be much smaller than its VC dimension. (See Section 5.1 for a discussion of some concepts in learning theory related to LVC dimension.) Our main theorem gives a general lower bound on \( m^{\text{test}}_\epsilon(\mathcal{H}) \) in terms of the VC and LVC dimensions of \( \mathcal{H} \). In this theorem, the set \( S \) may be interpreted as a choice of subdomain on which \( \text{LVC}_S(\mathcal{H}) \) is large relative to \( \text{VC}_X(\mathcal{H}) \).

**Theorem 1.1.** There are constants \( C, \epsilon_0 > 0 \) such that for any class \( \mathcal{H} \) of Boolean-valued functions over \( X \) and any \( S \subseteq X \), if \( |S| \geq 5 \cdot \text{VC}_S(\mathcal{H}) \) and \( \text{LVC}_S(\mathcal{H}) \geq C \cdot \text{VC}_S(\mathcal{H})^{3/4} \sqrt{\log \text{VC}_S(\mathcal{H})} \), then for all \( \epsilon \leq \epsilon_0 \),
\[
m^{\text{test}}_\epsilon(\mathcal{H}) = \Omega \left( \frac{\text{LVC}_S(\mathcal{H})^2}{\text{VC}_S(\mathcal{H}) \log \text{VC}_S(\mathcal{H})} \right).
\]

This bound is tight in the sense that there are classes \( \mathcal{H} \) for which \( m^{\text{test}}_\epsilon(\mathcal{H}) = \Theta \left( \frac{\text{VC}_S(\mathcal{H})}{\log \text{VC}_S(\mathcal{H})} \right) \) (for any constant \( \epsilon \)), while \( \text{LVC}_S(\mathcal{H}) = \text{VC}(\mathcal{H}) \) for some \( S \) with \( |S| \geq 5 \cdot \text{VC}(\mathcal{H}) \).

For many natural classes \( \mathcal{H} \) of functions, there is a set \( S \) where \( \text{LVC}_S(\mathcal{H}) = \text{VC}_S(\mathcal{H}) = \tilde{O}(\text{VC}(\mathcal{H})) \). For these classes, the following direct consequence of Theorem 1.1 is most convenient.

**Corollary 1.2.** There is a constant \( \epsilon_0 > 0 \) such that the following holds. For every class \( \mathcal{H} \) of Boolean-valued functions over \( X \), if \( \exists S \subseteq X \) for which \( \text{LVC}_S(\mathcal{H}) = \text{VC}_S(\mathcal{H}) = \tilde{O}(\text{VC}(\mathcal{H})) \) and \( |S| \geq 5 \cdot \text{VC}(\mathcal{H}) \), then for all \( \epsilon \leq \epsilon_0 \),
\[
m^{\text{test}}_\epsilon(\mathcal{H}) = \Omega \left( \frac{\text{VC}_S(\mathcal{H})}{\log \text{VC}_S(\mathcal{H})} \right).
\]

We use Theorem 1.1 and Corollary 1.2 to establish sample complexity lower bounds for distribution-free sample-based testing of many natural classes of functions, which shows, essentially, that two-sided testing is not significantly more efficient than learning (and, in the full version [10], that two-sided testing is not significantly more efficient than one-sided testing). The main new lower bounds we obtain are summarized in Table 1, with the VC dimensions of each class included for comparison. (For the formal definitions of each class, see the section devoted to that class.)

Note that many of these lower bounds are tight up to a logarithmic factor. While a factor of \( \log(\text{VC}) \) is sometimes necessary (as for “symmetric” classes, see the full version [10]), it is not clear whether it is necessary for the classes in the table. We now discuss these lower bounds in more detail. For standard definitions in property testing and learning, see the full version of this paper [10].

**Unions of \( k \) intervals.** In [6] (see also [33, 41]) it was shown that there is an algorithm that can test unions of \( k \) intervals over any distribution on \([0, 1]\) with only \( O(\sqrt{k}) \) samples— as long as the distribution is known to the algorithm. Our lower bound for this class shows that the sample must be quadratically larger if the distribution is not known to the algorithm.

Our bound also has implications for the active testing model [6], where a tester can draw some unlabelled samples from the unknown distribution \( D \) and then query the value of the target function on any of the sampled points. Blum and Hu [12] showed that it is possible to tolerate test unions of \( k \) intervals in this model with \( O(k) \) samples and \( O(1) \) queries. Theorem 3.2 implies that \( \tilde{O}(k) \) samples are necessary, even for intolerant active testers (regardless of how many samples are queried), so their result is essentially optimal.

**Halfspaces.** When testing over the Gaussian distribution on \( \mathbb{R}^n \), only \( O(\sqrt{n}) \) samples suffice to test halfspaces [6]; in fact, \( \tilde{O}(\sqrt{n}) \) samples suffice in the “partially distribution-free” setting where the distribution is unknown but promised to be rotation-invariant [30]. (With query access to the function, only a constant number of queries are required to test.
Table 1: Summary of results.

<table>
<thead>
<tr>
<th>Domain or ( \mathbb{R} )</th>
<th>Class ( \mathcal{H} )</th>
<th>( m_{test}^{test}(\mathcal{H}) )</th>
<th>VC(( \mathcal{H} ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>( [n] ) or ( \mathbb{R} )</td>
<td>Unions of ( k ) intervals</td>
<td>( \Omega \left( \frac{k}{\log k} \right) )</td>
<td>( \Theta(k) )</td>
</tr>
<tr>
<td>( \mathbb{R}^n )</td>
<td>Halfspaces</td>
<td>( \Omega \left( \frac{n}{\log n} \right) )</td>
<td>( \Theta(n) )</td>
</tr>
<tr>
<td>Intersections of ( k ) halfspaces</td>
<td>( \Omega \left( \frac{n}{\log n} \right) )</td>
<td>( \Theta(nk \log k) )</td>
<td></td>
</tr>
<tr>
<td>Degree-( k ) PTFs over ( \mathbb{R}^n )</td>
<td>( \Omega \left( \frac{k}{\log k} \right) )</td>
<td>( \Theta \left( \frac{n!}{k!} \right) )</td>
<td></td>
</tr>
<tr>
<td>Size-( k ) decision trees</td>
<td>( \Omega \left( \frac{k}{\log k} \right) )</td>
<td>( \Omega(k) )</td>
<td></td>
</tr>
<tr>
<td>( {0, 1}^n )</td>
<td>Halfspaces</td>
<td>( \Omega \left( \frac{n}{\log n} \right) )</td>
<td>( \Theta(n) )</td>
</tr>
<tr>
<td>Degree-( k ) PTFs</td>
<td>( \Omega \left( \frac{(n/4ek)^k}{k \log(n/4ek)} \right) )</td>
<td>( \Theta \left( \frac{n}{\log n} \right) )</td>
<td></td>
</tr>
<tr>
<td>Size-( k ) decision trees</td>
<td>( \Omega \left( \frac{k}{\log k \log \log k} \right) )</td>
<td>( \Omega(k), O(k \log n) )</td>
<td></td>
</tr>
</tbody>
</table>

Halfspaces over the Gaussian distribution or the uniform distribution on the hypercube \([38]\). Epstein & Silwal \([21, 47]\) show that \( \Omega(n/e) \) samples are required for testing the class of halfspaces over \( \mathbb{R}^n \) with one-sided error. Our lower bound establishes a quadratic gap in sample complexity between rotation-invariant and general distribution-free testing, and the lower bound holds even for the hypercube \([0, 1]^n\).

**Intersections of halfspaces, and PTFs.** Intersections of halfspaces \([13, 18]\) and polynomial threshold functions \([20, 31, 34, 42]\) have received much attention in the learning theory literature, but very few bounds are known on the sample or query complexity for testing these classes. As far as we know, the only bound known for testing intersections of \( k \) halfspaces is an upper bound of \( \exp(k \log k) \) queries for testing the class over the Gaussian distribution \([19]\) and no bound is known for testing polynomial threshold functions of degree greater than 1. So our results appear to establish the first non-trivial lower bounds specific for either of these classes in any model of property testing.

**Decision trees.** Kearns and Ron \([33]\) first studied the problem of testing size-\( k \) decision trees, showing that \( \Omega(\sqrt{nk}) \) samples are necessary to test the class over the uniform distribution and that this bound can be matched in the parameterized property testing model where the algorithm must only distinguish size-\( k \) decision trees from functions that are far from size-\( k' \) decision trees over the uniform distribution for some \( k' > k \). The sample complexity of the (non-parameterized) size-\( k \) decision tree testing problem over the uniform distribution is not known. (The query complexity for testing size-\( k \) decision trees is also far from settled: despite recent notes to the contrary in \([14, 45]\), the best current lower bound for the query complexity of testing size-\( k \) decision trees is \( \Omega(\log k) \) \([15, 49]\); see also \([9]\) for a stronger lower bound for testers with one-sided error.)

Our techniques can also be used to establish lower bounds for other models of testing. First, we show an application to testing properties of sets of points—properties that correspond to unsupervised learning problems. Namely, the *radius clustering* problem can be represented by the class \( \mathcal{C}_k \) that consists of all sets of points \( X \subseteq \mathbb{R}^n \) that can be covered by the union of at most \( k \) unit-radius balls. A distribution \( D \) on \( \mathbb{R}^n \) is \( k \)-clusterable if its support is in \( \mathcal{C}_k \), and it is \( \epsilon \)-far from \( k \)-clusterable if the total variation distance between \( D \) and any \( k \)-clusterable distribution is at least \( \epsilon \). Alon et al. \([2]\) showed that \( O \left( \frac{k}{\epsilon} \log(nk) \right) \) samples from \( D \) suffice to distinguish \( k \)-clusterability—that is, to distinguish \( k \)-clusterable distributions from those that are \( \epsilon \)-far from \( k \)-clusterable. (This can be improved when \( \epsilon \) is a constant to \( O \left( \frac{k}{\epsilon} \log(k) \log \frac{1}{\epsilon} \right) \); see \([29]\) and Section 6.1.) Prior to this work, the only lower bound for the sample complexity of this problem was Epstein and Silwal’s recent lower bound of \( \Omega(n/\epsilon) \) samples for \( \epsilon \)-testing 1-clusterability with one-sided error \([21, 47]\). We give a lower bound for two-sided error testers that is tight up to poly-log factors for all values of \( k \) up to \( 2n^{1/6} \).

**Theorem 1.3.** For sufficiently small constant \( \epsilon > 0 \), any two-sided \( \epsilon \)-tester for \( k \)-clusterability in \( \mathbb{R}^n \) must have sample complexity \( \Omega \left( \frac{nk}{\log(nk)} \right) \).

A variant of Theorem 1.1 can also be used to prove strong lower bounds for some testing problems even when the underlying distribution is guaranteed to be uniform over an unknown subset of the domain. Such a situation occurs in the recent model of testing LP-type problems introduced by Epstein and Silwal \([21]\); see Section 6.2 for the details. We show that in this model, testing feasibility of a linear program with \( n \) variables and two-sided error requires \( n^{1+o(1)} \) queries, almost matching the \( O(n/\epsilon) \) upper bound of \([21]\).

The connection between LVC dimension and distribution-free property testing also extends to the tolerant testing model even when the algorithm has *query* access to the function and can adaptively select the queries during its execution. The bound in the theorem applies even to the tolerant testing model where \( \epsilon_0 = 0 \) (i.e., the algorithm must accept functions that are 0-close to the class) but it does not apply to the non-tolerant testing model. This is a subtle point: in the distribution-free setting, a function \( f \) may be 0-close to \( \mathcal{H} \) (so a \((0, \epsilon_1)\)-tolerant tester should accept it) while also satisfying \( f \not\in \mathcal{H} \) (so a non-tolerant tester is not required to accept it). See the full version \([10]\) for details.
Finally, we examine the necessity of the conditions in Theorem 1.1. We have proved that many commonly-studied classes of functions meet the conditions of the theorem and therefore are impossible to test much more efficiently than learn; but are there commonly-studied classes of functions that fail the condition in the theorem and have efficient distribution-free sample-based testers? [27] gave an example a class where distribution-free sample-based testing is much more efficient than learning, which we repeated above, but this is not a commonly-studied, natural class. In the full version of this paper [10], we prove that two foundational properties in the property testing literature, k-juntas and monotone Boolean functions, have distribution-free sample-based testers with complexity \(O(nc)\) for constants \(c < 1\).

1.2 Our Techniques

Our main tool is a reduction from testing properties of distributions to testing properties of functions. Some relationships between these two types of problems have been observed before, e.g. by Sudan [48] and Goldreich & Ron [28], who note that any distribution testing problem can be reduced to a testing problem for a specially-constructed symmetric property of functions with non-Boolean range (symmetric properties are invariant under permutations of the variables). Goldreich & Ron [28] also observed that testing symmetric properties of functions can be reduced to support-size estimation, a fundamental problem in distribution testing. We extend this connection between distribution testing and property testing to properties that are not symmetric: we show, in the opposite direction of [28], that support-size testing can be reduced to property testing when the LVC dimension is large.

The generality of our lower bound comes from the Sauer–Shelah–Perles lemma, which is usually used to prove upper bounds in terms of the VC dimension. However, we use it to show that a random function is far from the property \(\mathcal{H}\) when the underlying distribution has support size larger than the VC dimension. On the other hand, random functions must be accepted by the tester when the underlying distribution is supported on a set smaller than the LVC dimension. In this way, we can show that any testing algorithm must implicitly solve the support-size testing problem by distinguishing between distributions of small vs. large supports. Tight bounds on the support-size estimation problem were attained by Valiant & Valiant [50, 51]; we use a version of the bound due to Wu & Yang [55] which applies to a wider range of parameters that are necessary for our reduction.

With this technique, the problem of attaining lower bounds is transformed into the combinatorial problem of constructing appropriate sets \(S\) with large \(LVC_S(\mathcal{H})\) and \(VC_S(\mathcal{H})\). We study this problem in the second half of the paper. For some properties, like halfspaces, this is easy, but other properties require more effort:

Intersections of halfspaces. The VC dimension of intersections of \(k\) halfspaces in \(\mathbb{R}^n\) is \(\Theta(nk\log k)\) in general [18]. We construct a subset \(S \subset \mathbb{R}^n\) in which \(LVC_S = VC_S = \Theta(nk)\). We accomplish this by constructing \(S\) such that intersections of \(k\) halfspaces on \(S\) are equivalent to \(\Theta(nk)\)-alternating functions on \(\mathbb{R}\). This reduction yields a lower bound of \(\Omega(nk/\log(nk))\) for testing intersections of \(k\) halfspaces.

Polynomial threshold functions on \(\mathbb{R}^n\). Although PTFs can be transformed into halfspaces in a higher dimension, we opt to treat PTFs as a special case of a Dudley class [7] and explore the connection between LVC dimension, Dudley classes, and maximum classes. Dudley classes are those obtained by taking the sign of a function in a fixed vector space \(\mathcal{F}\) of real-valued functions, and these classes have VC dimension equal to the dimension of that vector space [54]. Maximum classes are those for which the Sauer–Shelah–Perles lemma is tight (see Section 5.1), and in particular, those classes satisfy \(LVC = VC\) (Proposition 5.2). Johnson [32] showed that Dudley classes with domain \(\mathbb{R}^n\) where the functions \(\mathcal{F}\) are analytic are maximum on an arbitrarily large subset \(S \subseteq \mathbb{R}^n\), and therefore \(LVC_S = VC_S\), so our main result applies. Other examples of analytic Dudley classes include balls in \(\mathbb{R}^n\) and trigonometric polynomial threshold functions in \(\mathbb{R}^2\), so we automatically obtain lower bounds for these classes.

Halfspaces and PTFs on the Boolean hypercube. Our constructions of the set \(S\) for halfspaces and PTFs on domain \(\mathbb{R}^n\) fail on the more restrictive domain \(\{0,1\}^n\), and indeed the deterministic reduction underlying Theorem 2.9 seems to fail as well, because it is hard or impossible to construct large sets \(S \subset \{0,1\}^n\) with high LVC\(_S\) (observe that \(\{0,1\}^n\) is far from being in general position). Therefore we use a randomized reduction that requires some results on the non-singularity of random matrices. In particular, we rely on a theorem of Abbe, Shpilka, & Wigderson [1] to construct a random set \(S \subseteq \{\pm 1\}^n\) on which the condition \(LVC = \Omega(VC)\) holds “with high probability”, i.e. a random set of size \(\Omega(VC)\) is shattered.

\(k\)-Clusterability. \(k\)-Clusterability is a property of distributions, not functions, so our main theorem does not apply; however, we can adapt the argument to this setting. In the case \(k = 1\), we use concentration results for random points on the \(n\)-sphere to show that a random set of \(n\) points (with \(\|x\| > 1\)) is 1-clusterable while a random set of \(2n\) points is far from 1-clusterable, which we can then use in a randomized reduction from support-size testing to \(1\)-clusterability. We extend these concentration results to \(k\) disjoint spheres to attain the randomized reduction to \(k\)-clusterability.

Uniform distributions and testing LP feasibility. In some cases it is desirable to show lower bounds for testing problems where the underlying distribution is promised to be uniform over some unknown subset of the domain. An example is the recent model of Epstein & Silwal [21] for LP-type testing. In some cases, by replacing the support-size testing lower bounds of Wu & Yang [55] with the lower bounds for the distinct elements problem [43], we can reproduce the main theorem with a slightly weaker bound, but with the guarantee that the distributions are uniform (over an unknown support).

Upper Bounds. There are three upper bounds in the full version of this paper [10]: for symmetric classes of functions (which establishes the optimality of Theorem 1.1), for juntas, and for monotone functions. The result for symmetric classes follows from a result of Goldreich & Ron [28]. For juntas and monotonicity, see the full version of the paper.
2 GENERAL LOWER BOUND

We prove our main result, Theorem 1.1, in this section. Before we begin, we discuss some examples that illuminate why the conditions in the theorem are important, i.e. the choice of a subset $S \subseteq X$ with large $\text{LVC}_S(H)$ and the condition $|S| \geq 5 \cdot \text{VC}_S(H)$. Unlike a learning algorithm, a property tester can halt and reject as soon as it sees proof that the unknown function $f : X \to \{0, 1\}$ does not belong to the class. Therefore, we aim to find subsets $S \subseteq X$ where small “certificates” of non-membership cannot exist. This motivates the definition of $\text{LVC}_S(H)$: any subset $T \subseteq S$ of size $|T| \leq \text{LVC}_S(H)$ cannot contain any certificates of non-membership, for any function $f \not\in H$. So we want to find sets where $\text{LVC}_S(H)$ is as large as possible relative to $\text{VC}(H)$. On the other hand, if $\text{LVC}_S(H) = \text{VC}(H)$ but $|S| = \text{VC}(H)$, then the class $H$ restricted to $S$ is trivial: it contains all possible functions on $S$, so testing is still easy. $|S|$ must be large enough so that most functions are far from $H$, and this will be guaranteed in general when $|S| > 5 \cdot \text{VC}_S(H)$ (the constant $S$ is somewhat arbitrary). The following examples illustrate these phenomena. In the first example, $\text{LVC}_S(H)$ is constant, but a careful choice of large $S$ allows $\text{LVC}_S(H) = \text{VC}(H)$, and we will obtain lower bounds for this class:

**Example 2.1.** Let $L_n$ be the set of halfspaces $\mathbb{R}^n \to \{\pm 1\}$. As is well-known, $\text{VC}_{\mathbb{R}^n}(L_n) = n + 1$. But $\text{LVC}_{\mathbb{R}^n}(L_n) = 2$, since any 3 colinear points cannot be shattered. On the other hand, if $S \subseteq \mathbb{R}^n$ is a set of points in general position and $|S| > n + 1$, then $\text{LVC}_{\mathbb{R}^n}(L_n) = \text{VC}_{\mathbb{R}^n}(L_n) = n + 1$.

In the second example, the conditions of our theorem fail: finding a good set $S$ is impossible, and indeed there is an efficient distribution-free sample-based tester (see the full version [10]).

**Example 2.2.** Let $M$ be the set of monotone functions $P \to \{0, 1\}$ where $P$ is any partial order $(f : P \to \{0, 1\})$ is monotone if $f(x) \leq f(y)$ whenever $x < y$. Recall that an antichain is a set of points $x \in P$ that are incomparable. Observe that a set $T$ is shattered by $M$ if and only if it is an antichain: a monotone function can take arbitrary values on an antichain, whereas if $x, y \in T$ are comparable, say $x < y$, then $f(x) \leq f(y)$ so $T$ cannot be shattered. Therefore $\text{LVC}_S(M) = \text{VC}_S(M) = |S|$ if $S$ is an antichain, and if $S$ is not an antichain then $\text{LVC}_S(M) = 2$ while $\text{VC}_S(M)$ is the size of the largest antichain in $S$.

We now turn to the proof of Theorem 1.1. The proof uses two main ingredients: lower bounds on the support size estimation problem, and the Sauer–Shelah–Perles theorem.

### 2.1 Ingredient 1: Support Size Distinction

A fundamental problem in the field of distribution testing is support size estimation: Given sample access to an unknown finitely-supported distribution $D$ where each element occurs with probability at least $1/m$ (for some $m$), estimate the size of the support up to an additive $\epsilon m$ error. Valiant & Valiant [50, 51] showed that for constant $\epsilon$, the number of samples required for this problem is $\Theta \left( \frac{m}{\epsilon^2 \log m} \right)$. We will adapt this lower bound (in fact an improved version of Wu & Yang [55]) to give lower bounds on distribution-free property testing.

**Definition 2.3 (Support-Size Distinction Problem).** For any $n \in \mathbb{N}$ and $0 < \alpha < \beta \leq 1$, define $\text{SSD}(n, \alpha, \beta)$ as the minimum number $m \in \mathbb{N}$ such that there exists an algorithm that for any input distribution $p$ over $[n]$, takes $m$ samples from $p$ and distinguishes with probability at least $2/3$ between the cases:

1. $|\text{supp}(p)| \leq \alpha n$ and $\forall i \in \text{supp}(p)$, $p_i \geq 1/n$; and,
2. $|\text{supp}(p)| \geq \beta n$ and $\forall i \in \text{supp}(p)$, $p_i \geq 1/n$.

Valiant & Valiant [50] and Wu & Yang [55] each prove lower bounds on support-size estimation and they do so essentially by proving lower bounds on support-size distinction. We note that the bound of [50] holds for $\text{SSD}(n, \alpha, \beta)$ when $1/2 < \alpha < \beta < 1$, but this gap of at most $1/2$ is not sufficient for our purposes, so we use the improved version of [55]. However, their lower bound on SSD is not stated explicitly, and therefore we state and prove the following bound explicitly in the full version [10].

**Theorem 2.4 ([55]).** There exists a constant $C$ such that, for any $\delta \geq C \frac{\log n}{n^{1/4}}$ and $\delta < \alpha < \beta < 1 - \delta$,

$$\text{SSD}(n, \alpha, \beta) \geq \Omega \left( \frac{n}{\log n} \frac{\log^2 \frac{1}{1-\delta}}{1-\delta} \right).$$

### 2.2 Ingredient 2: Sauer–Shelah–Perles Lemma

We will need the Sauer–Shelah–Perles lemma (see e.g. [46]), for which we recall the following definitions:

**Definition 2.5.** Let $H$ be a set of functions $X \to \{0, 1\}$ and let $S \subseteq X$. We will define the shattering number as

$$\text{sh}(H, S) := |\{T \subseteq S \mid T \text{ is shattered by } H\}|.$$

We define the growth function as

$$\Phi(H, S) := |\{\ell : S \to \{0, 1\} \mid \exists h \in H \forall x \in S, \ell(x) = h(x)\}|.$$

We state a version of the Sauer–Shelah–Perles lemma that follows from the so-called Sandwich Theorem, rediscovered by numerous authors (see e.g. [39]):

**Lemma 2.6 (Sauer–Shelah–Perles).** Let $H$ be a class of functions $X \to \{0, 1\}$ and let $S \subseteq X$ with $\text{VC}_S(H) = d$. Then $\Phi(H, S) \leq \text{sh}(H, S) \leq \sum_{i=0}^d \binom{|S|}{i}$.

This lemma gives us a bound on the probability that a random function over a large set is far from the hypothesis class $H$.

**Lemma 2.7.** There is a constant $K > 1$ (in particular, $K = 3.04$ suffices) and constants $L > 0, e_0 > 0$ (depending on $K$) such that, if $H$ is a class of functions $X \to \{0, 1\}$ with $\text{VC}_S(H) = d$ and $T \subseteq X$ has size $|T| \geq Kd$, then a uniformly random labelling $\ell : T \to \{0, 1\}$ satisfies, with probability at least $1 - e^{-Ld}$, $\forall h \in H : \mathbb{P}_{x \sim T} [h(x) \neq \ell(x)] > e_0$.

**Proof.** For any $T \subseteq X$ of size $|T| = m$, and each $h \in H$, the number of functions $\ell : T \to \{0, 1\}$ that differ from $h$ on at most $em$ points of $T$ is at most $\sum_{i=0}^{em} \binom{m}{i}$. Therefore, by the Sauer–Shelah–Perles lemma, the number of labellings $\ell : T \to \{0, 1\}$ that differs on at most $em$ points from the closest $h \in H$ is at most

$$\left( \frac{d}{e} \right)^d \cdot \left( \frac{e^m}{e} \right)^m = \left( \frac{e}{d} \right)^d \cdot \left( \frac{e}{e} \right)^m.$$
The probability that a uniformly random \( f : T \to \{0, 1\} \) satisfies this condition is therefore at most
\[
\left( \frac{e m}{d} \right)^d \cdot \left( \frac{e}{e} \right)^{e m} \geq 2^d (\log (K e) + K e \log (e/e) - K) \\
= e^{d (\ln (K e) + K e \ln (e/e) - K \ln (2))},
\]
For any \( K > 1 \) satisfying \( K \ln (2) > 1 + \ln (K) \), there is \( L > 0, c_0 > 0 \) such that the exponent \( d (\ln (K e) + K e \ln (e/e) - K \ln (2)) < -L d \) for all \( e < c_0 \).
\[ \square \]

2.3 Main Reduction

We now present the main reduction for the proof of Theorem 1.1. This reduction is inspired by a proof in the recent work of Epstein & Silwaw [21]. The reduction can be described intuitively as follows. Suppose there is a class \( \mathcal{H} \) of functions \( X \to \{0, 1\} \) and a set \( S \subseteq X \) that are two thresholds \( t_1 < t_2 \) where:

1. Any set \( T \subseteq S \) of size \( |T| \leq t_1 \) is shattered by \( \mathcal{H} \); and,
2. A random function on any subset \( T \subseteq S \) of size \( |T| \geq t_2 \) is far from \( \mathcal{H} \) with high probability.

Then a distribution-free tester must accept any function (with high probability) when the distribution has support size at most \( t_1 \), and reject a random function (with high probability) when the distribution has support size at least \( t_2 \). This is made formal in our main lemma:

**Lemma 2.8.** Let \( \mathcal{H} \) be a set of functions \( X \to \{0, 1\} \). Suppose \( S \subseteq X \) has size \( |S| = n \) and \( 0 < \alpha \leq \beta \leq 1 \) satisfy the following conditions:

1. For all \( T \subseteq S \) such that \( |T| \leq \alpha n \), \( T \) is shattered by \( \mathcal{H} \); and,
2. For all \( T \subseteq S \) such that \( |T| \geq \beta n \), a uniformly random labelling \( f : T \to \{0, 1\} \) satisfies with probability at least 9/10 the condition

\[ \forall h \in \mathcal{H} : \mathbb{P}_{x \sim T} |f(x) \neq h(x)| \geq \epsilon / \beta. \]

Then \( m_{\epsilon} (\mathcal{H}) = \Omega (\text{SSD}(n, \alpha, \beta)) \).

Proof. Let \( f : S \to \{0, 1\} \) be a uniformly random function, let \( \phi : [n] \to S \) be any bijection, and let \( D \) be any distribution over \([n]\) with \( D(x) \geq 1/n \) for all \( x \in \text{supp}(D) \). Write \( \phi D \) for the distribution over \( S \) of \( \phi(x) \) when \( x \sim D \). We make two claims.

First, if \( \phi D \) has support size at most \( \alpha n \) then dist\(\phi D(f, \mathcal{H}) = 0 \). Let \( T = \text{supp}(\phi D) \). Then since \( |T| \leq \alpha n \), by the first condition there exists \( h \in \mathcal{H} \) such that \( h(x) = f(x) \) on all \( x \in T \). So dist\(\phi D(f, h) = 0 \).

Second, if \( \phi D \) has support size at least \( \beta n \) then with probability at least 9/10 over the choice of \( f \), dist\(\phi D(f, \mathcal{H}) \geq \epsilon \). Let \( T = \text{supp}(\phi D) \) and for any \( h \in \mathcal{H} \) write \( \Delta(f, h) = \{ x \in T : f(x) \neq h(x) \} \). Since \( |T| \geq \beta n \) we have by assumption that, with probability at least 9/10 over the choice of \( f \), for uniform \( x \sim T \), \( \mathbb{P} [x \in \Delta (f, h)] \geq \epsilon / \beta \). Therefore \( |\Delta (f, h)| \geq \frac{\epsilon}{\beta} |T| \geq \epsilon n \). Since \( \phi D(x) \geq D(x) \geq 1/n \) for every \( x \in T \), this means that for every \( h \in \mathcal{H} \), \( \mathbb{P} [f(x) \neq h(x)] \geq \frac{\epsilon}{\beta} |\Delta (f, h)| \geq \epsilon / \beta \).

Now we prove the lower bound on distribution-free sample testing. Assume there is a distribution-free tester \( A \) that uses \( m \) samples. The algorithm for support-size distinction is as follows. Given input distribution \( D \) over \([n]\), choose a uniformly random \( f : S \to \{0, 1\} \), draw \( m \) samples \( Q = (x_1, \ldots, x_m) \) from \( \phi D \) and let \( Q_f = (f(x_1), \ldots, f(x_m)) \); run \( A \) on the samples \( Q_f \) and accept \( D \) iff \( A \) outputs 1.

First suppose that \( D \) has support size at most \( \alpha n \). There exists a function \( h \in \mathcal{H} \) with \( \text{dist}_D(f, h) = 0 \), so \( f(x) = h(x) \) for all \( x \in \text{supp}(\phi D) \). Therefore the samples \( Q_f \) and \( Q_h \) have the same distribution, and the algorithm must output 1 on \( Q_h \) with probability at least 5/6, so it must output 1 on \( Q_f \), and therefore accept \( D \), with probability at least 5/6.

Next suppose that \( D \) has support size at least \( \beta n \). Then the uniformly random function \( f : S \to \{0, 1\} \) is \( \epsilon \)-far from \( \mathcal{H} \) with respect to \( \phi D \) with probability at least 9/10. Assuming this occurs, algorithm \( A \) must output 0 with probability at least 5/6, so \( D \) is rejected with probability at least 2/3. We conclude
\[ m_{\epsilon} (\mathcal{H}) = \Omega (\text{SSD}(n, \alpha, \beta)). \square \]

2.4 Proof of the Main Lower Bound

Combining Theorem 2.4 with Lemma 2.7, we obtain the most general form of our main theorem:

**Theorem 2.9.** Let \( \mathcal{H} \) be a class of functions \( X \to \{0, 1\} \) and suppose there is a set \( S \subseteq X \) and a value \( \delta \in (0, 1/2) \) such that, for \( n = |S| \), the following hold:

1. \( K \cdot \text{VC}_S(\mathcal{H}) \leq (1 - \delta) n \), where \( K \) is the constant from Lemma 2.7, and,
2. \( \text{LVC}_S(\mathcal{H}) \geq \delta n \); and,
3. \( \delta \geq C \sqrt{\log n} \) where \( C \) is the constant from Theorem 2.4.

Let \( d = \text{VC}_S(\mathcal{H}) \). Then for some constant \( \epsilon_0 > 0 \) and all \( 0 < \epsilon < \epsilon_0 \),
\[ m_{\epsilon} (\mathcal{H}) = \Omega \left( \frac{n}{\log n} \frac{\log^2 \frac{1}{1 - \delta}}{1 - \delta} \right). \]

Proof. Let \( \alpha = \frac{1}{n} \text{LVC}_S(\mathcal{H}), \beta = \frac{1}{n} K \cdot \text{VC}_S(\mathcal{H}) \), so that \( \alpha \geq \delta \) and \( \beta \leq 1 - \delta \). Then from Theorem 2.4,
\[ \text{SSD}(n, \alpha, \beta) = \Omega \left( \frac{n}{\log n} \frac{\log^2 \frac{1}{1 - \delta}}{1 - \delta} \right). \]

By definition of LVC, any set \( T \subseteq S \) with \( |T| \leq \alpha n \) satisfies condition 1 of Lemma 2.8, and by Lemma 2.7, any set \( T \subseteq S \) such that \( |T| \geq \beta n = K \cdot \text{VC}_S(\mathcal{H}) \) satisfies condition 2 for sufficiently small (constant) \( \epsilon > 0 \), so by Lemma 2.8,
\[ m_{\epsilon} (\mathcal{H}) = \Omega (\text{SSD}(n, \alpha, \beta)) = \Omega \left( \frac{n}{\log n} \frac{\log^2 \frac{1}{1 - \delta}}{1 - \delta} \right). \]

Finally, since \( \frac{1}{1 - \delta} \geq 1 + n = \Omega (d/(1 - \delta)) = \Omega (d) \), we have a lower bound of \( \Omega \left( \frac{d}{\log d} \frac{\log^2 \frac{1}{1 - \delta}}{1 - \delta} \right) \).

The following simplified bound proves Theorem 1.1 from the introduction and will also be used in most of our applications.

**Corollary 2.10.** There is a constant \( L > 0 \) such that the following holds. Let \( S \subseteq X \) satisfy \( n = |S| \geq 5 \cdot \text{VC}_S(\mathcal{H}) \). If \( \text{LVC}_S(\mathcal{H}) > L \cdot \text{VC}_S(\mathcal{H})^{3/4} \log \text{VC}_S(\mathcal{H}) \), then
\[ m_{\epsilon} (\mathcal{H}) = \Omega \left( \frac{\text{LVC}_S(\mathcal{H})^2}{\text{VC}_S(\mathcal{H}) \log \text{VC}_S(\mathcal{H})} \right). \]
We also have \( s_k \) with an arbitrarily small ball.

Theorem 2.9. Let \( S = \{s_1, \ldots, s_{2k}\} \) where \( s_1 < \cdots < s_{2k} \) be the points in \( S \), and suppose \( \ell(i) = 1 \) iff \( i \) is odd. Then any interval can contain at most 1 point of \( S \) labelled 1, unless it also contains a 0-point. Therefore \( S \) is not shattered. So a set \( S \) is shattered iff \( |S| \leq 2k \), implying the conclusion.

Proof. We may assume \( n = |S| = 5 \cdot 2k \) since by taking subsets of a set \( S \) of size larger than \( VC(S) \), we do not decrease the LVC dimension and do not increase the VC dimension; we can choose a subset that also does not decrease the VC dimension. We may set \( K = 4 \) in Theorem 2.9. Let \( \delta = \frac{\text{LVC}_S(H)}{2k \text{VC}_S(H)} \), so

\[
\delta n = \frac{\text{LVC}_S(H)}{2k \text{VC}_S(H)} \cdot 5 \text{VC}_S(H) \leq \text{VC}_S(H).
\]

We also have \((1 - \delta)n \geq \left(1 - \frac{1}{5}\right) 5 \cdot \text{VC}_S(H) \geq 4 \text{VC}_S(H) = K \cdot \text{VC}_S(H)\). Finally,

\[
\delta = \frac{\text{LVC}_S(H)}{8 \text{VC}_S(H)} \geq \frac{L \sqrt{\text{log} \text{VC}_S(H)}}{8 \text{VC}_S(H)^{1/4}} = \frac{5^{1/4} L \sqrt{\text{log}(n/5)}}{8n^{1/4}},
\]

so for large enough constant \( L > 0 \) this is at least \( C \sqrt{\frac{\log n}{n^{1/4}}} \) for the constant \( C \) in Theorem 2.4, so the conditions for Theorem 2.9 are satisfied, and we obtain a lower bound of

\[
\Omega\left(\frac{\text{VC}_S(H) \text{log} \text{VC}_S(H)}{\text{log} \text{VC}_S(H)} \log^2 \frac{1}{1 - \delta}\right).
\]

Finally, using the inequality \( \log^2 \frac{1}{1 - \delta} \geq \log^2 (e^\delta) = \Omega(\delta^2) \) we get the conclusion.

The proof of the second part of Theorem 1.1, which establishes the tightness of the lower bound, can be found in the full version of this paper [10].

### 3 Geometric Classes

In this section, we use Corollary 1.2 to prove lower bounds on the number of samples required to test unions of intervals, halfspaces, and intersections of halfspaces.

**Technical note:** For the domain \( \mathbb{R}^n \), the tester may assume that the distribution \( \mathcal{D} \) is defined on the same \( \sigma \)-algebra as the Lebesgue measure. The distributions arising from the above reduction are finitely supported but for the functions considered in this paper, one may replace finitely supported distributions with distributions that are absolutely continuous with respect to the Lebesgue measure without changing the results, by replacing each point in the support with an arbitrarily small ball.

#### 3.1 Unions of Intervals

A function \( f : \mathbb{R} \rightarrow \{0, 1\} \) is a *union of \( k \) intervals* if there are \( k \) intervals \( [a_i, b_i], \ldots, [a_k, b_k] \), where we allow \( a_i = -\infty \) and \( b_i = \infty \), such that \( f(x) = 1 \) iff \( x \) is contained in some interval \( [a_i, b_i] \). Let \( I_k \) denote the class of such functions.

The analysis of the LVC dimension of \( I_k \) is a straightforward variant of the standard analysis of the VC dimension of the class and serves as a good introduction to the high-level structure of the arguments that will be used in later proofs as well.

**Proposition 3.1.** \( \text{LVC}_R(I_k) = \text{VC}_R(I_k) = 2k \).

Proof. Let \( S \subset \mathbb{R} \) have size \( 2k \) and let \( \ell : S \rightarrow \{0, 1\} \) be arbitrary. Write \( S = \{s_1, \ldots, s_{2k}\} \) where \( s_1 < \cdots < s_{2k} \) and partition \( S \) into \( k \) consecutive pairs \((s_i, s_{i+1})\) for odd \( i \). Then for each pair \((s_i, s_{i+1})\) we can choose a single interval that contains exactly the points in \( s_i, s_{i+1} \) labelled 1 by \( \ell \). Therefore \( S \) is shattered by \( k \) intervals.

On the other hand, let \( S \subset \mathbb{R} \) have size \( |S| = 2k + 1 \), let \( s_1 < \cdots < s_{2k+1} \) be the points in \( S \), and suppose \( \ell(i) = 1 \) iff \( i \) is odd. Then any interval can contain at most 1 point of \( S \) labelled 1, unless it also contains a 0-point. Therefore \( S \) is not shattered. So a set \( S \) is shattered iff \(|S| \leq 2k \), implying the conclusion.

Applying Corollary 2.10, we obtain:

**Theorem 3.2.** For some constant \( \varepsilon > 0 \), \( m_k^{\text{test}}(I_k) = \Omega\left(\frac{k}{\log k}\right) \).

**3.2 Halfspaces**

A halfspace is a function \( f : \mathbb{R}^n \rightarrow \{\pm 1\} \) of the form \( f(x) = \text{sign}(w_0 + \sum_{i=1}^n w_i x_i) \) where each \( w_i \in \mathbb{R} \). In this subsection, write \( L_n \) for the class of halfspaces (or *Linear threshold functions*) with domain \( \mathbb{R}^n \).

The analysis of the LVC dimension follows immediately from the following well-known shattering properties of halfspaces. (See, e.g., [46].)

**Proposition 3.3.** Any set \( S \subset \mathbb{R}^n \) of size \( n + 1 \) in general position can be shattered by \( L_n \), and any set \( T \subset \mathbb{R}^n \) of linearly independent vectors can be shattered by \( L_n \). No set of size \( n + 2 \) is shattered by \( L_n \).

Applying Corollary 2.10, we obtain our lower bound for domain \( \mathbb{R}^n \):

**Theorem 3.4.** For some constant \( \varepsilon > 0 \), \( m_k^{\text{test}}(L_n) = \Omega\left(\frac{n}{\log n}\right) \).

Proof. This holds by Corollary 2.10, since we may choose any set \( S \subset \mathbb{R}^n \) of size \( |S| \geq 5(n + 1) \) in general position, which by the above proposition satisfies \( \text{LVC}_n(S) = \text{VC}_n(S) = n + 1 \).

#### 3.3 Intersections of Halfspaces

Let \( L_n^{\wedge k} \) denote the class of all Boolean-valued functions obtained by taking the intersections of \( k \) halfspaces over \( \mathbb{R}^n \). Formally, \( L_n^{\wedge k} \) is the set of functions

\[
f(x) = h_1(x) \land h_2(x) \land \cdots \land h_k(x)
\]

where each \( h_i \) is a halfspace. It was recently shown by Csikós, Mustafa, & Kupavskii [18] that the VC dimension of this class is

\[
\text{VC}(L_n^{\wedge k}) = \Theta(n k \log k).
\]

Csikós et al. remark that it was long assumed (incorrectly) that the VC dimension of the class was \( \Theta(nk) \), which is what one might intuitively expect. We exhibit an infinite set \( S \) on which \( \text{VC}_n(S^{\wedge k}) = \text{VC}_n(S^{\wedge k}) = \Theta(n k) \). We do so with an analysis of alternation functions and polynomial threshold functions.

For any \( n \), define the mapping \( \psi : \mathbb{R} \rightarrow \mathbb{R}^n \) as follows:

\[
\psi_n(x) = \begin{cases} (x, x^2, x^3, \ldots, x^n) & \text{if } n \text{ is even} \\ (0, x, x^2, \ldots, x^{n-1}) & \text{if } n \text{ is odd}. \end{cases}
\]

Let \( A_m \) be the set of function \( \mathbb{R} \rightarrow \{0, 1\} \) that alternate at most \( m \) times.

**Proposition 3.5.** The set \( P \) of functions \( \text{sign}(p(x)) \) on \( \mathbb{R} \) where \( p \) is a polynomial of degree at most \( d \) is equal to the set \( A_d \).


Proof. This follows from the fact that number of alternations of the function \( \text{sign}(p) \) is exactly the number of zeroes of \( p \), which is at most \( d \). On the other hand, any function alternating at most \( d \) times may be represented by \( \text{sign}(p) \) where \( p \) is a polynomial whose zeroes are exactly the points where the function alternates. \( \square \)

Proposition 3.6. For any even \( m \) and any \( k \), \( \mathcal{A}_{m}^{nk} = \mathcal{A}_{nk}^{m} \).

Proof. It is clear that the union of \( k \) \( m \)-alternating functions will alternate at most \( mk \) times, so \( \mathcal{A}_{m}^{nk} \subseteq \mathcal{A}_{nk}^{m} \). We must show that \( \mathcal{A}_{nk}^{m} \subseteq \mathcal{A}_{m}^{nk} \). We do so by induction on \( k \), where the base case \( k = 1 \) is trivial. For \( k > 1 \), let \( f \in \mathcal{A}_{nk}^{m} \) and let \( t_{1} < \cdots < t_{mk} \) be the alternations of \( f \) (i.e., \( f \) is constant on each interval \((t_{i}, t_{i+1})\) and \((-\infty, t_{1})\) and \((t_{mk}, \infty)\)). There are two cases: first suppose that the first alternation of \( f \in \mathcal{A}_{nk}^{m} \) alternates from 0 to 1; or, symmetrically, that the last alternation of \( f \) alternates from 1 to 0. Then the function \( g \) equal to \( f \) on \( x \leq t_{m} \) and 0 on \( x > t_{m} \) is the union of \( m/2 \) intervals, and \( g \in \mathcal{A}_{m}^{nk} \). Let \( f' \) be 0 on \( x \leq t_{m} \) and equal to \( f \) on \( x > t_{m} \), so that \( f \) is the union of \( f' \) and \( g \). By induction \( f' \) is the union of \( k-1 \) \( m \)-alternating functions, so \( f' \in \mathcal{A}_{m}^{nk} \). In the second case, the first and last alternations of \( f \) alternate from 1 to 0 and 0 to 1, respectively. Let \( g \) take value 1 on \((-\infty, t_{1}), [t_{mk}, \infty)\) as well as the first \( m/2 - 1 \) intervals

\[
[t_{2}, t_{3}], [t_{4}, t_{5}], \ldots, [t_{m-2}, t_{m-1}],
\]

and 0 otherwise. Then \( g \in \mathcal{A}_{m}^{nk} \) and the function \( f' = f - g \) is also \( \mathcal{A}_{m}^{nk} \). So by induction \( f' \in \mathcal{A}_{m}^{nk} \) and \( f \in \mathcal{A}_{m}^{nk} \). \( \square \)

Proposition 3.7. For any even \( m \), any \( k \), and any set \( S \subseteq \mathbb{R} \) with \( |S| > mk \), \( \text{VC}_{S}(\mathcal{A}_{m}^{nk}) = \text{LVC}_{S}(\mathcal{A}_{nk}^{m}) = mk \).

Proof. For a class \( \mathcal{H} \), write \( \mathcal{H}^{c} \) of the set of functions \( f = -g \) where \( g \in \mathcal{H} \) (i.e. the set of complements of functions in \( \mathcal{H} \)). Note that \( \mathcal{A}_{m}^{nk} = \mathcal{A}_{m}^{nk} \) since the complement preserves alternations. By De Morgan’s laws, \( \mathcal{H}_{m}^{c} \) and \( \mathcal{H}_{m}^{c} \) are also \( \mathcal{A}_{m}^{nk} \). Then \( \mathcal{A}_{m}^{nk} = (\mathcal{H}_{m}^{c})^{c} = \mathcal{A}_{m}^{nk} = \mathcal{A}_{m}^{nk} \). The conclusion follows since \( \text{VC}_{S}(\mathcal{A}_{m}^{nk}) = \text{LVC}_{S}(\mathcal{A}_{m}^{nk}) = mk \) by the same argument as for unions of intervals. \( \square \)

Lemma 3.8. For any \( k \geq 1 \) and \( S \subseteq \mathbb{R} \) with \( |S| > nk \), if \( n \) is even then \( \text{LVC}_{S}(\mathcal{L}_{n}^{nk}) = \text{VC}_{S}(\mathcal{L}_{n}^{nk}) = nk \) and if \( n \) is odd then \( \text{LVC}_{S}(\mathcal{L}_{n}^{nk}) = \text{VC}_{S}(\mathcal{L}_{n}^{nk}) = (n-1)k \).

Proof. First suppose that \( n \) is even and consider a halfspace \( h(y) = \text{sign}(t + \sum_{i=1}^{n} w_{i}y_{i}) \), where \( y_{i} = \psi_{n}(x) \) for some \( x \in S \). Then \( h(\psi_{n}(x)) = \text{sign}(t + \sum_{i=1}^{n} w_{i}x_{i}) \), which is the sign of a degree-\( n \) polynomial on \( x \). Therefore the set of halfspaces \( h \) on the set \( \mathcal{S}(S) \) is equivalent to the set of degree-\( n \) polynomials on \( S \), which by Proposition 3.5 is equal to the set of \( n \)-alternating functions, so by Proposition 3.7 we have \( \text{LVC}_{S}(\mathcal{S}_{n}^{nk}) = \text{VC}_{S}(\mathcal{S}_{n}^{nk}) = nk \). When \( n \) is odd, the same argument shows that \( \text{LVC}_{S}(\mathcal{S}_{n}^{nk}) = \text{VC}_{S}(\mathcal{S}_{n}^{nk}) = (n-1)k \). \( \square \)

Applying Corollary 2.10 with a sufficiently large set \( S \subseteq \mathbb{R} \), we obtain the theorem:

Theorem 3.9. For some constant \( \epsilon > 0 \) and any \( n, k \),

\[
m_{\epsilon}^{\text{test}}(\mathcal{L}_{n}^{nk}) = \Omega\left(\frac{n^{k}}{\log(nk)}\right).
\]

3.4 Decision Trees

For any parameters \( n \) and \( k \), let \( \mathcal{T}_{n,k} \) denote the set of functions \( f : [0,1]^{n} \rightarrow \{0,1\} \) which can be computed by decision trees with at most \( k \) nodes, where each node is of the form “\( x_{i} < t? \)” for some \( t \in \mathbb{R} \). We can bound the LVC dimension of decision trees using the same argument as for unions of intervals.

Proposition 3.10. Let \( S \subseteq \mathbb{R}^{n} \) be any subset of the line \( \{x \in \mathbb{R}^{n} : x_{2} = \cdots = x_{n} = 0\} \) with \( |S| > k \). Then \( \text{LVC}_{S}(\mathcal{T}_{n,k}) = \text{VC}_{S}(\mathcal{T}_{n,k}) = k+1 \).

Proof. Observe that on any sequence \( s_{1} < s_{2} < \cdots < s_{m} \) in \( S \), any function \( f \in \mathcal{T}_{n,k} \) can alternate at most \( k \) times, since there are at most \( k \) nodes in the decision tree labelled “\( x_{i} < t? \)” for some values \( t \). Therefore \( T \subseteq S \) is shattered iff \( |T| \leq k+1 \). \( \square \)

Combining this proposition with Corollary 2.10 completes the proof of the lower bound for testing decision trees:

Theorem 3.11. For some constant \( \epsilon > 0 \) and any \( k, n \),

\[
m_{\epsilon}^{\text{test}}(\mathcal{T}_{n,k}) = \Omega\left(\frac{k}{\log k}\right).
\]

4 CLASSES OF BOOLEAN FUNCTIONS

The techniques used in the last section do not carry over to classes of functions over the Boolean hypercube. This is because \( \{\pm 1\}^{n} \) is very far from being in general position—indeed, up to \( 2^{n-1} \) points can belong to an affine subspace of dimension \( n-1 \), by, for example, taking the subspace obtained by setting the first coordinate to 1. In this section, we will instead choose the set \( S \) uniformly at random from \( \{\pm 1\}^{n} \) and show that the properties we need for the reduction in Lemma 2.8 hold with high probability.

4.1 Halfspaces

We first introduce some notation and a theorem that will be used also for PTFs in the next subsection. For a vector \( a \in \{0,1\}^{n} \) and \( x \in \mathbb{R}^{n} \) we will write \( x^{a} = \prod_{i=1}^{n} x_{i}^{a(i)} \). Write \( |a| = \sum_{i} a(i) \). Let \( \psi_{k} : \mathbb{R}^{n} \rightarrow \mathbb{R}^{\binom{n}{k}} \) be defined as follows:

\[
\psi_{k}(x) = (x^{a})_{a \in \{0,1\}^{n},|a| \leq k}.
\]

We will use the following theorem of Abbe, Shpilka, & Wigderson [1]:

Theorem 4.1 ([1]). Let \( n, k, m \) be positive integers such that

\[
m < \left( n - \log \left( \frac{n}{k} \right) - 1 \right).
\]

Then for independent, uniformly random vectors \( x_{1}, \ldots, x_{m} \sim \{\pm 1\}^{n} \), the vectors \( \psi_{k}(x_{1}), \ldots, \psi_{k}(x_{m}) \in \{\pm 1\}^{\binom{n}{k}} \) are linearly independent with probability at least \( 1 - 2^{-t} \).

Let \( \mathcal{L}_{n}^{ck} \) denote the set of halfspaces (or linear threshold functions) over \( \{\pm 1\}^{n} \).
Theorem 4.2. For some constant $\epsilon > 0$ and all $n$, 

$$m_e^{\text{test}}(\mathcal{L}_n^+ \cup \mathcal{L}_n^-) = \Omega \left( \frac{n}{\log n} \right)^\epsilon.$$ 

Proof. Set $m = 5(n+1)$, $\alpha = 1/11$, $\beta = 4/5$. We will repeat the reduction from $\text{SSD}(m, \alpha, \beta)$ to testing $\mathcal{L}_n$ as in Lemma 2.8 and Theorem 2.9 with the fixed set $S$ replaced by a random set $S$ of size $m$ drawn from $\{-1,1\}^n$. First suppose that the input distribution $\mathcal{D}$ over $[m]$ has support size at most $am < n/2$. Then $T := \text{supp}(\phi \mathcal{D})$ is a uniformly random subset of $\{-1,1\}^n$ of size at most $n/2$, so since $|T| \leq n/2 < n - \log(1 + n)$ for any constant $C$, by Theorem 4.1 (with $k = 1$), the points in $T$ are linearly independent with probability at least $9/10$. In this case, $T$ is shattered by $\mathcal{L}_n^+ \cup \mathcal{L}_n^-$, so the remainder of the proof goes through as in Lemma 2.8. When $\mathcal{D}$ has support size at least $\beta m = 4(n+1)$, the proof goes through as in Lemma 2.8 and Corollary 2.10 with the constant $K = 4$, and we obtain the lower bound. \qed

4.2 Polynomial Threshold Functions

Let $\mathcal{P}_{n,k}$ denote the class of polynomial threshold functions with degree $k$ over $\{-1,1\}^n$. The above mapping $\psi_k : \{-1,1\}^n \to \{-1,1\}^d$ with $d = \binom{n}{k}$ establishes an equivalence between PTFs and halfspaces in a higher dimension:

Lemma 4.3. Write $d = \binom{n}{k}$. A set $S \subseteq \mathbb{R}^n$ is shattered by $\mathcal{P}_{n,k}$ if and only if $\psi_k(S)$ is shattered by $\mathcal{L}_d^\pm$. \qed

Proof. We shall index the coordinates of $\{-1\}^d$ with vectors $\alpha \in \{0,1\}^n$ satisfying $|\alpha| \leq k$. Let $\ell : S \to \{\pm 1\}$ be any labelling of $S$. Note that $\psi_k$ is a bijection (which can be seen just from the vectors $\alpha$ with $|\alpha| = 1$. If there is a degree-$k$ polynomial $p(x) = \sum_{\alpha \in \{0,1\}^n, |\alpha| \leq k} w_\alpha x^\alpha$ such that $\text{sign}(p(x)) = \ell(x)$ for every $x \in S$, then for every $x \in S$ we have 

$$\ell(x) = \text{sign}(p(x)) = \text{sign}(w_0 + \sum_{\alpha \in \{0,1\}^n, |\alpha| \leq k} w_\alpha x^\alpha) = \text{sign}(w_0 + \sum_{\alpha \in \{0,1\}^n, |\alpha| \leq k} w_\alpha \psi_k(x)_\alpha).$$

Observe that the function on the right is an LTF on $\mathcal{L}_d^\pm$, so there is an LTF consistent with the labelling $\ell \circ \psi_k^{-1}$ on $\psi_k(S)$. So, if $S$ is shattered by $\mathcal{P}_{n,k}$ then $\psi_k(S)$ is shattered by $\mathcal{L}_d^\pm$, because $\psi_k$ acts also as a bijection between labellings of $S$ and $\psi_k(S)$. On the other hand, the same equation shows that for any labelling $\ell : \psi_k(S) \to \{\pm 1\}$, if there is an LTF $f : \mathbb{R}^d$ such that $f(\psi_k(x)) = \ell(\psi_k(x))$ for each $x \in \psi_k(S)$ then there is a PTF $g : \mathbb{R}^n$ to $\{\pm 1\}$ such that $g(x) = f(\psi_k(x)) = \ell(\psi_k(x))$ for each $x \in S$. Therefore $S$ is shattered by $\mathcal{P}_{n,k}$ iff $\psi_k(S)$ is shattered by $\mathcal{L}_d^\pm$. \qed

Theorem 4.4. Write $\mathcal{P}_{n,k}$ for the set of degree-$k$ PTFs with domain $\{-1\}^n$. There exists some constants $C'$ and $\epsilon > 0$ such that for all $k < n/C'$, 

$$m_e^{\text{test}}(\mathcal{P}_{n,k}) = \Omega \left( \frac{n}{\log n} \right)^{\epsilon} \left( \frac{n}{4ek} \right)^2 \left( \frac{n}{\log n} \right)^{\epsilon} \left( \frac{(n/4ek)^2}{k \log (n/k)} \right) .$$

Proof. Let $d = \binom{n}{k}$ and set $m = 5d$. Let $\beta = 4/5$, $t = \log(10)$, and 

$$a := \frac{1}{5} \leq k \leq k \leq 2.$$ 

As was the case with halfspaces, we let $S$ be a uniformly random set of $m$ points drawn from $\{-1\}^n$, let $\phi : [m] \to S$ be a random mapping obtained by assigning a uniform and independently random $x \in S$ to each $i \in [m]$, and complete the reduction from $\text{SSD}(m, \alpha, \beta)$ to testing $\mathcal{P}_{n,k}$ as in Lemma 2.8 and Theorem 2.9, which we verify below.

We must first verify that $\alpha \geq c \sqrt{\frac{\log m}{m^{\alpha c}}}$, where $C$ is the constant in Theorem 2.4, for which it suffices to prove that $\alpha \geq \hat{C} \frac{\log d}{d^{1/4}}$ for a slightly larger $\hat{C} > C$, since $m = 5d$. For an appropriately large choice of constant $C'$, and sufficiently large $n > 2t$, 

$$\log \left( \frac{n}{k} \right) + t \leq \log \log \left( \frac{n}{C'} \right) + t \leq \log \left( \frac{en}{C'} \right)^{n/C'} + t$$ 

$$= \frac{n}{C'} \log(eC') + t \leq n/2,$$

so 

$$a \geq \frac{1}{5} \left( \frac{n}{k} \right)^{-1} \left( \frac{n}{2k} \right)^{k} \frac{1}{n} \frac{k}{n} = \left( \frac{1}{2e} \right)^{k}.$$ 

For any constant $\eta > 0$, we may assume $C' > (\hat{C}2\epsilon)^{1/4}$, so that, using $\frac{k}{n} \leq \frac{1}{\hat{C}2\epsilon}$, we get 

$$\hat{C} \frac{\log d}{d^{1/4}} \leq C \frac{1}{d^{1/4} - \eta} \leq \hat{C} \left( \frac{k}{n} \right)^{k(1/4 - \eta)} \leq \hat{C} \left( \frac{1}{(\hat{C}2\epsilon)^{1/4}} \right)^{k(1/4 - \eta)} \leq \frac{1}{(2\epsilon)^{1/4}} \leq \alpha.$$ 

Now we verify correctness. Suppose that the input distribution $\mathcal{D}$ over $[m]$ has support size at most $am$ and let $T := \text{supp}(\phi \mathcal{D})$. $T$ is a (multi)set of at most 

$$am = \binom{n}{k} \left( \frac{n}{k} \right)^{-1} \left( n - \log \left( \frac{n}{k} \right) - t \right) \leq n - \log \left( \frac{n}{k} \right) - t \leq k \leq k$$

uniformly random points from $\{-1\}^n$, so by Theorem 4.1 the probability that the points $\psi_k(T)$ are linearly independent is at least $9/10$. In that case, $\psi_k(T)$ is shattered by the halfspaces $\mathcal{H}_d^\pm$ over $\{-1\}^d$, so by Lemma 4.3, $T$ is shattered by $\mathcal{P}_{n,k}$. Therefore, as in Lemma 2.8, the tester for $\mathcal{P}_{n,k}$ will output 1 with probability at least $5/6$, so the distribution $\mathcal{D}$ is accepted with probability at least $2/3$.

Now suppose that the input distribution $\mathcal{D}$ over $[m]$ has support size at least $\beta m = 4d$, and let $T := \text{supp}(\phi \mathcal{D})$. Since $\phi$ is a random mapping (with replacement), we must first show that, with high probability, $|T| \geq Kd$ for the constant $K > 3.04$ in Lemma 2.7. Since $k \leq n/C'$ for a sufficiently large constant $C'$, we have $d = \binom{n}{k} \leq 4(eC')^{n/C'} \leq 4^n C^{n/C'} \leq 2^{cn} \leq 2^n$ for constant $c < 1/3$. Therefore the probability that a random point $x$ in $T$ is unique is at least $1 - \frac{4}{d} \geq 1 - 2^{c-1}n$. By the union bound, the probability that any point fails to be unique is at most $4d^2(1-c)n = 4\binom{n}{k}^2(1-c)n \leq 2^{2-c-1}n \times 2^{-n/3}$. When this occurs, the support of $\phi \mathcal{D}$ has size at least $4d$ so, as in Theorem 2.9, we may apply Lemma 2.7 to conclude that a random labelling $f : \{-1\}^n \to \{-1\}$ satisfies $\text{dist}_\mathcal{D}(f, \mathcal{P}_{n,k}) \geq \epsilon$ with probability
at least 9/10, for some small enough constant $\epsilon > 0$. Then the tester for $P_{n,k}$ will output 0 with probability at least 5/6, so the distribution $D$ is rejected with probability at least 2/3.

We obtain a lower bound of $\Omega \left( \frac{d \log d}{\log^2 \frac{1}{1-\alpha}} \right)$, since $1 - \beta \geq \alpha$. Using the inequality $\log^2 \frac{1}{1-\alpha} \geq \log^2 \frac{1}{e^\alpha} = \log^2 (e^\alpha) = \Omega(x^2)$, we get

$$\frac{d \log d}{\log^2 \frac{1}{1-\alpha}} = \Omega \left( \frac{d \log d}{\log^2 d} \right).$$

To obtain the simplified bound, use $n - \log d - t \leq n/2$ from above, and $(n/2k) \geq (n/2k)^k$ to get

$$\Omega \left( \frac{(n/2k)^k}{d \log d} \right) = \Omega \left( \frac{(n/4k)^k}{k \log(n/k)} \right).$$

\Box

### 4.3 Decision Trees

Let $B_{n,k}$ be the set of functions $f : \{0,1\}^n \rightarrow \{0,1\}$ defined by decision trees with $k$ nodes of the form $x_i = i?$. When $k \gg \log n$, fairly tight bounds on the VC dimension of $B_{n,k}$ are known, due to Mansour [37]:

**Lemma 4.5 ([37]).** VC($B_{n,k}$) is between $\Omega(k)$ and $O(k \log n)$.

A lower bound on the LVC dimension of $B_{n,k}$ is also easily established.

**Proposition 4.6.** Every subset $T \subseteq \{0,1\}^n$ of size at most $k$ is shattered by $B_{n,k}$.

**Proof.** We prove by induction on $k$ that any set $T \subseteq S$ of size $k$ is shattered by a decision tree with at most $k$ leaves. Clearly when $k = 1$, for any subset $T \subseteq S$ of size $|T| = 1$, decision trees with 0 nodes and 1 leaf shatter $T$. For $k > 1$, there exists a coordinate $i \in [n]$ such that $T_0 := \{ x \in T : x_i = 0 \} \neq \emptyset$ and $T_1 := \{ x \in T : x_i = 1 \} \neq \emptyset$. Now $T_0$ is a subset of size $k - |T_1| < k$ by induction it is shattered by subtrees with at most $|T_1| - 1$ leaves, while $T_1$ is shattered by subtrees with at most $|T_1|$ leaves. Therefore $T$ is shattered by a tree with at most $k$ leaves. Since the number of nodes is at most the number of leaves, $T$ is shattered by $B_{n,k}$.

We are now ready to bound the sample and tolerant-query complexities for testing decision trees.

**Theorem 4.7.** For any $k, n \geq \log k + \log \log k + \Omega(1)$, and sufficiently small constant $\epsilon > 0$,

$$m_{\text{test}}(B_{n,k}) = \Omega \left( \frac{k}{\log k \cdot \log \log k} \right).$$

**Proof.** Let $S \subseteq \{0,1\}^n$ be a subcube with dimension $m = \log(6C) + \log k + \log \log k$ and let $d = \text{VC}_S(B_{n,k})$. Then by Lemma 4.5, for some constant $C$ and sufficiently large $k$,

$$d \leq Ck \log(m) = Ck \log(6Ck \log k) \leq Ck \log(k^2) = Ck(\log k + 1),$$

so that

$$(1 - \delta)|S| = (1 - \delta)^2 m = 6Ck \log k - k$$

$$= 5Ck \log k + Ck(\log k + 1/C)$$

$$\geq 5Ck(\log k + 1) \geq 5d.$$

By Proposition 4.6, $\text{LVC}_S(B_{n,k}) \geq k$, so for $\delta = \frac{1}{4e \log \log k}$,

$$\text{LVC}_S(B_{n,k}) \geq k = \delta 6Ck \log k = \delta |S|,$$

therefore the conditions for Theorem 2.9 are satisfied. We obtain a lower bound of

$$\Omega \left( \frac{k \log k}{(\log \log k)^2} \right).$$

Using the inequality $\log^2 \frac{1}{1-\alpha} \geq \log^2 \frac{1}{e^\alpha} = \Omega(1/x^2)$, we get the lower bound of

$$\Omega \left( \frac{k \log k}{(\log \log k) \cdot \log \log k} \right).$$

\Box

### 5 MAXIMUM CLASSES AND ANALYTIC DUDLEY CLASSES

A number of sample complexity lower bounds for testing natural classes of functions can be obtained by considering maximum and analytic Dudley classes, as we describe in this section.

#### 5.1 LVC and the Sauer–Shelah–Perles Lemma

Recall the Sauer–Shelah–Perles lemma and the associated definitions:

Let $\mathcal{H}$ be a set of functions $X \rightarrow \{0,1\}$ and let $S \subseteq X$. The shattering number is

$$\text{sh}(\mathcal{H}, S) := |\{ T \subseteq S \mid T \text{ is shattered by } \mathcal{H} \}|,$$

and the growth function is

$$\Phi(\mathcal{H}, S) := |\{ f : S \rightarrow \{0,1\} \mid \exists h \in \mathcal{H} \forall x \in S, f(x) = h(x) \}|.$$

**Sauer–Shelah–Perles lemma.** Let $\mathcal{H}$ be a class of functions $X \rightarrow \{0,1\}$ and let $S \subseteq X$ with $\text{VC}_S(\mathcal{H}) = d$. Then $\Phi(\mathcal{H}, S) \leq \text{sh}(\mathcal{H}, S) \leq \sum_{i=0}^{d} \binom{|S|}{i}$.

Much research has studied the classes where this inequality is tight in various ways: A class is called maximum on $S$ ([5, 16, 24, 25, 32, 35, 40]) if the sequence of inequalities is tight, i.e. $\mathcal{H}$ is maximum on $S$ if

$$\Phi(\mathcal{H}, S) = \text{sh}(\mathcal{H}, S) = \sum_{i=0}^{d} \binom{|S|}{i}.$$  

A class is called shatter-extremal on $S$ (see e.g. [16, 39, 40]) if the first inequality is tight, i.e.

$$\Phi(\mathcal{H}, S) = \text{sh}(\mathcal{H}, S).$$

We are not aware of any studies of the case where the second inequality $\text{sh}(\mathcal{H}, S) \leq \sum_{i=0}^{d} \binom{|S|}{i}$ is tight; our requirement $\text{LVC}_S(\mathcal{H}) = \text{VC}_S(\mathcal{H})$ fills in the gap:

**Proposition 5.1.** A set $\mathcal{H}$ of functions $X \rightarrow \{0,1\}$ satisfies $\text{LVC}_S(\mathcal{H}) = \text{VC}_S(\mathcal{H})$ on a set $S \subseteq X$ if and only if $\text{sh}(\mathcal{H}, S) = \sum_{i=0}^{d} \binom{|S|}{i}$, for $d = \text{VC}_S(\mathcal{H})$.  
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Proof. This follows from the fact that \( \Sigma_{i=0}^d (\frac{|S|}{i}) \) is exactly the number of sets of size at most \( d \); if the equality holds, all such sets are shattered, so \( LVC_S(H) = d \). On the other hand if \( LVC_S(H) = d \) then all sets of size at most \( d \) are shattered, so the equality holds. \( \square \)

We can therefore conclude:

**Proposition 5.2.** A set \( H \) of functions \( X \rightarrow \{0, 1\} \) is maximum on \( S \subseteq X \) if and only if the dimension of the vector space remains the same with vector space \( F \).

Then we easily obtain lower bounds for maximum classes using Corollary 2.10.

**Theorem 5.3.** Let \( H \) be a set of functions \( X \rightarrow \{0, 1\} \). Suppose there is \( S \subseteq X \) such that \( H \) is maximum on \( S \) and \( d := LVC_S(H) \) satisfies \( |S| \geq 5d \). Then for sufficiently small constant \( c > 0 \),

\[
m^*_{\text{ext}}(H) = \Omega \left( \frac{d}{\log d} \right).
\]

Examples of maximum classes include the set of functions \( f : [n] \rightarrow \{0, 1\} \) with at most \( n/5 \) \( 1 \)-valued points [40] (studied in detail in the full version)\([10] \), unions of \( k \) intervals [23], and positive halfspaces (halfspaces with normal vectors \( w \in \mathbb{R}^n \) satisfying \( x_1 \geq 0 \) [24]). Another standard example is the set of sign vectors arising from an arrangement of hyperplanes:

**Example 5.4 ([25]).** Let \( H \) be a set of \( n > d \) hyperplanes in \( \mathbb{R}^d \) and write \( H = \{ h_1, \ldots, h_n \} \) where each \( h_j : \mathbb{R}^d \rightarrow \{ \pm 1 \} \) is of the form \( h_j(x) = \pm (t + \sum_{j=1}^n w_j x_j) \) for some \( t, w_j \in \mathbb{R} \). Assume that the hyperplanes are in general position. Let \( H \) be the set of functions \( f_x : [n] \rightarrow \{ \pm 1 \} \) obtained by choosing \( x \in \mathbb{R}^d \) obtained by setting \( f_x(i) = h_i(x) \). Then \( VC_{\{n\}}(H) = d \) and \( H \) is maximum on \( \{n\} \), as proved by Gartner & Welzl [25]. Therefore, for any such set \( H \) where \( n \geq 5d \) we obtain via Theorem 5.3 that \( m^*_{\text{ext}}(H) = \Omega (d/\log d) \).

### 5.2 Analytic Dudley Classes

Some examples of maximum classes and classes with \( LVC_S(H) = VC_S(H) \) that are arguably more pertinent to property testing can be obtained from a family of classes called Dudley classes [7].

**Definition 5.5 (Dudley Class).** A class \( H \) of functions \( X \rightarrow \{\pm 1\} \) is a Dudley class if there exists a set \( \mathcal{F} \) of functions \( X \rightarrow \mathbb{R} \) and a function \( h : X \rightarrow \mathbb{R} \) such that:

- \( \mathcal{F} \) is a vector space, i.e. \( \forall f, g \in \mathcal{F}, \lambda \in \mathbb{R}, f + g \in \mathcal{F} \) and \( \lambda f \in \mathcal{F} \);
- \( \forall g \in \mathcal{H} \) can be written as \( g(x) = \text{sign}(f(x) + h(x)) \).

We will refer to \( \mathcal{F} \) as the vector space of \( \mathcal{H} \) and \( h \) as the threshold of \( \mathcal{H} \).

The VC dimension of Dudley classes is equal to the dimension of the vector space \( \mathcal{F} \):

**Theorem 5.6 ([54] Theorem 3.1).** Let \( \mathcal{H} \) be any Dudley class with vector space \( \mathcal{F} \). Then \( VC(\mathcal{H}) = \dim(\mathcal{F}) \).

This theorem implies that \( LVC_S(H) = VC_S(H) \) on a set \( S \subseteq X \) if and only if the dimension of the vector space remains the same when restricted to any subset of \( S \):

**Corollary 5.7.** Let \( \mathcal{H} \) be a Dudley class of functions \( X \rightarrow \{\pm 1\} \) with vector space \( \mathcal{F} \) of functions \( X \rightarrow \mathbb{R} \) and threshold \( h \). Then for any set \( S \subseteq X \), \( VC_S(\mathcal{H}) = LVC_S(\mathcal{H}) \) if and only if the vector space \( \mathcal{F} \) restricted to any \( T \subseteq S \) of size \( |T| = d = VC_S(\mathcal{H}) \) has dimension \( d \).

Proof. This follows from the above theorem, since for any \( T \subseteq S \) of size \( |T| = d \) on which \( \mathcal{F} \) has dimension \( d \), \( VC_T(\mathcal{H}) = d \), so \( T \) is shattered. \( \square \)

A useful condition on Dudley classes that guarantees the above condition was described by Johnson [32]. Recall that a function \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is analytic if it is infinitely differentiable and for every \( x \) in the domain, there is an open set \( U \ni x \) such that \( f \) is equal to its Taylor series expansion on \( U \). We will call a Dudley class analytic if its threshold \( h \) and each \( f \) in the basis of \( \mathcal{F} \) is analytic.

**Theorem 5.8 ([32]).** Let \( \mathcal{H} \) be an analytic Dudley class on domain \( [0, 1]^n \) with \( VC(H) = d \). Then for any \( N > n \) there exists a set \( S \subseteq [0, 1]^n \) of size \( |S| = N \) such that \( H \) is maximum on \( S \) with \( VC_S(H) = d \).

Then by taking \( N \geq 5d \) in the above theorem and applying Theorem 5.3, we obtain:

**Corollary 5.9.** Let \( \mathcal{H} \) be any analytic Dudley class and suppose \( VC(H) = d \). Then for some constant \( c > 0 \),

\[
m^*_{\text{ext}}(H) = \Omega \left( \frac{d}{\log d} \right).
\]

Examples of analytic Dudley classes include halfspaces (for which we have already proved the lower bound) and PTFs. Other examples due to [32] are balls in \( \mathbb{R}^n \) and trigonometric polynomial threshold functions in \( \mathbb{R}^d \):

**Theorem 5.10.** For some constant \( c > 0 \), the following classes \( \mathcal{H} \) satisfy the following bounds:

1. Degree-\( k \) PTFs on domain \( \mathbb{R}^n \) satisfy

\[
m^*_{\text{ext}}(\mathcal{H}) = \Omega \left( \frac{n^{k+1}}{\log n} \right).
\]

2. Balls in \( \mathbb{R}^n \), i.e. functions \( f : \mathbb{R}^n \rightarrow \{ \pm 1 \} \) of the form \( f(x) = \text{sign}(t - \|x - z\|_2) \), satisfy \( m^*_{\text{ext}}(\mathcal{H}) = \Omega \left( \frac{n}{\log n} \right) \).

3. Signs of trigonometric polynomials, i.e. functions \( \mathbb{R}^2 \rightarrow \{ \pm 1 \} \) of the form:

\[
f(x, y) = \text{sign} \left( t + \sum_{k=1}^d a_k \cos(kx) + \sum_{k=1}^d b_k \sin(kx) - y \right),
\]

satisfy \( m^*_{\text{ext}}(\mathcal{H}) = \Omega \left( \frac{d}{\log d} \right) \).

### 6 OTHER MODELS OF TESTING

In this section, we mention two additional results that we obtain using the same framework as the results above: lower bounds for testing clustterability and for testing feasibility of LP-type problems. We will prove the first result, and leave the proof of the second result for the full version of this paper [10].
6.1 Testing Clusterability

For a point $x \in \mathbb{R}^n$ and radius $r > 0$, define $B_r(x) = \{ y \in \mathbb{R}^n : \|x - y\|_2 \leq r \}$. Alon, Dar, Parnas, & Ron [2] introduced the problem of testing clusterability with radius cost:

Definition 6.1 (Radius Clustering). Say that a probability distribution $D$ over $\mathbb{R}^n$ is $k$-clusterable if there exist $k$ centers $c_1, \ldots, c_k \in \mathbb{R}^n$ such that $\text{supp}(D) \subseteq \bigcup_{i=1}^k B_1(c_i)$. An $\epsilon$-tester for $k$-clusterability is a randomized algorithm $A$ that is given sample access to $D$ and must satisfy the following:

(1) If $D$ is $k$-clusterable then $\Pr[A(D) = 1] \geq 2/3$; and,
(2) If $D$ is $\epsilon$-far from being $k$-clusterable in total variation distance, then $\Pr[A(D) = 0] \geq 2/3$.

Alon et al. [2] prove an upper bound of $O\left(\frac{n \log(kn)}{\epsilon} \log \frac{1}{\epsilon}\right)$ samples for one-sided testing of $k$-clusterability when the distribution is uniform over an unknown set of points. Their proof is by VC dimension arguments. The following theorem updates the upper bound of [2] using modern VC dimension results (see the full version of this paper [10], and also [29]).

Theorem 6.2 (Improved Version of [2]). There is a one-sided, distribution-free $\epsilon$-tester for $k$-clusterability in $\mathbb{R}^n$ with sample complexity $O\left(\frac{n \log k \log \frac{1}{\epsilon}}{\epsilon} \right)$.

In this section, we prove a nearly-optimal $\Omega(nk/\log(nk))$ lower bound on distribution-free testers for $k$-clusterability with two-sided error.

Let $S^r_\eta = \{ x \in \mathbb{R}^n : \|x\|_2 = r \}$ be the points on the hypersphere of radius $r$.

Proposition 6.3. For every $\delta > 0$ there is $\eta > 0$ such that a uniformly random set of $n$ points $P$ drawn from $S^r_{\eta,10}$ is contained within some ball $B_{2r}(x)$ with probability at least $1 - \delta$.

Proof. Unless all $n$ points in $P$ lie on a hyperplane through the origin (which occurs with probability 0), there is a hyperplane through the origin such that all points in $P$ lie on one side. Consider the distribution of $P$ conditional on this event, and without loss of generality assume that the hyperplane is $\{ x : x_1 = 0 \}$ so that all points $x \in P$ satisfy $x_1 > 0$. Let $\eta > 0$ and consider the ball $B_r$ of radius 1 centered at $z = (\sqrt{(1 + \eta)^2 - 1}, 0, \ldots, 0)$. Let $x \in S^r_{\eta,10}$ satisfy $x_1 \geq z_1 = \sqrt{(1 + \eta)^2 - 1} = \sqrt{\eta(2 - \eta)}$. Then since $\|x\|_2^2 = (1 + \eta)^2$,

$$\|x - z\|_2^2 = (x_1 - z_1)^2 + \sum_{i=2}^n x_i^2 = (x_1 - z_1)^2 + (1 + \eta)^2 - x_1^2 = z_1^2 - 2x_1z_1 + (1 + \eta)^2 \leq (1 + \eta)^2 - z_1^2 = 1,$$

so all points $x$ with $x_1 \geq z_1$ are contained within the ball $B_r$. Conditioned on $x_1 > 0$, the probability that $x_1^2 \geq \eta(2 - \eta)$ is at least the probability that $y_1^2 \geq \eta(2 - \eta)$ for $y$ drawn uniformly randomly from $S^r_{\eta,10}$. This probability goes to 1 as $\eta \to 0$, so the probability that $x_1^2 \geq \eta^2(2 - \eta)$ also approaches 1 as $\eta \to 0$. The conclusion follows. \hfill $\Box$

Proposition 6.4. For every constant $\delta, \eta > 0$, there is a constant $\epsilon_0 > 0$ such that, for all $\epsilon < \epsilon_0$ and for a uniformly random set $P$ of $m = 2n$ points drawn from $S^r_{\eta,10}$, with probability at least $1 - e^{-\delta m}$, no subset $T \subseteq P$ of size $(1 - \epsilon)m$ is contained within a ball of radius 1.

Proof. Let $t = (1 - \epsilon)m > n$ and let $T \subseteq P$ have size $|T| = t$. If the points $T$ are contained within a ball of radius 1 then they are contained within a centered halfspace, because the intersection of the ball with $S^n_{\eta,10}$ is equal to the intersection of some halfspace with $S^n_{\eta,10}$. The probability that $t$ uniformly random points on the surface of the sphere lie within some hemisphere is $2^{1-t} \sum_{k=0}^{\lfloor t/2 \rfloor} \binom{m}{k}$. There are at most $\binom{m}{t}$ subsets of size $t$, so the probability that any of these subsets lie within a hemisphere is at most

$$\left(\frac{m}{m-t}\right) 2^{1-t} \left(\frac{\epsilon \eta}{n}\right)^n \leq 2^{1-(1-\epsilon)m} \left(\frac{\epsilon \eta}{n}\right)^m \left(\frac{\epsilon \eta}{n}\right)^n \leq 2^{1+\epsilon m / 2 \log(e / (1-\epsilon))} \leq 2^{1+\epsilon n / 2 \log(e / (1-\epsilon))} \leq 2^{1+\epsilon n / 2 \log(e / (1-\epsilon))}.$$
probability arbitrarily close to 1, so there are k balls containing all points of S. Proposition 6.5 (with C = 1/2 and δ = 1) shows that the maximum load of any sphere is at most n with probability at least 9/10, so the first conclusion holds.

Now suppose that 4nk ≤ m ≤ 8nk. Note that no ball of radius 1 can contain points from more than 1 sphere Ai, Proposition 6.5 (with C = 4 and δ = 1/2) shows that the minimum load of any sphere is at least 2n with probability at least 9/10. Assume that this occurs for the rest of this argument.

Let S_i = S \cap A_i for i = 1, \ldots, k, and say that S_i is difficult if no ball of radius 1 contains at least (1 - e')|S_i| points in S_i, for constant e' to be defined. Since |S_i| ≥ 2n, Proposition 6.4 gives that P{S_i is difficult} ≥ 1 - e^{-δn}. Setting δ = 1/6 and by the union bound, the probability that every S_i is difficult is at least 1 - k e^{-δn} ≥ 1 - \frac{1}{2} e^{-6n} e^{-δn} = 9/10. Fix e' corresponding to δ = 1/6 in Proposition 6.4.

Assume that every S_i is difficult, and consider any set of k balls B_1, \ldots, B_k. Denote their union by B = \bigcup_{j=1}^k B_j. Then for each S_i, we have that \([B \cap S_i] \geq (1 - e')|S_i|\) only if at least two balls B_j, B_j intersect S_i. Thus, this can only happen for at most k/2 such S_i’s. Assume without loss of generality that S_1, \ldots, S_k have at least (1 - e')-fraction of their points covered by B, so that k ≤ 2/k. It follows that

|S \setminus B| ≥ \frac{k}{2} \epsilon' |S_i| ≥ \frac{k}{2} \epsilon' \cdot 2n ≥ \frac{\epsilon' m}{8}.

Which satisfies the second claim for ε = ε'/8, and this happens with probability at least 9/10 \cdot 9/10 = 81/100 over the choice of S.

Theorem 6.7 (Restatement of Theorem 1.3). For sufficiently small constant ε > 0, any ε-tester for k-clustering in \(\mathbb{R}^n\) requires at least \(\Omega\left(\frac{nk}{\log(nk)}\right)\) samples.

Proof. Let N = 8nk and let \(\alpha = 1/16, \beta = 1/2\). We will prove a reduction from support-size distinction to k-clustering; we may assume that the tester for k-clustering has success probability at least 5/6 due to standard boosting techniques. For an input distribution \(D\) over \(\mathcal{N}\) with densities at least 1/N, construct spheres \(A_1, \ldots, A_N\) as in Lemma 6.6. Construct the map \(\phi : \mathcal{N} \to \bigcup_{i=1}^N A_i\) by sampling \(s_1, s_2, \ldots, s_N \sim \mathcal{S}\), where \(\mathcal{S}\) is the distribution from Lemma 6.6, and setting \(\phi(i) = s_i\). Then simulate the tester for k-clustering by giving the tester samples \(\phi(i)\) for \(i \sim D\). We will write \(\phi(D)\) for the distribution over \(\bigcup_{i=1}^N A_i\) obtained by sampling \(i \sim D\) and returning \(\phi(i)\).

First suppose that |supp(D)| ≤ nN. Then supp(\(\phi(D)\)) is a set of at most aN = nk/2 points sampled from \(\mathcal{S}\), so by Lemma 6.6, with probability at least 9/10 over the choice of \(\phi\) the distribution \(\phi(D)\) is k-clustering, so the tester will output 1 with probability at least 5/6, so the total probability of success is at least 2/3.

Next suppose that |supp(D)| ≥ \(\beta N\) so supp(\(\phi(D)\)) is a set of between \(\beta N = 4nk\) and \(N = 8nk\) points sampled from \(\mathcal{S}\). Then by Lemma 6.6, for sufficiently small constant ε > 0, with probability at least 81/100 over the choice of \(\phi\), X = supp(\(\phi(D)\)) is at least \(\epsilon / \beta\)-far from k-clustering according to the uniform distribution over X. Since \(D\) (and therefore \(\phi(D)\)) has densities at least \(1/N\) on X, any k-clusterable distribution \(\phi(D)\) must be at least \(\frac{(\epsilon / \beta) N}{X} \geq \epsilon\)-far from \(\phi(D)\). Therefore the \(\varepsilon\)-tester will output 0 with probability at least 5/6, so the total probability to output 0 is at least 2/3. So the algorithm solves support-size distinction with parameters \(N = 8nk, \alpha = 1/16, \beta = 1/2\). Finally, by Theorem 2.4, the number of samples required is at least \(\Omega\left(\frac{N}{\log N}\right) = \Omega\left(\frac{nk}{\log(nk)}\right)\).

6.2 Testing LP-Type Problems

Epstein & Silwal [21] recently introduced property testing for LP-type problems, which are problems that generalize linear programming. The algorithm has query access to a set \(S\) of constraints and must determine with high probability whether an objective function \(\phi\) satisfies \(\phi(S) \leq k\) or if at least an \(\varepsilon\)-fraction of constraints must be removed in order to satisfy \(\phi(S) \leq k\). We refer the reader to their paper for the definition of their model. One of their applications is the following upper bound for testing feasibility of an LP, where the algorithm is allowed to query the linear constraints:

Theorem 6.8 ([21]). There is a tester for feasibility in \(\mathbb{R}^n\) with two-sided error and sample complexity \(O(n/e)\).

Testing if a set \(X \subseteq \mathbb{R}^n\) with labels \(\ell : X \to \{-1, 1\}\) is realizable by a halfspace can be solved by their algorithm, since for each \(x \in X\) one can add the constraint \(\ell(x) \cdot (w_0 + \sum_{i=1}^n \lambda_i x_i) \geq 1\) to \(S\), with variables \(w_0, w_1, \ldots, w_n\). We prove that this is nearly optimal:

Theorem 6.9. Testing with two-sided error whether a set \(X \subseteq \mathbb{R}^n\) with labels \(\ell : X \to \{-1, 1\}\) is realizable by a halfspace or whether at least \(\ell|X|\) labels must be changed to become realizable by a halfspace requires at least \(n^{1-o(1)}\) samples.

The technique for this proof differs slightly from the other results in this paper. For this result, we must use lower bounds for Support-Size Distinction that use probability distributions with integral densities. Such lower bounds were proved in [43]. See the full version [10] for details.
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