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Amazon SimpleDB, [506|
Ambari, 96|

analytical graph query, [F73]

analytical graph workload,@
anomaly serializability,[C-13]
AP, see asynchronous parallel
Apache Flink, {77]

Apache Giraph, [484]

Apache Giraph,Giraph, [500]
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Index

committable state, 223

communication cost,[132]

communication links, [D-7]

communication time, [T56]

complexity of relational algebra operators, [[32}

composite matching, 291]

concurrency control, [183] 233]
locking, [T86] [T87]
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centralized detection, [192]
detection, T3]
detection and resolution, [[91]
distributed detection,[T93]

global, [T91]

hierarchical detection, [T93]
prevention, [T3] [C-33]
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GiraphUC, 488
GLAV, see global-local-as-view
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local wait-for graph, [T91]
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BZIBZ

medium access control layer,[D-12]

Memcached, [506]

MemSQL,[518]
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no-fix/no-flush, 230}
no-force/no-steal,
no-steal/force,
no-undo/no-redo,
non-committable state, [223]
non-null attribute constraint,m
non-replicated database, [3]
non-uniform memory architecture, [347] [38T]
cache coherent, 348

nonce, [429]
NonStop SQL,[T90]
normal form,[A-4]
Boyce-Codd, [A-4]
fifth, [A=4]
first,[A=4]
fourth, [A-4]
second, [A4]
third, A3]
normalization,[A-3]

NoSQL, 2} B} [T7] [201 29} [69) B30} 38} 39} 3]
[A96] [501H503] 5071

é

multimodel, 517]
NoSQL system, [501]
NoSQL,[T¢]
NuoDB, [51§]

Object Exchange Model, [549]

object storage, [#40] F42]

object store, 40|

OceanStore, [421]

Odyssey, [534] 36|

OEM, see Object Exchange Model, [593]
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On-Line Analytical Processing, see
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On-Line Analytical Processing, see
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(5441 5471593
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70

parallel associative join, T3]
parallel DBMS, [3] [T6]
parallel hash join, [353] 357} 413
parallel merge sort join, [353]
parallel nested loop join, [353]
parallel query optimization, [360]
partial function evaluation,[584]
partial key grouping, 468} 499
partial redo, [C-46]
partial undo,
partially duplicated, see partially replicated
partially duplicated database, see partially
replicated database
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participant timeout, 2T
partition-centric asynchronous, @
partition-centric BSP,[Z90]
partition-centric graph model, [B8T]
partitioned database, [T3]
partitioning, [33]
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peer-to-peer, [T7] 383
data management, [383]
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peer-to-peer DBMS, [22]
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peer-to-peer systems, [284]
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periodic data delivery, []
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pessimistic concurrency control, [T4] [C-28]
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phantom, BT0CHCTY
phantom read, see phantom
PHJ, see parallel hash join
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PHT, 393
physical layer,[D-12]
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PIERjoin, T3
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PlanetP, [408|
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posttest, [[T4]

PoW, see Proof of Work, [A30]
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pretest, [[T4][TT3]

primary key, [A-2]
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projection operator, [A-7] [A-§]
projection-join dependency, [A-4]
Proof of Work, [429]
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property table, 579593
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publicly indexable web, [539] [562]
publish/subscribe system,

punctuation, 63| [498]

push-based system, 3]

QoX, 57 BT EH 5T
Qox,[521]
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distributed,
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query decomposition,
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query execution, 303] [322]
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query execution plan, |

query graph, [T35}[B-6
query modification,[93]
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query optimization, [T27]
dynamic, [133] [134] [163]
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query processing, [127]

query processor, [127] [343} [B-1]

query rewrite, [304]
using views, [309]

query rewriting, [B-9]

query translation, [303] 322]

question answering system, [558]

quorum, 227]

quorum-based voting protocol, 270]

R 77,190

Raft,[536]

randomized search strategy, [B-17]

randomized strategy, [B-2]

range partitioning, [512]

range query on P2P systems, @
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RavenDB, [509]

RDD, see resilient distributed dataset, see
resilient distributed dataset

RDF,[#32] see Resource Description Framework,
57393594

RDF triple, [574]

RDF-3X, 579,593

reachability query, [d73]

read lock, [C-29]

read quorum, [270]
read-one/write-all available protocol, 26|

distributed, 269]
read-one/write-all protocol, [249] 269} 270]
reconstruction, 37
recovery, [[3}[T82] [C-T]
recovery manager, [C-20]
recovery protocol, 207] [221]
Redis,
redo/no-undo,
reduce function, 43|

reducer, [T49] [T37]

reduction technique, [138]
referential edge,
referential integrity, [52]
relation, [A-T]
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schema, see schema
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relational calculus,[A-6] [A-T6]
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revision tuple,
Riak,

right-deep tree, [362]
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rollback, [C-4]

rollback recovery, see at-least-once semantics

round-robin partitioning, f68|
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see read-one/write-all protocol, see
read-one/write-all protocol, see
read-one/write-all protocol

ROWA-A, see read-one/write-all available
protocol, see read-one/write-all available
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run-time support processor, 24]

SaaS, see Software-as-a-Service, see Software-
as-a-Service, see Software-as-a-Service,
see Software-as-a-Service

saga,[C-13]

SAN, see storage area network, see storage-area
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SAP HANA,[5T8]

Sawtooth, @37]

Sawzall, [448]
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scale-up, [TT]
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scheduler,[T84]

schema, 2} [A-T} [A=2]

heterogeneity, [283]
adaptation, [299]
generation,
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integration, 28T} 291]
integration, nary,[291]
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matching, 28] 283

translation, 279} [337]
schema-based matching, 284}H286]
schema-level matching, 288]

schema-on-read, [493] [494]
schema-on-write, 493
Schism, [74] [83]
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Search Strategy, [B-17]
search strategy, [[33} [364] [B-T5] [B-17]
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selection operator, [A-7} [A-8]
selection predicate, [A-§]
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semantic data control, [T4]

semantic data controller, 23]

semantic heterogeneity, 286]
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semantic integrity control, 9T} [TT0]
semantic translation, [299]

semantic web, 399} [568] 5731 [593]
semiautonomous system, [I§]
semijoin, [T51]
semijoin operator, [A-7] [A-T3|
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SEMINT,
semistructured data, [549)]
serial history, [C-23}
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conflict-based,

one-copy,
serializable history, [C-26]
service level agreement,
service oriented architecture, [27]
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set difference operator,[A-7} [A-9]
set-oriented constraint, [TT7} [TT8] [T20]
SETI@home, [386]
shadow page,
shadowing, [C-44]
sharding, [36]
shared-disk, [348|
shared-memory, [346]
shared-nothing, [350]
ship-whole, [T64]

shuffle, 44
shuffle partitioning, [A68|
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SI, see snapshot isolation, see snapshot isolation,
see snapshot isolation, see snapshot
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simplification, [TT3]
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single-source shortest path, 73|
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SkipNet, [395]
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source dependency, [590]

source freshness, [591]
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SPARQL 73 529} 5751579} FE2 5551 593
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SPARQL,[593]
Splice Machine, [5T8§|
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SQLAT]
SQL++ S BTI BT
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stable log, [C-43|
stable storage, [C-22)]
star network, [D-3)]
Start system, [539] 593
state logging, [C-43]
static optimization, [T37]
static query optimization, [B-2} [B-27]
steal/force, [C-47]
steal/no-steal decision,
storage area network, [349]
storage-area network,

STREAM., 58] 99
stream data, [439]

StreaQuel, 61| 498
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strict history, [C-12]

strongly connected component query, f73]
structural conflict, 283

structural constraint, [T10]

structural similarity, 289

structure index, [543]

structure-based matching, @

structure-level matching, 284] [283)
StruQL, [554] [593]

subgraph matching, [473]
substitution, [B=23]

superkey, [A-2]

superpeer system, [388]

superstep, 48]

SVP, see simple virtual partitioning
SW-Store, [593]

switching,[D-6]

SWORD, [76}[30} B3]

symmetric hash join, [359]
synonym, [286] [287]

synonyms,

System R, [92]

System R*, [194)

SystemML, 443 [498|

TA, see Threshold Algorithm, 02] see
Threshold Algorithm

Tableau, [493]

tablet,[512]

Tapestry, 393} B18]

target schema, [28]1]

TCP/IP,[D-8] [D-9} [D-11]

TelegraphCQ, 58] 399

Tenzing, 48] [A98|

termination protocol, 207} 217]
non-blocking, 208} 216]

text index, [546]

think-like-a-vertex, 8T]

Three Phase Uniform Threshold Algorithm,@

three-phase commit, 223

Threshold Algorithm, 01|

Threshold algorithm, [402]

tight integration, [I§]

time travel query, [200]

timeout,

timestamp, T97HTO8 (199 20} £ =37
read, [196} [C-34]
write,[T96]

timestamp order, [186]

timestamp ordering, [[95] [[99} [C-28]
basic,[T193}
conservative,
multiversion,

timestamping, [T3]
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TimeStream, [458]
Titan, [516]
top-down database design, @
top-k query, [401]
total cost optimization, [T32]
total isolation, [T9]
total time, [T53] [B-18} [B-19]
TPUT, see Three Phase Uniform Threshold
Algorithm

transaction, [T81]

abort, see abort

atomicity, [T83] see atomicity

base set,[T83]
batch, [C-T4]
closed,
closed nested, 233] [C-16]
compensating, [C-17]

consistency, [T81] |TZ_B|. 247 A8l 272} see

consistency

conversational,

distributed,

durability, [T83] 536 see durability

failure, see transaction failure

fla, 233 €T3

formal definition,

global undo, see global undo

isolation, [T83] see isolation

long-life, [C-14]

manager, [[84]

nested, 233]

online, [C-T4]

open nested, 233] [C-T3] [C-17]

partial undo, see partial undo

properties, [C-9]

read set,[183]

read-before-write,

recovery, see transaction recovery

redo, see transaction redo

restricted,

restricted two-step,

short-life, [C-T4]

split, 233)]

two-step, [C-14]

types, [C-14]

undo, see transaction undo

workflow, see workflow

write set, [[83}[C-6]
transaction consistency, [C-1]
transaction failure, [C-38]
transaction log, see log
transaction recovery, [C-9]
transaction redo,
transaction undo,

transformation rule, [B-10)
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transition constraint, [TT3|
transitive closure,[A~7]
transparency, 2] [7} 20]
concurrency, [T0]
distribution,
failurfe, [T0]
fragmentation, [9]
location,
naming, 9]
network, [9]
replication, [T0]
transport layer protocol, [D-9]
tree query, [152]
Tribeca, #99)
Trinity, 84} [1q
triple, see RDF triple
Tritus, 559} 593
tuple, [A-T]
variable, [A-16f
tuple relational calculus, [A-T6|
tuple substitution,[B-26]
two-phase commit,[T0] [208] 239]
centralized, 2T1]
distributed,
linear, 217]
nested, 217]

presumed abort, 214
presumed commit, 216]
two-phase locking, [T87]
centralized, [T87]
distributed, [T89]
primary copy,[257]
primary site, [187]
strict, [196} [C-31]
type

conflict, [283]

UDF, see user-defined function
UMA, 377

undo/no-redo,
unfolding, [307]

unicast network, [D-6]
uniform memory access, [347]
unilateral abort, 208

union operator, [A-7} [A-9]
Uniprot RDF,[573]

unique key constraint,[T12]
UnQL.[93

update anomaly, [A-3]

user interface handler, 23]

user processor, [23]
user-defined function, F43]

VBI-tree, 393
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veracity, 38} see also data quality, f97]
vertex-centric asynchronous, 87|
vertex-centric BSP, 433}
vertex-centric gather-apply-scatter, [F89]
vertex-centric graph model, [48]]
Vertica, [36]
Vertical Fragmentation, E
view, BT} B2 506} B07]

definition, 02} [303]

management,

materialization,

materialized, 2]
view management, [91]
virtual machines, 28]
virtual relation,
volatile database, [C-20}
VoltDB, 518§
voting-based protocol, 227]

W3QL, 55359
WAIT-DIE algorithm, [C-36]
wait-for graph,
WAL, see write-ahead logging
WAN, see wide area network
WCC. 387
weakly connected component, [F75] B84
web
crawling, [543
data fusion,[587)]
data management, [539]
graph, [540]
querying, [548]
search, [542|

web data integration
seedata integration
web, [566]
web graph, [592]
web indexing,[593]

web portal, [567]
web service, 27]

web table,[567]
WebLog, 554 [593]
WebOQL F54 536,593
WebQA, 5391 593
WebSQL, 554 536,597
wide area network, [D-3] [D-4]
Wide column store, [510]
window, #59H463]
aggregate, 66|
count-based, [460] {64]
fixed, 460]
join GG 63
model, F60]
partitioned,
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predicate, 460}

auery. FSOIFEGT

session, [461]

sliding, 60|

time-based, Eeq

user-defined, [F61]
windowed execution, F58] {61] 63| [464]
wireless broadband network, [D-6]
wireless LAN, see wireless local area network
wireless local area network, [D-6]
wireless network, [D-6]
workflow, [CT8

human-oriented,

system-oriented,

transactional, [C-T8|
working-set algorithm,
World Wide Web, [ [T6] 539]
WOUND-WAIT algorithm,
wrapper, 293} 303

wrapper schema, [303)]
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write lock, [C-29]

write quorum, [270]
write-ahead logging,
WWW, see World Wide Web

X-Stream, [492] [500]
xLM, 524
XML, 32 [506] [525] [528] 5391 [5691 592

document tree, [571]
XML schema graph, 71]
XMLSchema,[571]
XPath,[573]
XQuery,[573]

Yago,[573]
YAML,

zigzag tree,[362]
Zookeeper, [496]



