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Foreword FM

Please note that I believed in FMs.

I used them and still occasionally still use
lightweight versions of them.

A long time ago …
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Foreword, Cont’d FM

I worked for a company, SDC, that sold FM
technology and applied FM to clients’ system
development problems, including for secure
operating systems.

I did some fundamental work on the
underlying theory.
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Vocabulary
CS = Computer Science

CBS = Computer-Based System

SW = Software

PL = Programming Language

FM = Formal Method

SE = Software Engineering

EP = Electronic Publishing

RE = Requirements Engineering
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More Terminology

We talk about methods, approaches, artifacts,
and tools as technology that help us develop
CBSs. I use “method” to stand for all of them
so I don’t have to keep saying “method,
approach, artifact, or tool” in one breath.
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Overall Focus

We will see that my focus has always been on
writing correct and good SW, even while I
have been in many different, SW-related fields.

My progression through PLs, FMs, Security,
SE, and finally RE, has been to follow what I
thought would help most to achieve that
focus.

That is, when I specialized or shifted fields, it
was because I thought the field I was in was
not getting to the root of the problem.
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Origin of These Slides RE

These slides are an enhancement of slides
prepared for a keynote at a 2017 workshop
celebrating the 40th anniversary of the birth of
RE in 1977.
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We

In the following, at any time, …

“We” = all the people in whatever field I was in
at the time.

So it is context dependent.

I use hats, e.g., RE , in the upper right hand
corner of a slide to name the current context.
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My 1960s Start in Computing HS

In the beginning, in junior and senior high
schools, I

g built a relay computer, an adder, in 1962,
age 14, for a junior high school science
fair,

g learned to program in FORTRAN in the
summer of 1965, age 17, at an NSF SSTP at
IIT in Chicago (Ed Reingold was my dorm
counselor!),
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My Start, Cont’d HS

g wrote my first real-life application,
Operation Shadchan, a party 1-1 matching
program based on the questionnaire of
Operation Match, a 1-n dating program, in
the Spring of 1966, age 17, for my
synagogue’s youth group’s annual party,
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More Details on First Application

In case you are interested, here are more
details my first real-life application. If not, skip
on to the slide titled “My Start, Cont’d”

_____________
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Programming Then and Now HS

I learned to program in 1965.

First large program outside classroom for a
real-life problem was written in 1966 in
FORTRAN!.
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Operation Shadchan HS

I implemented functionality of Operation
Match, adapted to use by a high school
synagogue youth group dance.

The dance and the SW were called “Operation
Shadchan”.

Each person’s date for the dance was selected
by the SW.
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I Remember HS

I remember doing requirements analysis at the
same time as I was doing the programming in
the typical seat-of-the-pants build-it-and-fix-it-
until-it-works (BIAFIUIW) method of those
days:
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BIAFIUIW Method HS

g discover some requirements,
g code a little,
g discover more requirements,
g code a little more,
g etc, until the coding was done;
g test the whole thing,
g discover bugs or new requirements,
g code some more, etc.
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Biggest Problem HS

The biggest problem I had was remembering
all the requirements.

It seems that …

each thought brought about the discovery of
more requirements.
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More Requirements HS

They were piling up faster than I could modify
the code to meet the requirements.

I tried to write down requirements as I thought
of them.
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Forgotten Requirements HS

But, in the excitement of coding and tracking
down the implications of a new requirement,

which often included more requirements,

I neglected to or forgot to write many down,

only to have to discover them again or to
forget them entirely.
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Guilt HS

I recall feeling guilty just thinking, about
requirements, rather than doing something
substantial, writing code.

So whenever I considered requirements
because I could go no further with coding, I
tried to do it as quickly as possible.
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Programming Felt Like Skiing HS

Programming felt like skiing down a narrow
downhill valley with an avalanche following
me down the hill and gaining on me.

Programming gave rise to an endlessly
growing avalanche of endless details.
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Overwhelming Problem HS

We have a sense of being overwhelmed by the
immensity of the problem and the seemingly
endless details to take care of, and we
produce poorly-written software that makes
stupid mistakes.
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Nowadays SE

Nowadays, we follow more systematic
methods.

My latest program to implement stretching of
Arabic letters was constructed, after extensive
requirements analysis and architecture
recovery, by making object-oriented and
aspect-oriented extensions to a legacy
program constructed using information
hiding.
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However SE

However, programming still feels like skiing
just ahead of an avalanche.

We have the same sense of being
overwhelmed by the immensity of the problem
and the seemingly endless details to take care
of,

and we produce the same kind of poorly-
written software that makes the same kind of
stupid mistakes

as 50 years ago!
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Others Too SE

These feelings are not restricted to me.

I see other programmers undergoing similar
feelings.

I have seen many people nod in agreement in
previous presentations of this part of the talk!
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No Matter How Much We Try SE

No matter how much we try to be systematic
and to document what we are doing, we forget
to write things down, we overlook some
things, and the discoveries of things seems to
grow faster than the code.

What are these “things”?

They are mostly requirements of the CBS that
we are building.
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The Real Problem of SE RE

The real problem of SE is

g finding,
g discovering,
g inventing, and
g validating

requirements and updating them.
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The Real Problem, Cont’d RE

It appears that no

g model,
g method,
g artifact, or
g tool

offered to date has succeeded to put a serious
dent into this problem.

_____________
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My Start, Cont’d Un

In college (university), I
g studied pure math from 1966–1969, at RPI,

an engineering school, to get a B.S., not a
B.E. as most of my class mates,

g programmed statistical and curve-fitting
SW for the Chemistry Dept. at RPI, to make
spending money (I wrote FORTRAN from
formulae they gave me.),
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My Start, Cont’d Un

g joined ACM in 1967 (member # 10*****), and

g programmed payroll applications in RPG for a
service bureau in Troy, NY (home of RPI) in
the Summer of 1969, to make money to go to
grad school.
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SOTP BIAFIUIW Un

Through all this, I did seat-of-the-pants build-
it-and-fix-it-until-it-works (SOTP BIAFIUIW) SW
development, …

simultaneous RE, design, and coding, …

not really understanding the distinction
between RE, design, and coding, …
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SOTP BIAFIUIW, Cont’d Un

thinking that all of it were just parts of
programming, …

probably like a whole lot of programmers,
even professionals, did.
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Grad School Un

Later, in grad school, I

g started grad school at Brown in 1969 as a
pure Math PhD student (Never mind an MS;
that’s for people who want to work for a
living.),

g took Measure Theory from Herbert Federer,
who literally wrote the textbook, and
discovered that I had promoted myself to
my level of incompetence (the Peter
Principle) in math,
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Grad School, Cont’d Un

g did a lateral transformation to take
computer science courses in the Applied
Math department down the street,

g fell in love with PLs when I took Peter
Wegner’s course, PLs, Information
Structures, and Machine Organization
(PLISMO), from the book he wrote from his
PhD thesis, and
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Grad School, Cont’d Un

g ended up getting my PhD in 1973 from
Peter on

the design of and the formal specification
of Oregano, an improvement over Algol 68
and over Basel; …

it was designed to be more orthogonal than
either by keeping the architecture of its
implementation firmly in mind; …

that architecture became the basis for its
operational VDL formal specification.
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CS Journals in Early 1970s PL

At that time, there were only 3 journals in CS,
CACM, monthly,
JACM, quarterly, and
CR, quarterly.

So, I read at least the abstract of every paper
published in CS journals for a few years.
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CS People in Early 1970s PL

Also, the number of people in CS in the early
1970s was small enough that any person
could know just about everybody in his or her
field and many in other fields.

And most of the pioneers were still alive.

So, I met just about everybody, …
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Assistant Professor at UCLA PL

I started as an assistant professor in 1972 at
UCLA, where the ARPAnet that later became
the Internet, was happening.

I started off in the field of PLs.

SIGPLAN was the biggest SIG of the ACM at
the time.

We all knew how difficult it was to write
correct SW that does what its client wants.
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PL Research in Early 1970s PL

The overarching concern of PL research in the
early 1970s was:

g to design a PL in which people would write
correct and good SW, and

g to try to design a PL in which it was
difficult, even impossible, to write bad SW
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Mission Impossible PL

But of course, that is impossible

We realized that you could easily write really
atrocious SW in even the most structured PL
…

At one meeting, someone (I forgot whom)
came up to the blackboard & showed us the
following goto-free structured program:
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Atrocious SW PL

for i from 1 to 4 do
case i in

1: S1,
2: S2,
3: S3
out S4

esac
od

which, of course, is equivalent to

S1; S2; S3; S4
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My PL Research PL

My own PL research was in

g making PLs more orthogonal,

g adding features to PLs in an orthogonal
way

g operational formal semantics of PLs and
their features.
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My PL Research, Cont’d PL

I ended up being involved with the Algol 68
committee from 1972 through the early 80s.
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My PL Research, Cont’d PL

I supervised research

g on new PL features integrated into existing
orthogonal PLs, e.g., Algol 68, in the
cleanest, orthogonal way, with few or no
leaky abstractions,

g finding optimal implementations for these
features, e.g., for garbage collection, and

g formal semantics of the features or of PLs,
e.g. of Algol 68.
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Early Signs of RE Thinking RE

Note my own RE orientation of trying to fit a
new feature into the existing language in the
cleanest way, exploring it thoroughly before
beginning to implement it.
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SARA PL

All this time at UCLA, I was a member of Jerry
Estrin’s SARA group.

SARA was a multi-notation system design
language, a competitor of SA and PSL/PSA,
and …

a FM based on data and control flow diagrams,
and

a precursor of UML.
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SARA, Cont’d PL

SARA was implemented with textual input but
line-printer graphic display of models so that
it could be used over ARPAnet.

SARA provided analysis tools to verify well-
formedness and mutual consistency of
models, to run simulations, etc., like PSA for
PSL.
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SARA, Cont’d PL

Several of my PhD students built pieces of,
analyzed parts of, or applied SARA for their
theses.

It was in connection to this research that I met
some of the authors of the papers of the
papers in the January 1977 issue of TSE, …

e.g., Doug Ross, John Brackett, Dan
Teichroew, and Mack Alford.
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SARA, Cont’d RE

The irony of all this SARA work is that …

while other things I did feel to me as having
used what became RE thinking or having
facilitated my realization of the importance of
RE and its activities, …

this SARA work did nothing of the sort.
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SARA, Cont’d RE

In fact, I will admit to being totally surprised
that the organizers of this 40th anniversary
workship thought that the collection of papers
in the January 1977 TSE marked the birth of
RE.

To me, the work they did is more technical and
notational, than attacking the fundamentals of
RE, but that’s my viewpoint.
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SARA, an Aside RE

You see, …

All of this work assumed that the
requirements were GIVEN to you by the client
on a silver platter, and the hard part was the
specification and the analysis. It was only
years later that we began to realize that
getting the requirements to start with was the
HARD part.
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January 1977 TSE RE

Two of the articles have “RE” in their titles:
g “An Extendable Approach to Computer-

Aided Software Requirements Engineering”
g “A Requirements Engineering Methodology

for Real-Timc Processing Requirements”
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January 1977 TSE, cont’d RE

But the articles consider RE to be the process
of arriving at consistent, complete
requirements specifications from the
requirements the client gives to the engineers.

None of the articles deals with the HARD part
of RE.
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Mid ’70s Foment in PL Area SE

In the mean time, in the PL field, we realized
that the key to getting better SW was not to
improve PLs, but to improve the process of
SW development.
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1968 NATO Meeting SE

The 1968 NATO meeting had already
suggested in response to the SW crisis (bad
and badder and badderer SW is being
produced as the need for SW is growing) that
maybe

g we should be systematic and science
based and

g we should be engineering our SW,

just like bridge builders engineer their bridges
based on the laws of physics.
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1968 NATO Meeting Report SE

“SE” was used only in the report title and in
other meta-text, …

not in any participant’s article.

The field did not exist yet.
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Birth of SE field SE

Thus, was born the field of SE, initially
populated with PL people who realized

g that the PL used in programming has little
or no effect on the quality of the SW
programmed with it, and

g that programmers’ behavior had a far
bigger impact on the quality of SW they
produced than the PLs they used.
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Switching to SE SE

So I, like a whole bunch of other PL people,
ended up switching in the mid to late 1970s to
SE.

We tried during the 1970s and 1980s (when
ICSE met only every 18 months) to find
methods, possibly assisted by math, to
develop correct SW meeting its client’s needs.
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Morphing of Fields SE

For these switchers, …

g the study of PLs morphed to the study of
SW development methods, and …

g formal semantics for PLs morphed to FMs
of SW development.

 2019 Daniel M. Berry History of Formal Methods My View of the Prehistory & History Pg. 64



My Sojourn into Security Sec

In the early 1980s, as a result of supervising
several people doing formal methods, and in
particular Richard Kemmerer who did (1) a
formal specification of the kernel of the UCLA
secure UNIX and (2) a formal verification of
that the kernel met the specification of
security, …

I got involved in the security community.
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Security, Cont’d FM

I consulted for the Formal Development
Method (FDM) group of SDC (→ UNiSYS) that
was working on secure operating systems,
e.g., Blacker.

I ended up publishing a paper in IEEE TSE
showing how the theorems that the group’s
verifier proved about an Ina Jo formal
specification of a system were sufficient to
prove that the system, if implemented as
specified, would meet the specified criteria.
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Security, Cont’d RE

From all this work and from its community
that included such people as Peter Neumann, I
learned a lesson that goes right to the
essence of RE:

There is no way to add security to any CBS
after it is built; the desired security must be
required from the beginning so that security
considerations permeate the entire
development lifecycle.
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My Sojourn into EP EP

While I was doing this SE and FM stuff, I made
a parallel diversion in the mid 1980s through
mid 1990s into Electronic Publishing (EP):

g Like Knuth, I was concerned about the
quality of typesetting of my publications.

g I thought it was stupid the way journal
typesetting would re-introduce typos into
papers whose manuscripts had been
continually updated to become typo free.

g I was learning to speak Hebrew.
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Built EP SW EP

I got to design and build SW for multi-lingual
and multi-directional word processing.

I tried to find the most orthogonal way to
integrate the new features, using the least
leaky user abstractions.
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EP SW EP

It was all based on troff (piped architecture
with a separate program for the feature bundle
for one class of document artifact, e.g., table,
formula, line drawing, etc.).

This way, I could add a new feature or artifact
by building a relatively independent program
for the feature or artifact and stick it into the
pipe in the right place.
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RE Orientation Even in EP RE

Note the RE orientation here

g in the concern for orthogonality and

g in finding the least leaky user abstractions.

These make the new features easier to use
because they suffer no surprising exceptions.

 2019 Daniel M. Berry History of Formal Methods My View of the Prehistory & History Pg. 73



I Left the Field EP

I left the EP field when

g EP’s leaders decreed that all future papers
in the area had to be written in LATEX, even
papers about additions to troff.

(There was no way I could keep the rule of
using the SW a paper is about, to produce
the camera ready copy of the paper in the
venue’s traditional format.)
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Left the Field, Cont’d EP

g The Unicode consortium ignored my
command-heavy, but simple commands
and leak-free abstractions for bidi word
processing to …

develop their standard, which uses
defaults to avoid commands in the normal
case, but has invisible commands for the
exceptional cases, the commands
requiring an incredibly complex algorithm
that is still being corrected, and forming
very leaky abstractions.
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Quit Unicode Effort over RE EP

I quit the Unicode bidirectional working group
over a requirement issue.

g A majority wanted only one period in the
whole character set, with contextual
determination of an instance’s writing
direction and override for exceptions.

g I and a few others wanted one period per
writing direction, with explicit specification
of an instance’s writing direction.

Choice has MAJOR impact on users’ actions.
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Beginning My Move to RE RE

During this time, in 1981, I published a paper
with Orna Berry about how I managed to do
the best job ever in specifying software that
she had to write, in a domain that I knew
nothing about.

I agreed to do this job only because I was
married to her at the time!
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Beginning My Move, Cont’d RE

In retrospect, I consider this to be my first RE
paper.

It’s certainly one of the very earliest on the
elicitation aspect of RE.
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Ignorance Hiding SE

She had to write some programs that played
statistical games with experimental data.

I got my lowest Math grade in the undergrad
Probability and Statistics class, a B, (it ruined
my perfect Math GPA.) because I had no
intuition for probability.

So, I was ignorant in the statistics domain.
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Ignorance Hiding, Cont’d SE

To be able to hide my ignorance so I could
work effectively with the requirements as she
expressed them to me, …

I made the experimental data an ADT, with
each magic function that I did not understand,
e.g., standard deviation or standard error,
being a method of the ADT. I knew that the
client understood what they mean and how to
implement them. So I worked with this ADT
with its methods taken as primitive.
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Ignorance Hiding, Cont’d SE

I thought and claimed in this paper that this
ignorance hiding technique was the basis of
the success …

as well as my ability to nudge the client to give
information

and to do strong-type checking on natural
language sentences.
(Using the same verb with different numbers
and kinds of direct objects in different
sentences is a type error.)
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Importance of Ignorance RE

By 1994, I figured out that the reason for the
success was not the ignorance hiding, but the
very ignorance!
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Importance of …, Cont’d RE

So in 1994, I published “The Importance of
Ignorance in RE” claiming that every RE team
for a CBS requires along with domain (of the
CBS) experts at least one smart ignoramus of
the domain, who will

g provide out-of-the-box thinking that leads
to creative ideas, and

g ask questions that expose tacit
assumptions.
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Empirical Validation RE

In 2013–2015, my PhD student, Ali Niknafs,
conducted controlled experiments to
empirically validate that

for the task of brainstorming for requirement
ideas, …

among 3-person teams consisting of only
computer scientists or software engineers, …
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Empirical Validation, Cont’d RE

the teams with one or two members ignorant
in the domain …

generated more and better requirement ideas
…

than teams consisting of …

only ignorants of the domain or …

only awares of the domain.
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The Birth of the RE Field RE

After a while, in the mid 1980s, a subset of the
SE people began to notice that SE methods
and FMs do not really solve the problem of
ensuring the production of quality SW.

g They address mainly development and not
determining requirements.

g They don’t scale well, particularly FMs: For
some funny reason, FM people did not use
FMs when building tools to help do FMs.
(More later.)
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A Realization RE

Then, a subset of the SE field came to the
realization that the real problem plaguing CBS
development was that we did not understand
the requirements of the CBS we are building.
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A Realization, Cont’d RE

Brooks, in 1975, had said it well:

“The hardest single part of building a software
system is deciding precisely what to build….
No other part of the work so cripples the
resulting system if it is done wrong. No other
part is more difficult to rectify later.”
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Even a FMs Person Got it RE

Even an initial-algebras, FMs person, Joe
Goguen, came to this realization.

He ended up being a keynoter at the first RE
conference in 1993.

The next slide has a 1994 quote from Joe, not
from the keynote, but from a draft of a paper
for the book on Requirements Engineering:
Social and Technical Issues that he was
writing with Marina Jirotka.
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Surprising Goguen Quote RE

It is not quite accurate to say that
requirements are in the minds of clients; it
would be more accurate to say that they are
in the social system of the client
organization. They have to be invented, not
captured or elicited, and that invention has
to be a cooperative venture involving the
client, the users, and the developers. The
difficulties are mainly social, political, and
cultural, and not technical.
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A Realization, Cont’d RE

This subset of the SE folk formed the RE field,

1. by piggybacking on the nearly annual
International Workshop on Software
Specification and Design (IWSSD) in the
mid to late 1980s and early 1990s,

2. from 1993, in two alternating conferences,
ISRE and ICRE, that later merged into one
(RE),

3. from 1994, in an annual working
conference, REFSQ,

4. from 1996, in a flagship journal, REJ.
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2000s



Fast Forward
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More About FM Part FM

of My History

I explore this part in greater depth.

First, what I noticed as it was happening.

Then, explaining some of it more formally.

Viewing FM from an RE lens!
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Motivation to RE

Write These Slides

I am occasionally asked to referee a FMs
paper, and

I occasionally hear a FMs talk.
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Motivation, Cont’d RE

I am struck by how little has changed from
1970s. I read or get a sense of:

g Here’s a new approach to formalize X. (X is
the same as in 1970s)

g If only developers would listen to us!

g We’re on the verge of a breakthrough that
will convince developers to use FMs.

It’s all the same as in the 1970s and 1980s.
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Despicable Me! RE

As a referee, I accept a FMs paper only if the
authors are willing to cite some papers from
the 1970s or 1980s that work on exactly the
same problem (Nasty, despicable me!).

I never reject if I am the deciding referee!
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Never Change, Cont’d RE

In my opinion, FMs will never be adopted by
large numbers of CBS developers. Why?

Yes, there have been and there are
breakthroughs in FMs, but these are not the
only technological breakthroughs that affect
programming.
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Never Change, Cont’d RE

With each tech breakthrough, all those CBSs
that were too difficult to build without the
breakthrough get built almost overnight!

This tech breakthrough could be a FM! e.g.,
Finite State Machine Specs
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Then What? RE

Then what’s left?

CBSs that are even more difficult to build!

We are left in the state that existed before the
latest breakthrough, needing still more
breakthroughs to tackle the CBSs at the
current frontier.
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Then What? Cont’d RE

The problem with FMs is that because they are
not the only breakthroughs, the gap between
FMs and the difficult CBSs at the frontier gets
bigger and bigger.

No technology, and in particular FMs, will ever
catch up.
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Unlike Some FMers FM

I was always writing software for real-world
applications:

g medium-sized CBSs by myself or with or
by my students, and

g large-sized CBS as part of a team
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Such as FM

g matchmaking for a party (before knew
about FMs)

g tools for regression analysis for chemists
(before knew about FMs)

g bi-directional formatter
g proof updater for FDM suite of FM tools
g bi-directional editor
g tri-directional formatter
g letter stretching bi-directional formatter
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Never Actually Used FMs FM

I never even considered using FMs to develop
any real SW …

even for the proof updater for the FDM suite of
FM tools.

Knowing what I knew about developing these
systems, I would have been crazy to.
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Never Used FMs, Cont’d FM

Neither did Val Schorre and John Scheid in
developing the other tools for the FDM suite,
including a verification condition generator
(VCG) for Ina Jo specs, and an interactive
theorem prover (ITP).

(They did use Val’s compiler-compiler to deal
with the syntax.)
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Never Used FMs, Cont’d FM

Note that these tools were used in production
applications of the FDM to building some half
dozen verifiably secure systems at SDC for
the US DOD and NSA.
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Never Used FMs, Cont’d FM

Apparently, neither did other developers of FM
tools (at least the ones I knew).

This seemed to be one of the dirty, dark
secrets among FM tool builders.

No one in his right mind would consider using
FMs to build these tools.

The perception was that it would just take too
long, and they might never finish.
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FMs For Only FM

Small Programs

So, FMs could be used only for the
development of small programs.

Operating system kernels and trusted system
kernels are small programs.

So some FMers began a push to get all
programs to be small!
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Hoare on Small Programs FM

Tony Hoare said (I think in late 1970s through
1980s),

“Inside every large program is a small
program struggling to get out.”

I got in to the habit of trying to identify the
central algorithm, the small program, at the
heart of each of my programs.

Having done so, still the program was messy
and the programming was hard.
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Matchmaker FM

I did this while I was in HS, long before I knew
about FMs.

Later, it proved to be a variation of the stable
marriage problem, with a 50-factor bi-
directional attractiveness function, based on
questionnaire answers.

In retrospect, the central formal model would
have accounted for less than 5% of the code.
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Matchmaker, Cont’d FM

The rest of the code deals with

g incorrectly filled questionnaires,

g the complexities of having a mix of
absolute criteria and do-the-best-that-you-
can criteria, and

g having to deal with too-picky people who
did not get matched by the algorithm, but
still had to be matched for the party they
paid for.
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Bi-Di Formatting and Editing FM

Algorithm for basic bi-di reformatting after
line-breaking text as if it’s uni-directional is 8
lines long, assuming existence of a function
that reverses the text of its argument.

But this algorithm accounts for less than

g 5% of my ffortid (“ditroff” spelled
backwards)

g 1% of the Unicode bi-di algorithm
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ffortid vs Unicode FM

These two programs are radically different
because of one tiny difference in the treatment
of the space character:

g in ffortid, one space character per
direction,

g in Unicode, one space character of
indeterminate direction, whose direction is
determined by context in each case.
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ffortid vs Unicode FM

ffortid has been stable for 25 years

Unicode bi-di algorithm is in 12th nearly yearly
revision, last issued in February 2019.
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Back to the FDM ITP FM

In retrospect, I can see why FMs were not
used to develop the ITP.

The central, formal part of the ITP was a small
fraction of its code.
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Back to the FDM ITP, Cont’d FM

The rest dealt with

implementing the really nice interaction with
the user (the person trying to prove a theorem)

managing the current proof, including keeping
track of what had been proved in a way that
made it easy for a user to apply any of it at any
time, …

and this part is tough to formalize.
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What vs. How Specifications FM

Many times, it is much easier to express an
algorithm to do something than to give an
algorithm-independent description of what the
something is:

g industrial processes

g exceptions to a central algorithm

g New York bagels (chewiness vs boil-then-
bake)

 2019 Daniel M. Berry History of Formal Methods My View of the Prehistory & History Pg. 123

[7]



Lessons Learned from FMs FM

Even as I was observing these difficulties in
the application of FMs, …

I learned some important lessons from the FM
work that did not need FMs per se to be
utilized.
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Fundamental Lesson of FMs FM

FMs applied to Security taught me the
fundamental essence of RE:

The only way to ensure that a constructed
CBS will have any of a whole class of
desirable properties (e.g., security, reliability,
robustness, safety, survivability) that must
permeate the CBS’s entire behavior is to
require the property from the very beginning;
it cannot be added to the implementation as
an after thought.
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No Brainer of RE RE

This essence leads directly to the idea that
you need to understand the requirements of a
CBS that you are going to build before you
can build it.

This is really a no-brainer
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No Brainer, Cont’d RE

because, ultimately, it is impossible to write
the next line of code that you are going to
write without knowing what the line of code is
supposed to do, i.e., …

without knowing the line’s requirements.

Nu?
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Failings of FMs RE

Even as FMs applied to Security taught me the
fundamental essence of RE,

FMs have proved incapable of

g dealing adequately with the kinds of CBSs
that we need to build, and

g doing what we need to do in RE.

We explore why.
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FMs Not Deal With RE

CBSs That We Build

Let’s see what Tony Hoare says.
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Tony Hoare’s Reversal RE

From Tony Hoare’s Wikipedia page:
https://en.wikipedia.org/wiki/Tony_Hoare

For many years under his leadership his
Oxford department worked on formal
specification languages such as CSP and Z.
These did not achieve the expected take-up
by industry, and in 1995 Hoare was led to
reflect upon the original assumptions:[24]
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Tony Hoare’s Reversal, Cont’d RE

“Ten years ago, researchers into formal
methods (and I was the most mistaken
among them) predicted that the
programming world would embrace with
gratitude every assistance promised by
formalisation to solve the problems of
reliability that arise when programs get
large and more safety-critical. Programs
have now got very large and very critical —
well beyond the scale which can be
comfortably tackled by formal methods.
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Tony Hoare’s Reversal, Cont’d RE

There have been many problems and
failures, but these have nearly always been
attributable to inadequate analysis of
requirements or inadequate management
control. It has turned out that the world just
does not suffer significantly from the kind
of problem that our research was originally
intended to solve. [Italics are mine]”
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Tony Hoare’s Reversal, Cont’d RE

[24] Hoare, C. A. R. (1996). “Unification of
Theories: A Challenge for Computing
Science”. Selected papers from the 11th
Workshop on Specification of Abstract Data
Types Joint with the 8th COMPASS
Workshop on Recent Trends in Data Type
Specification. Springer-Verlag. pp. 49–57.
ISBN 3-540-61629-2.
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Hoare on Small Programs RE

Tony Hoare once said (in mid 1970s),

“Inside every large program is a small
program struggling to get out.”

Later (in early 2000s) he added,

“the small program can be found inside the
large one only by ignoring the exceptions.”
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Now I Understand RE

Now I understand that what I was observing
about the distribution of code is normal.
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Distribution of Code RE

10–20% of the code = central approximation.

80–90% of the code = exceptional details.

99.99% of execution time is spent in the
central 10–20% of the code.

It’s hard to test the exceptional details code,
the 80–90% of the code, because it gets
executed less than 0.01% of the execution
time.
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Formal Model Still Useful RE

Hoare says,

It is not the intention of this note to
deprecate the value of mathematical
modeling in addition to program design.
Without a mathematical model, everything
would be an exception.
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An Example RE

Hoare adds,

A large space in the grammar of a language
is taken up by irregular verbs. But without a
model of what is regular, every verb would
be irregular.
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FMs Not Doing RE

What RE Needs

RE concerns validation more than verification,
…

but FMs deal with …
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Verification, but …

FMs have the power to put

verifying the correctness of a CBS
implemention w.r.t. its specifications

on a much firmer basis than is possible with

testing the CBS w.r.t. its specifications with
well-chosen test data.
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…, but Not Validation RE

However, this power does very little towards

validating the specifications w.r.t. its
customer’s needs and wants,

i.e., its customer’s requirements.
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And Here’s Why RE

The next bunch of slides are about what has
become known as the Reference Model for
Requirements and Specifications by Gunter,
Gunter, Jackson, and Zave,

or the RE Reference Model.
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The World and the CBS RE

The world in which a CBS operates is divided
into
g an Env, the environment affecting and

affected by the CBS, and
g a Sys, the CBS itself, that intersect at their
g Intf, their Interface, and
g the rest of the world.
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The World and the CBS RE

World

InterfaceEnvironment System
Shared
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Not Precise RE

While Sys, the CBS, is formal (mathematical),

the rest of the world, including Env, is
hopelessly informal,

and the boundaries of Env are hopelessly
fuzzy:

Butterfly in Rio → Golden Gate Bridge

So finding all details to not ignore is hard.
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Famous Validation Formula RE

The informality has been made formal in the
Zave–Jackson Validation Formula (ZJVF):

D,S |– R

D Domain Assumptions, in Env, informal
S System Spec, in Intf, can be formal
R Requirements, informal, in Env, informal

Truth of each of D and R in Env is empirical.
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Sys Spec Formal? RE

S is formal, if it is the program or any formal
specification.

If program is molecular, then even S is
informal, and its truth is empirical.

If program uses machine learning, then S is
effectively informal, and its truth is dependent
on the learning set in ways that defy
formalization.
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Formal vs. Informal RE

Michael Jackson [1995] once said:

“Requirements engineering is where the
informal meets the formal.”

g Raw ideas: informal
g Code: formal
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Informal Meets Formal RE

Client Ideas
Code

Test
Cases

Informality is unavoidable.
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Meeting Point is Unavoidable RE

There is no way to go from ideas to code
without determining requirements for the code
from the ideas.

That is, no programmer can write code without
knowing what the code is to do, even if he or
she has to decide what the code is to do on
the spot.
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Two Extremes: RE

g Upfront RE, in which as much time as
necessary is spent to determine
requirements before proceeding with
design and implementation.

g Requirements determination (not official
RE) during coding, in which the
programmers and testers determine all
requirements as they write the code and
test cases.
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Informal Meets Formal RE

RD
During
Coding

Upfront
RE

Client Ideas
Code

Test
Cases
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In Most Projects, … RE

the meeting point is somewhere in the middle.
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When upfront RE cut short, … RE

the RS is incomplete.
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When programmers receive RE

an incomplete RS, …

they cannot continue until they decide what
the missing requirements are.
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How programmers should RE

decide

They should ask the client.
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When programmers ask the RE

client, …

delay
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Sadly, … RE

Often, the programmer does not ask the client:

g cannot find client, or

g has no access to client
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So, … RE

the programmer invents requirements on the
spot.

( It’s called “creativity” or “initiative”! )
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When programmer invents, … RE

It’s not good, because:

g Programmers are not trained in RE.

g Programmers have interests that are
different from the client’s, to simply their
own coding.

g Each programmer needing a missing
requirement is working independently.
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Throw in Testers RE

Add to all this that the testers are trying to
write test cases for incomplete requirements.

Ergo, even more independent invention of
requirements.
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Programmer- and Tester- RE

Determined Requirements

They are bad…. and

They are expensive.
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Why Expensive? RE
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Perceptions RE

How do people perceive any new
requirements determined after delivery of the
RS?

Creep!

even though the new requirements may be
what was missing because of terminated RE.
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Where Are the Exceptions? RE

From where is that 80–90% of the code =
exceptional details?

World

InterfaceEnvironment System
Shared

From the Env, but not from the outside World!

But are we sure that it’s not from the outside
World?
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Example: Airplane RE

Sys = airplane

Env = the sky

World = everything not relevant

Are the following in the Env:
g flying bird?
g something in the hand of someone on the

ground?

The boundaries of Env are hopelessly fuzzy.
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Two Types of Requirements RE

There are two types of requirements:

1. scope determining

2. scope determined

E.g., for a pocket calculator with +, −, ×, ÷,

1. ln and x y, are scope-determining
requirements.

2. “that d≠0 in n÷d” is a scope-determined
requirement.

 2019 Daniel M. Berry History of Formal Methods My View of the Prehistory & History Pg. 167



Difference Between Types RE

A pocket calculator without one particular
scope determining requirement is just a less
useful and less attractive calculator.

A pocket calculator without one particular
scope determined requirement is a flawed
calculator, which will give the wrong result or
fail for some inputs.
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FMs and the Two Types RE

FMs help discover scope-determined
requirements.

FMs offer little help discovering scope-
determining requirements, …

because each scope-determining requirement
is independent of the others.

“If no one happens to think of it, it just ain’t
gonna be there.”
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ZJVF and the Two Types RE

In terms of ZJVF and the World, generally,

g each assumption, a in D, or

g each entity, e, in the Env that affects or is
affected by the Sys,

gives rise to its own scope determining
requirement, r,

namely, that addressing a or dealing with e.
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ZJVF and the Two Types RE

If no stakeholder thinks of a or e, …

then no stakeholder will naturally think of r.
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Hard to Think of These RE

It’s hard to think of these as and es, …

because the boundary of Env is fuzzy.

So even if you could list every a and e in Env,
…

you’re never sure that nothing from (World −
Env) can come into play.
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Value of RE Reference Model RE

The RE RM has become extremely valuable as
a …

lightweight, informal version of a FM …

that is able to answer many questions that
come up during RE for a CBS.
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Value of RE RM, Cont’d RE

The RE RM is used to help

g partition the World, i.e., to decide for each
of Env, Intf, and Sys, what is in it and is
not, …

sometimes to shuffle an entity among Env,
Intf, and Sys
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Value of RE RM, Cont’d RE

g decide What vs. How:

What is in the vocabulary of Env
S is in the vocabulary of Intf
R is in the vocabulary of Env
How is in the vocabulary of Sys−Intf

World

InterfaceEnvironment System
Shared
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Value of RE RM, Cont’d RE

g permanently tolerate an inconsistency I
between R and S and the World,

by lying in D that I is not a problem, …

e.g., for the Airplane CBS, permanently
tolerate that a bird’s meeting an airplane in
the air can crash the airplane, by lying in D
that there are no birds in the air.
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Value of RE RM, Cont’d RE

The RE RM is a major focus in the RE course
at the University of Waterloo.
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One Saving Grace FM

Lest, you think I am totally against formal
methods, they do have one positive effect, and
it’s a BIG one:

Use of them increases the correctness of the
specifications.

Therefore, you find more errors of commission
at specification time than without them, saving
considerable money for each bug found earlier
rather than later.
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Error Repair Costs RE

Remember: the cost to repair an error goes up
dramatically as project moves towards
completion and beyond ...

The next slide shows how dramatically this
cost goes up.
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Repair Costs Graph RE
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RE & Project Costs RE

The next slide shows the benefits of spending
a significant percentage of development costs
on studying the requirements.

It is a graph by Kevin Forsberg and Harold
Mooz relating percentage cost overrun to
study phase cost as a percentage of
development cost in 25 NASA projects.
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Project Costs, Cont’d RE
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Project Costs, Cont’d RE

The study, performed by W. Gruhl at NASA HQ
includes such projects as

g Hubble Space Telescope
g TDRSS
g Gamma Ray Obs 1978
g Gamma Ray Obs 1982
g SeaSat
g Pioneer Venus
g Voyager
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Formal Methods Myth: RE

Some FM evangelists claim:

If only you had written a formal specification
of the system, you wouldn’t be having these
problems

Mathematical precision in the derivation of
software eliminates imprecision
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Reality RE

Yes, formal specifications are extremely
useful in identifying inconsistencies in
requirements specifications, especially if one
carries out some minimal proofs of
consistency and constraint or invariant
preservation,

just as writing a program for the specification!

FMs do not find all gaps in understanding!
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Reality, Cont’d RE

As Gordon and Bieman observe, omissions of
functions are difficult to recognize in formal
specifications,

... just as they are in programs!
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Most Errors Introduced RE

During Requirements Specification

Boehm [1981]: At TRW, 54% of all errors were
detected after coding and unit test; and, 65-
85% of these errors were allocatable to the
requirements, design, and documentation
stages rather than the coding stage, which
accounted for only 25% of the errors.
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Requirements Errors, Cont’d. RE

In many cases, erroneous behavior is actually
required.

In other cases, no behavior is required, but
what happens is not right.
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Usefulness of Verification RE

So, it is not clear how useful is code
verification, the most expensive by an order of
magnitude, if only 25% or fewer of the errors
are introduced during development (and they
are probably the easiest to fix).
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Usefulness, Cont’d RE

It seems that it’s more cost effective to spend
15% more than development costs (i.e., 115%)
for development with inspections than to
spend 10 fold for development with
verification, just to eliminate the relatively few
coding errors.

Therefore, the focus of FMs must be on
requirements (more later).
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Errors of Omission RE

But, if FMs are not so helpful to find errors of
omission, what is helpful?
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Errors of Omission, Cont’d RE

Having lots of smart people thinking,
brainstorming, and talking about the
requirements!

And you know? FMers are pretty smart people.

So maybe having FMers is more important
than doing FMs.

Also, building the CBS twice!
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Second Time Phenomenon RE

“Specification and Prototyping:
Some Thoughts on Why

They Are Successful”

{Daniel M. Berry, Jeannette M. Wing}
Proceedings of TAPSOFT Conference

pp. 117–128, Berlin, March 1985
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Second Time, Cont’d RE

We believe that formal methods work, but not
because of any inherent property of formal
methods as opposed to just plain
programming (which is really also a formal
method).

Rather, because of the second time
phenomenon, which is:
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Second Time, Cont’d RE

If you do anything a second time around you
do better, because you have learned from your
mistakes the first time around.

Indeed, Fred Brooks says:

“Plan to throw one [the first one] away; you
will anyway!”

In other words, you cannot get it right until the
second time.
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Second Time, Cont’d RE

If you write a formal specification and then
you write code, you’ve done the problem
formally two times.

Of course, the code will be better than if you
had not done the formal specification.

It’s the second time!
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Two Formal Times RE

Note that doing it informally the first time and
then writing code does not have the same
effect.

It’s too easy to handwave and overlook details
and thus fail to find the mistakes from which
you learn.

It’s gotta be two formal developments,
specifications or code, for the two-time
phenomenon to work.
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Requirements Centered RE

Observe how this is all requirements centered.

You are not going to fix implementation errors
the second time around:

g not the same implementation

g even if it were the same, you can introduce
new errors in the rewrite

The focus of the redoing is on understanding
the essence and eliminating requirement
errors.
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Euripedes said: RE

“Second thoughts are always wiser”
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Important Fact FM

Remember that a program itself is a formal
specification.

The programming language is a formally
defined language with precise semantics just
like Z, in fact, even more so than Z, which
purposely leaves some things undefined.

One could not prove the consistency of
specifications and code if code were not
formal!
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Programming as a FM FM

Programming itself is a FM in the sense that
writing a formal specification is a FM!

Remember that programming is building a
theory from the programming language and
library of abstractions (the ground) up, just
like making new mathematics.

But there are some fundamental differences
between a program and a math model, as it’s
usually done.
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Math Model vs. Program FM

Each is a model of the real world.

Different audience:

g math model read by smart human; can deal
with “YUWIM”

g program read by dumb computer; cannot
deal with “YUWIM”
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Math vs. Program, Cont’d FM

Because of difference in audience,

g math model can get away with
simplifications and approximations for
tractability;

g program must deal with every detail, with
no approximation, or else program fails at
exception conditions, e.g., plane crashes.
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Fickas on Outliers FM

Steve Fickas once said,

“Sciences ignore outliers.”

But, robust software cannot.
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Central Math Model in Code FM

In a program based on a mathematical model
of some real-world phenomenon, …

the mathematical model amounts to 20% of
the code, and the code to deal with the
outliers, the approximations, the exceptions,
etc. amounts to 80% of the code.
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Code as Math Model FM

So, code is a much more complete
mathematical model than most mathematical
models produced by mathematicians or
scientists.

Even then, as we saw with the World Model
and the ZJVF, it cannot be a perfect model.
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Knuth on Theory vs. Practice FM

Don Knuth once said,

“What were the lessons I learned from so
many years of intensive work on the practical
problem of setting type by computer? One of
the most important lessons, perhaps, is the
fact that SOFTWARE IS HARD …. From now
on I shall have significantly greater respect for
every successful software tool that I
encounter.
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Knuth, Cont’d FM

“During the past decade I was surprised to
learn that the writing of programs for TEX and
for proved to be much more difficult than all
the other things I had done (like proving
theorems or writing books). The creation of
good software demands a significantly higher
standard of accuracy than those other things
do, and it requires a longer attention span
than other intellectual tasks.”
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Knuth, Cont’d FM

His writing of a publicly usable, relatively
stable version of TEX took about 10 times
longer than he had expected.

He had planned to finish within one year,
during a sabbatical.
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The Inevitable Pain RE

of CBS Development

The inevitable pain of CBS development arises
from the fact that every CBS that is used in the
real world has to be updated in order to
respond to the changes in its requirements
that result from its being used.
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Inevitable Pain, Cont’d RE

Even if the initial development of the CBS
from its first requirements spec is systematic
by some method, possibly a FM, …

subsequent updates are SOTP patching jobs.

I have never heard of anyone throwing out the
current version of the CBS in order to apply its
development method to the updated
requirements spec.
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Inevitable Pain, Cont’d RE

Instead, he or she makes in situ modifications
of the requirements spec, the code, and all
other artifacts in between, …

to try to make all look like they are the result
of having applied the same development
method to the modified requirements spec.
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A Lie RE

That never quite works ( ).

g This updating is very difficult because it is
akin to lying perfectly consistently, which
is very hard to do.

g The lie is making all artifacts appear as if
they were produced during an application
of the development method to produce the
current version from scratch!
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A Lie, Cont’d RE

Change is relentless, and therefore, lying is
perennial!
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Change is Relentless RE

Why is change in a CBS relentless? Because
of changes in the CBS’s requirements:

g We did not understand the CBS’s
requirements to begin with.

g We made mistakes in expressing what we
understood.

g We deployed the CBS into the real world,
giving rise to the Lehman feedback loop
that changes the CBS’s own requirements!
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What Does Work? FM

Good people, not good methods!
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Success Stories of FMs FM

The typical success story describes a FM
person convincing a project to apply some
particular FM.

The deal is that the FM person joins the team
and either does or leads the formalization
effort.
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Success Stories, Cont’d FM

The reported experience shows the FM person
slowly learning the domain from the experts
by asking lots of questions and making lots of
mistakes.

The end result is that the application of the FM
found many significant problems earlier and
the whole development was cheaper, faster,
etc. than expected.
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Failure Stories of FMs FM

I have not seen any.
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Mathematicians as FM

Ignoramuses

Martin Feather of JPL on Importance of
Ignorance Paper:

I have often wondered about the success
stories of applications of formal methods.
Should these successes be attributed to the
formal methods themselves, or rather to the
intelligence and capabilities of the proponents
of those methods?
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Mathematicians, Cont’d FM

Typically, proponents of any not-yet-
popularised approach must be skilled
practitioners and evangelists to [bring the
approach] to our attention. Formal methods
proponents seem to have the additional
characteristic of being particularly adept at
getting to the heart of any problem,
abstracting from extraneous details, carefully
organizing their whole approach to problem
solving, etc.
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Mathematicians, Cont’d FM

Surely, the involvement of such people would
be beneficial to almost any project, whether or
not they applied “formal methods.” Daniel
Berry’s contribution to the February 1995
Controversy Corner, “The Importance of
Ignorance in Requirements Engineering,”
provides further explanation as to why this
might be so.
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Mathematicians, Cont’d FM

In that column, Berry expounded upon the
beneficial effects of involving a “smart
ignoramus” in the process of requirements
engineering. Berry argued that the
“ignoramus” aspect (ignorance of the problem
domain) was advantageous because it tended
to lead to the elicitation of tacit assumptions.
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Mathematicians, Cont’d FM

He also recommended that “smart” comprise
(at least) “information hiding, and strong
typing ... attuned to spotting inconsistencies
... a good memory ... a good sense of
language...,” so as to be able to effectively
conduct the requirements process.
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Mathematicians, Cont’d FM

Formal methods people are usually
mathematically inclined. They have,
presumably, spent a good deal of time
studying mathematics. This ensures they meet
both of Berry’s criteria. Mastery of a non-trivial
amount of mathematics ensures their capacity
and willingness to deal with abstractions,
reason in a rigorous manner, etc., in other
words to meet many of the characteristics of
Berry’s “smartness” criterium.
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Mathematicians, Cont’d FM

Further, during the time they spent studying
mathematics, they were avoiding learning
about non-mathematics problem domains,
hence they are likely to also belong in Berry’s
“ignoramus” category. Thus a background in
formal methods serves as a strong filter,
letting through only those who would be an
asset to requirements engineering.
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Real Value of FMs FM

Perhaps the real value of FMs is that they
attract really good people, the FMers, who is
good at dealing with abstractions, who is good
at modeling, etc., the smart ignoramus, into
working on the development of your CBS.

Managers know that the success of a CBS
development project depends more on
personnel issues than on technological
issues.
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Burkinshaw’s Observation FM

About 6 years after publishing the
“Importance of Ignorance” paper, I was told
about the quotation of P. Burkinshaw, an
attendee of the Second NATO Conference on
Software Engineering in Rome in 1969 (Buxton
and Randell, 1969)
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Burkinshaw, Cont’d FM

Get some intelligent ignoramus to read
through your documentation and try the
system; he will find many “holes” where
essential information has been omitted.
Unfortunately intelligent people don’t stay
ignorant too long, so ignorance becomes a
rather precious resource.
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Burkinshaw, Cont’d FM

Interestingly, this quotation was Burkinshaw’s
only recorded entry in the proceedings.

Thus, he had discovered the importance of
ignorance long before I had.

But there is more to Burkinshaw’s quotation,
one more sentence, in fact.
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Burkinshaw, Cont’d FM

Suitable late entrants to the project are
sometimes useful here.
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Another Possible Explanation FM

Ric Hehner offered another possible
explanation for the FMs success stories, at
least those that involve a FMs evangelist
joining a real project in an experimental
application of the FM.
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Hawthorne Effect FM

A study in the 1930s in Hawthorne, Illinois
discovered that the act of merely studying
individual behavior can impact it.

The participants in an experimental
application of FMs may try harder and
succeed simply because they are in an
experiment.
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Flawed Experiment FM

“Formal Methods Application: An Empirical
Tale of Software Development”, by Ann E. K.
Sobel and Michael R. Clarkson, IEEE
Transactions on Software Engineering 28:3,
157–161, March 2002

Attempt to empirically prove the effectiveness
of FMs in producing quality software.
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FMs vs. No FMs FM

They arranged two groups of teams of
university students

Each team in group number

1. learned FMs and used them in a term-long
project to develop a program

2. did not learn FMs and did term-long project
to develop same program
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Results FM

1. 100% of programs produced by FM teams
passed all of a set of 6 test cases.

2. Only 45.5% of programs produced by
nonFM teams passed all of same set of test
cases.

Wow!!
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Conclusions FM

Sobel and Clarkson’s Conclusions:

Since teams did not differ by all sorts of
academic measures, the successes were due
to the use of FMs

 2019 Daniel M. Berry History of Formal Methods My View of the Prehistory & History Pg. 237



Wrong! FM

Walter Tichy and I independently spotted the
flaw in the experiment (We ended up writing a
joint note).

Voluntary Selection!

Only students who had voluntarily taken an
optional course on FMs were in FMs teams.

NonFM teams consisted of only students who
had not taken this FMs course.
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No Control FM

Also, there was no control over whether the
FM teams actually used FMs in the
development.

Might be that the FM teams took advantage of
skills, e.g., abstracting, logical thinking, etc.,
used in FMs, to improve their programming
without actually doing any FM.

Not enough information to know.
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Alternative Explanation FM

Berry and Tichy offered an alternative theory
for results:

The reason for the success was presence of
the people who were interested in, and
presumably skilled in, in FMs, abstract
thinking, etc.

They program better naturally!
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Alternative …, Cont’d FM

The teams consisting of FMs users, whose
programs passed all the tests, were just
plainly and simply better programmers than
the teams not containing any FMs users,
whose programs did not pass all the tests.

No surprise there!

Don’t be too hard on Sobel and Clarkson!
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It’s Hard to Experiment FM

It’s really hard to devise a proper controlled
experiment that can test whether FMs, and not
properties of the subjects, are the cause of the
difference.

Also, in a university, it’s not considered
legitimate to force people to take a course as
heavy as and as advanced as “FMs”.
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Lesson Learned FM

Good FMers make good programmers.

So if you’re managing a SW development, hire
FMers to be your programmers!
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My Message to FMers FM

Forget about proving programs, i.e., code,
correct; it’s not cost effective:

g it increases development cost by an order
of magnitude;

g only 15–25% of all errors are introduced by
coding; and

g numerous experiments show that
inspection does a good job of eliminating
coding errors for only 15% overhead.
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My Message, Cont’d FM

Focus on getting correct & complete
requirements specs, where 75–85% of the
errors occur:

g FMs applied to make the specs more
correct, i.e., to eliminate errors of
commission & discover missing scope
determined requirements

g FMer applied to make the specs more
complete, i.e., to eliminate errors of
omission & discover new scope
determining requirements

 2019 Daniel M. Berry History of Formal Methods My View of the Prehistory & History Pg. 250



1

References

1. Alford, M.W.: A requirements engineering methodology for real-time processing requirements. IEEE Transactions on Software
Engineering 3(1) (1977) 60–69

2. Arbab, B., Berry, D.M.: Operational and denotational semantics of prolog. Journal of Logic Programming 4(4) (1987) 309–329
3. Becker, Z., Berry, D.: triroff, an adaptation of the device-independent troff for formatting tri-directional text. Electronic

Publishing — Origination, Dissemination, and Design 2(3) (1989) 119–142
4. Bell, T.E., Bixler, D.C., Dyer, M.E.: An extendable approach to computer-aided software requirements engineering. IEEE

Transactions on Software Engineering 3(1) (1977) 49–60
5. Berry, D.M.: On the Design and Specification of the Programming Language Oregano. PhD thesis, Applied Mathematics

Department, Brown University, Providence RI, USA (1974)
6. Berry, D.M.: The inevitable pain of software development: Why there is no silver bullet. In: Radical Innovation of Software

and Systems Engineering in the Future, Proceedings of the 2002 Monterey Conference. Number 2941 in LNCS, Berlin, DE,
Springer (2004) 50–74

7. Berry, D.M.: “What, not how?”: The case of specifications of the New York bagel. Annals of Improbable Research 15(1)
(2009) 6–10

8. Berry, D.M., Chirica, L.M., Johnston, J.B., Martin, D.F., Sorkin, A.: On the time required for reference count management in
retention block-structured languages, Part 1. International Journal of Computer & Information Sciences 7(1) (1978) 11–64

9. Berry, D.M., Chirica, L.M., Johnston, J.B., Martin, D.F., Sorkin, A.: On the time required for reference count management in
retention block-structured languages, Part 2. International Journal of Computer & Information Sciences 7(2) (1978) 91–119

10. Berry, D.M., Sorkin, A.: On the time required for garbage collection in retention block-structured languages. International
Journal of Computer & Information Sciences 7(4) (1978) 361–404

11. Berry, D.M., Tichy, W.F.: Formal methods application: an empirical tale of software development. IEEE Transactions on
Software Engineering 29(6) (2003) 567–571

12. Berry, D.M.: A denotational semantics for shared-memory parallelism and nondeterminism. Acta Informatica 21(6) (1985)
599–627

13. Berry, D.M.: An Ina JoTM proof manager for the Formal Development Method. SIGSOFT Software Engineering Notes 10(4)
(1985) 19–25

14. Berry, D.M.: Towards a formal basis for the Formal Development Method and the Ina JoTM specification language. IEEE
Transactions on Software Engineering SE-13(2) (1987) 184–201

15. Berry, D.M.: The importance of ignorance in requirements engineering. Journal of Systems and Software 28(2) (1995) 179–184
16. Berry, D.M.: Stretching letter and slanted-baseline formatting for arabic, hebrew, and persian with ditroff/ffortid and dynamic

postscript fonts. Software Practice & Experience 29(15) (1999) 1417–1457
17. Berry, D.M.: Formal methods, the very idea: Some thoughts about why they work when they work. Science of Computer

Programming 42(1) (2002) 11–27
18. Berry, D.M.: The importance of ignorance in requirements engineering: An earlier sighting and a revisitation. Journal of

Systems and Software 60(1) (2002) 83–85
19. Berry, D.M.: The essential similarity and differences between mathematical modeling and programming. Science of Computer

Programming 78(9) (2013) 1208–1211
20. Berry, D.M., Berry, O.: The programmer-client interaction in arriving at program specifications: Guidelines and linguistic

requirements. In Knuth, E., ed.: Proceedings of IFIP TC2 Working Conference on System Description Methodologies. (1983)
275–292

21. Berry, D.M., Czarnecki, K., Antkiewicz, M., AbdElRazik, M.: Requirements determination is unstoppable: An experience
report. In: Proceedings of the Eighteenth IEEE International Requirements Engineering Conference (RE 2010). (2010) 311–
316

22. {Berry, D.M., Wing, J.M.}: Specifying and prototyping: Some thoughts on why they are successful. In: Proceedings of
the International Joint Conference on Theory and Practice of Software Development (TAPSOFT) on Formal Methods and
Software, Vol.2: Colloquium on Software Engineering (CSE). (1985) 117–128

23. Boehm, B.W.: Software Engineering Economics. Prentice-Hall, Englewood Cliffs, NJ, USA (1981)
24. Brooks, Jr., F.P.: The Mythical Man-Month: Essays on Software Engineering. Addison-Wesley, Reading, MA, USA (1975)
25. Brooks, Jr., F.P.: No silver bullet: Essence and accidents of software engineering. Computer 20(4) (1987) 10–19
26. Buchman, C., Berry, D.M., Gonczarowski, J.: DITROFF/FFORTID, an adaptation of the UNIX/DITROFF for formatting

bidirectional text. ACM Transactions on Information Systems 3(4) (1985) 380–397
27. Davis, M., Lanin, A., Glass, A.: Unicode R© standard annex #9, Unicode bidirectional algorithm (2019) http://unicode.

org/reports/tr9/.
28. De Millo, R.A., Lipton, R.J., Perlis, A.J.: Social processes and proofs of theorems and programs. Communications of the ACM

22(5) (1979) 271–280
29. Ebenau, R.G., Strauss, S.H.: Software Inspection Process. McGraw-Hill, New York, NY, USA (1994)

http://unicode.org/reports/tr9/
http://unicode.org/reports/tr9/


2

30. Eckmann, S.: FDM. In Marciniak, J.J., ed.: Encyclopedia of Software Engineering. Second edn. Wiley-Interscience (2002)
31. Estrin, G.: The story of SARA. In: Proceedings of IFIP Working Conference on Methodology for Computer System Design.

(1983)
32. Estrin, G.: SARA in the design room. In: Proceedings of the 1985 ACM Thirteenth Annual Conference on Computer Science

(CSC). (1985) 1–12
33. Fagan, M.E.: Design and code inspections to reduce errors in program development. IBM Systems Journal 15(3) (1976)

182–211
34. Feiertag, R.J., Neumann, P.G.: The foundations of a provably secure operating system (PSOS). In: International Workshop on

Managing Requirements Knowledge (MARK). (1979) 329–334
35. Forsberg, K., Mooz, H.: System engineering overview. In Thayer, R.H., Bailin, S.C., Dorfman, M., eds.: Software Require-

ments Engineering, Second Edition. IEEE Computer Society, Los Alamitos, CA, USA (1997) 44–72
36. Forty Years of Requirements Engineering — Looking Forward and Looking Back (RE@40): (2017) https://www.ifi.

uzh.ch/en/rerg/RE-40.html.
37. Gilb, T., Graham, D.: Software Inspection. Fifth edn. Addison-Wesley Longman, Boston, MA, USA (1993)
38. Goguen, J.A.: Requirements engineering as the reconciliation of technical and social issues. Technical report, Centre for

Requirements and Foundations, Programming Research Group, Oxford University Computing Lab, Oxford, UK (October
1993) modified version later published as [39].

39. Goguen, J.A.: Requirements engineering as the reconciliation of technical and social issues. In Goguen, J.A., Jirotka, M., eds.:
Requirements Engineering: Social and Technical Issues, London, UK, Academic (1994) 165–199 article in [40].

40. Goguen, J.A., Jirotka, M.: Requirements Engineering: Social and Technical Issues. Academic, London, UK (1994)
41. Gunter, C.A., Gunter, E.L., Jackson, M., Zave, P.: A reference model for requirements and specifications. IEEE Software 17(3)

(2000) 37–43
42. Habusha, U., Berry, D.: vi.iv, a bi-directional version of the vi full-screen editor. Electronic Publishing — Origination,

Dissemination, and Design 3(2) (1990) 65–91
43. Hadar, I., Zamansky, A., Berry, D.M.: The inconsistency between theory and practice in managing inconsistency in require-

ments engineering. Empirical Software Engineering (2019) https://doi.org/10.1007/s10664-019-09718-5.
44. Harris Cheheyl, M., Gasser, M., Huff, G.A., Millen, J.K.: Verifying security. ACM Computing Surveys 13(3) (1981)
45. Hayes, I., Jackson, M., Jones, C.: Determining the specification of a control system from that of its environment. In Araki, K.,

Gnesi, S., Mandrioli, D., eds.: Formal Methods (FME). Volume 2805 of LNCS. Springer, Berlin, DE (2003) 154–169
46. Hernandes, E.M., Belgamo, A., Fabbri, S.: Experimental studies in software inspection process - A systematic mapping. In:

ICEIS 2013 - Proceedings of the 15th International Conference on Enterprise Information Systems, Volume 1. (2013) 66–76
47. Hoare, C.A.R.: Personal communication via electronic mail (August 2009)
48. IEEE International Requirements Engineering Conference (RE): http://requirements-engineering.org.
49. IEEE Transactions on Software Engineering. 3(1) (1977)
50. IFIP Working Group 2.1 on Algorithmic Languages and Calculi: http://ifipwg21.org.
51. International Working Conference on Requirements Engineering: Foundation for Software Quality (REFSQ): https://

refsq.org/.
52. International Workshop on Software Specification and Design: https://ieeexplore.ieee.org/xpl/conhome/

1000702/all-proceedings.
53. Jackson, M.: Problems and requirements [Software development]. In: Proceedings of the Second IEEE International Sympo-

sium on Requirements Engineering (RE). (1995) 2–8
54. Jackson, M.: Software Requirements & Specifications: A Lexicon of Practice, Principles and Prejudices. ACM/Addison-

Wesley, New York, NY, USA (1995)
55. Jones, C.B., Hayes, I.J., Jackson, M.A.: Deriving specifications for systems that are connected to the physical world. In Jones,

C.B., Liu, Z., J., W., eds.: Formal Methods and Hybrid Real-Time Systems. Volume 4700 of LNCS. Springer, Berlin, DE
(2007)

56. Kemmerer, R.A.: Formal Verification of the UCLA Security Kernel: Abstract Model, Mapping Functions, Theorem Generation,
and Proofs. PhD thesis, Computer Science Department, University of California, Los Angeles, Los Angeles, CA, USA (1979)

57. Knuth, D.E.: The TEXbook. Addison-Wesley, Reading, MA, USA (1984)
58. Knuth, D.E.: Theory and practice. Theoretical Computer Science 90(1) (1991)
59. Knuth, D.E.: Digital Typography. Center for the Study of Language and Information, Stanford, CA, USA (1999)
60. Knuth, D.E.: TEX and METAFONT: New Directions in Typesetting. American Mathematical Society, Boston, MA, USA

(1979)
61. Lehman, M.M.: Programs, life cycles, and laws of software evolution. Proceedings of the IEEE 68(9) (1980) 1060–1076
62. Lehman, M.M.: Laws of software evolution revisited. In: Proceedings of the 5th European Workshop on Software Process

Technology, Springer-Verlag (1996) 108–124
63. Naur, P., Randell, B.: Software engineering, Report on a conference sponsored by the NATO science committee (1968)

http://homepages.cs.ncl.ac.uk/brian.randell/NATO/nato1968.PDF.

https://www.ifi.uzh.ch/en/rerg/RE-40.html
https://www.ifi.uzh.ch/en/rerg/RE-40.html
http://requirements-engineering.org
http://ifipwg21.org
https://refsq.org/
https://refsq.org/
https://ieeexplore.ieee.org/xpl/conhome/1000702/all-proceedings
https://ieeexplore.ieee.org/xpl/conhome/1000702/all-proceedings
http://homepages.cs.ncl.ac.uk/brian.randell/NATO/nato1968.PDF


3

64. Niknafs, A., Berry, D.M.: The impact of domain knowledge on the effectiveness of requirements engineering activities.
Empirical Software Engineering 22(4) (2017) 2001–2049

65. Razouk, R.R., Vernon, M., Estrin, G.: Evaluation methods in SARA—the graph model simulator. ACM SIGSIM Simulation
Digest 11(1) (1979) 189–206

66. Requirements Engineering (Journal): https://link.springer.com/journal/766.
67. Schach, S.R.: Software Engineering. Second edn. Aksen Associates & Irwin, Boston, MA, USA (1992)
68. Scheid, J., Anderson, S., Martin, R., Holtsberg, S.: The Ina JoTM specification language reference manual. Technical Report

Rep. TM-(L)-6021/001/02, System Development Corp. (1986)
69. Schorre, D.V., Stein, J.: The interactive theorem prover (ITP) user manual. Technical Report Rep. TM-6889/000/04, System

Development Corp. (1984)
70. Sobel, A.E.K., Clarkson, M.R.: Formal methods application: An empirical tale of software development. IEEE Transactions

on Software Engineering 28(3) (2002) 308–320
71. Srouji, J., Berry, D.: Arabic formatting with ditroff/ffortid. Electronic Publishing — Origination, Dissemination, and Design

5(4) (1992) 163–208
72. Tony Hoare’s Wikipedia page: (2019) https://en.wikipedia.org/wiki/Tony_Hoare.
73. van Wijngaarden, A., Mailloux, B.J., Peck, J.E.L., Koster, C.H.A., Sintzoff, M., Lindsey, C.H., Meertens, L.G.L.T., Fisker,

R.G.: Revised report on the algorithmic language ALGOL 68. Acta Informatica 5(1) (1975) 1–236
74. Wegner, P.: Programming Languages, Information Structures, and Machine Organization. McGraw Hill, New York, NY, USA

(1968)
75. Yemini, S., Berry, D.M.: A modular verifiable exception handling mechanism. ACM Transactions Programmming Languages

and Systems 7(2) (1985) 214–243
76. Zave, P., Jackson, M.: Four dark corners of requirements engineering. ACM Transactions on Software Engineering and

Methodology (TOSEM) 6(1) (1997) 1–30

https://link.springer.com/journal/766
https://en.wikipedia.org/wiki/Tony_Hoare

	bib.pdf
	The Prehistory and History of RE (+ SE) as Seen by Me:How My Interest in FMs Helped to Move Me to RE and to Teach MeFundamental Impediments to Using FMs in SW Systems Development




