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Abstract

Despite widespread adoption, the impact of AI tools on software development in
the wild remains understudied. We conduct a randomized controlled trial (RCT)
to understand how AI tools at the February–June 2025 frontier affect the produc-
tivity of experienced open-source developers. 16 developers with moderate AI
experience complete 246 tasks in mature projects on which they have an aver-
age of 5 years of prior experience. Each task is randomly assigned to allow or
disallow usage of early-2025 AI tools. When AI tools are allowed, developers
primarily use Cursor Pro, a popular code editor, and Claude 3.5/3.7 Sonnet. Be-
fore starting tasks, developers forecast that allowing AI will reduce completion
time by 24%. After completing the study, developers estimate that allowing AI
reduced completion time by 20%. Surprisingly, we find that allowing AI actually
increases completion time by 19%—AI tooling slowed developers down. This
slowdown also contradicts predictions from experts in economics (39% shorter)
and ML (38% shorter). To understand this result, we collect and evaluate evi-
dence for 21 properties of our setting that a priori could contribute to the observed
slowdown effect—for example, the size and quality standards of projects, or prior
developer experience with AI tooling. Although the influence of experimental ar-
tifacts cannot be entirely ruled out, the robustness of the slowdown effect across
our analyses suggests it is unlikely to primarily be a function of our experimental
design.

1 Introduction

Software development is an important part of the modern economy, and a key domain for under-
standing and forecasting AI capabilities [1; 2]. Frontier AI systems demonstrate impressive capabil-
ities on a wide range of software benchmarks [3; 4; 5; 6; 7; 8; 9] and in experiments measuring AI’s
impact on developer productivity when completing synthetic tasks [10; 11]. However, tasks used in
these lab experiments sacrifice realism for scale and efficiency: the tasks are typically self-contained,
do not require much prior context/familiarity to understand and complete, and use algorithmic eval-
uation metrics which do not capture many important capabilities [12; 13; 14]. As a result, it can be
difficult to draw inferences from results on these evaluations about AI’s impact in practice.

To reduce the inferential gap between measurements of AI capabilities and real-world impact, one
can measure the impact of AI systems in real-world settings (i.e. field experiments). Existing field
experiments aimed at measuring AI’s impact on software development measure outcomes like num-
ber of added lines of code or number of tasks completed [15; 16; 17]. However, AI systems can
affect these outcomes without productivity actually increasing—for example, code can be more ver-
bose but functionally equivalent, and tasks can be broken up into multiple smaller tasks without the
total amount of work changing—making it challenging to interpret these results.

*Equal contribution. Correspondence to {nate, joel}@metr.org
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Figure 1: Experts and study participants (experienced open-source contributors) substantially over-
estimate how much AI assistance will speed up developers—tasks take 19% more time when study
participants can use AI tools like Cursor Pro. See Appendix D for detail on speedup percentage and
confidence interval methodology.

To directly measure the impact of AI tools on developer productivity, we conduct a randomized
controlled trial by having 16 developers complete 246 tasks (2.0 hours on average) on well-known
open-source repositories (23,000 stars on average) they regularly contribute to. Each task is ran-
domly assigned to allow or disallow AI usage, and we measure how long it takes developers to
complete tasks in each condition1. Developers, who typically have tens to hundreds of hours of
prior experience using LLMs2, use AI tools considered state-of-the-art during February–June 2025
(primarily Cursor Pro with Claude 3.5/3.7 Sonnet). We collect screen recordings as they work,
providing a rich data source for analysis.

Before tasks are randomized, developers forecast that allowing AI will reduce completion time by
24%. After study participation, developers estimate that allowing AI reduced completion time by
20%. Surprisingly, we find that allowing AI actually increases completion time by 19%— devel-
opers are slower when using AI tooling. Figure 1 displays this observed slowdown in contrast with
forecasts and post-hoc developer estimates of speedup from AI. We also collect forecasts of speedup
from machine learning and economics experts in academia and industry, and find that they also sub-
stantially overestimate our observed speedup.

To understand this surprising result, we manually label 143 hours of recordings of developers’ com-
puter screens while they work (representing 29% of the total hours spent by developers), which
allows us to decompose how they spend their time when working with and without AI assistance
at a resolution of ∼ 10 seconds. We additionally collect rich statistics from source-code manage-
ment systems, interview and survey participating developers, and conduct subset analyses to better
understand the nature of the slowdown result.

Using these various sources of data, we identify 21 properties of our setting and experimental de-
sign that we hypothesize a priori may contribute to the slowdown effect. We group these factors
into four categories: a) direct productivity loss, b) experimental artifact, c) factors raising human
performance, and d) factors limiting AI performance. We find evidence that 5 factors contribute to
the slowdown effect, we find mixed/unclear/no evidence for 10 factors, and we find evidence against
6 factors contributing to the slowdown effect. Section 3.3 presents these factors at a high level, and
Appendix C discusses each factor in detail. While we can’t completely rule out the impact of exper-

1Crucially, the tasks are defined before they are randomized, limiting the impact of effects from AI assistance
unrelated to productivity (e.g., more verbose but functionally equivalent code)

2While 93% of developers have previously used LLMs, only 44% have prior experience using the Cursor
IDE.
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imental artifacts, the slowdown effect appears broadly robust across a wide range of experimental
design decisions.

That said, many of the factors we find evidence for contributing to slowdown are specific to the
setting we study—these results do not imply that current AI systems are not useful in many realistic,
economically relevant settings. Furthermore, these results do not imply that future models will not
speed up developers in this exact setting—this is a salient possibility given the rapid pace of progress
in AI capabilities recently [2]. Finally, it remains possible that further improvements to current AI
systems (e.g. better prompting/agent scaffolding, or domain-specific finetuning) could yield positive
speedup in this setting.

Nonetheless, our results reveal a large disconnect between perceived and actual AI impact on de-
veloper productivity. Despite widespread adoption of AI tools and confident predictions of positive
speedup from both experts and developers, we observe that AI actually slows down experienced
developers in this setting.

1.1 Background

Speedup, but on synthetic tasks Literature on productivity improvements on software tasks due
to AI usage broadly finds that AI tools increase productivity. Peng et al. [10] and Paradis et al. [11]
find 56% and 21% speedups on coding tasks when using AI assistance, and Weber et al. [18] finds
a 65% increase in the rate of task requirements satisfied with AI tools. However, these studies use
artificial/synthetic tasks that make it difficult to directly draw inferences about the real-world impact
of AI tools. For example, Peng et al. [10] asks developers to implement a very basic HTTP server
in JavaScript to satisfy several automatic test cases that are shown to the developers—this task is a)
unrepresentative of most software development work, and b) likely to be similar to a large amount
of LLM training data, which may unfairly advantage AI systems relative to humans.

Speedup, but with non-fixed outcome measures Other literature uses tasks found “in the wild,”
either via natural experiments [16] or randomized controlled trials [15; 17], finding 14-51% in-
creases in output productivity metrics. However, these studies use outcome measures that are not
fixed in advance—i.e. lines of code written, number of code commits, and pull requests3 (PRs)
as their key outcome measures respectively. It’s possible for AI assistance to affect the outcomes
without actually increasing productivity, e.g. by causing developers to write more verbose but func-
tionally equivalent code, or causing them to break up pull requests into smaller chunks of work.

Impressive AI benchmark results This general consensus around AI tooling’s effect on software
developer productivity is perhaps unsurprising, given the impressive apparent capabilities of frontier
AIs on challenging question-answering and agentic tasks used in popular AI benchmarks [19; 20].

Heterogeneous effects by experience One important question that emerges given these impres-
sive results is whether productivity gains are captured by individuals of all experience levels. The
canonical framework of Agrawal et al. [21] treats AI as a fall in the cost of prediction, with distri-
butional consequences depending on which complementary sub-problems the tool does not solve.
Existing empirical work on the micro-level effects of generative AI tools tends to find that ac-
cess to these tools benefits less experienced workers more, compressing performance distributions
[22; 23; 10; 24].

These heterogeneous effects motivate our focus on highly skilled open-source developers, as there
has been relatively less research in this setting.

Mixed speedup results in other domains Some literature measures the impact of frontier AI
systems in settings other than software development, for example, for CBRN uplift risk assessment,
finding mixed results with recent AI systems [25; 26; 27; 28]. Other research finds substantial
productivity increases in non-software domains [22; 23].

Understanding AI’s economic impact Finally, some literature tries to predict how AI capability
advances might a) affect the rate of AI progress (e.g. if AI systems can substitute for human AI

3See Appendix F for a primer on open-source development terminology.

3

https://en.wikipedia.org/wiki/CBRN_defense
Daniel Berry
Highlight

Daniel Berry
Highlight

Daniel Berry
Highlight

Daniel Berry
Highlight

Daniel Berry
Highlight



Figure 2: Our experimental design. Tasks (referred to as issues) are defined before treatment as-
signment, screen recordings let us verify compliance (and provide a rich source of data for analysis),
and forecasts from experts and developers help us measure the gap between expectations and ob-
served results.

R&D labor), or b) broadly impact the economy. Leibowich et al. [29] interview AI researchers
about how full automation of AI R&D might alter the pace of advancement, several papers explore
the possibility of explosive economic growth via large-scale AI labor substitution [30; 31; 32], and
the economics literature includes both optimistic and skeptical perspectives on AI’s productivity
impact [33; 34; 35].

Our study primarily complements existing literature measuring the impact of AI on software devel-
opment by:

1. Testing AI models at the February–June 2025 frontier,

2. Using unfiltered, “live” open-source repository tasks rather than synthetic or cherry-picked
tasks,

3. Using a fixed outcome measure (speedup on tasks defined before randomized treatment
assignment),

4. Recruiting experienced engineers with years of expertise in the target repositories, and

5. Collecting rich data on time usage, AI code suggestions, and developers’ qualitative expe-
riences.

2 Methodology

2.1 Developers and Repositories

We recruit experienced developers from large open source repositories to work on real tasks defined
on these repositories. Developers come from a mix of our professional networks and from outreach
to active contributors to large, popular Github repositories. The developers are experienced software
engineers (typically over a decade of experience), and are regular contributors to the repositories
we use—on average, they have 5 years of experience working on their repository, representing 59%
of that repository’s lifetime, over which time they have made 1,500 commits to the repo. As an
incentive to participate, we pay developers $150/hour. Appendix G provides more detail about our
recruitment and incentivization process.

The repositories themselves are large and mature. On average, they have 23,000 stars, 1,100,000
lines of code, 4,900 forks, 20,000 commits, and 710 committers, and they broadly have very high
quality bars for code contributions. For example, one set of repository contribution guidelines con-
cludes: “Phew. While the above may be a lot to remember [..] the motivation for enforcing process
is to ensure that all code contributions meet a certain quality threshold.” Section G.7 details further
statistics about individual developers and repositories.
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Figure 3: Real issues completed during the study from the stdlibjs and mito repositories

2.2 Experimental Design

Each developer provides a list of real issues in their repository to work on as part of this study.
Issues are typically bug reports, feature requests, or work items used to coordinate development.
They range from brief problem descriptions to detailed analyses and represent work ranging from
minutes to hours. Two example issues are shown in Figure 3. Many issues are defined before the
study period begins, but some are created during the study period.4

After collecting this issue list, developers forecast how long each issue would take if they were
to complete it both with and without AI assistance. We use these forecasts as a proxy for issue
difficulty, and to measure per-issue speedup anticipated by the developer. These issues are then
randomized to one or the other condition via a simulated fair coin flip.5 If AI is allowed, developers
can use any AI tools or models they choose, including no AI tooling if they expect it to not be helpful.
If AI is not allowed, no generative AI tooling can be used.6

Developers then work on their assigned issues in their preferred order—they are allowed to flexibly
complete their work as they normally would, and sometimes work on multiple issues at a time. After
completing an issue to their satisfaction, they submit a pull request (PR) to their repository, which
is typically reviewed by another developer. They make any changes suggested by the PR reviewer,

4About half of issues included in the study were not formally defined on the repository, and instead were
tracked separately for our experiment. Importantly, all issues represent real work that developers wanted to
contribute to their repositories, and all work completed by developers is submitted and reviewed through each
repository’s standard source-code management system (e.g. GitHub/GitLab). Developers are asked to con-
tribute issues taking a maximum of two hours, or to break up issues taking longer into multiple issues.

525 issues early in the study were randomized differently. We show that results are not sensitive to inclu-
sion/exclusion of these issues in Section C.3.4, and we include these issues for statistical power.

6AI-based tab autocomplete is disallowed in the AI-disallowed condition if it uses LLMs (e.g. GitHub
Copilot) but allowed otherwise. Search engines, which sometimes use AI under the hood, remain allowed in
the AI-disallowed condition.
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and merge their completed PR into the repository7. As the repositories included in the study have
very high quality and review standards, merged PRs rarely contain mistakes or flaws. Finally, they
self-report how long they spend working on each issue before and after PR review.

See Section G.2 for the full written instructions given to developers before they start working.

2.2.1 AI Tools and Training

Two popular means of using modern large language model (LLM) based AI tools are via web-based
user interfaces (e.g. chatgpt.com) and the integrated development environment (IDE) Cursor Pro
(which we provide a subscription for). Cursor is a fork of the widely used VSCode IDE with near-
identical features, that additionally includes extra AI features like a language model chat interface,
and an AI agent tool that can search and edit files, run arbitrary bash commands, prompt/ask the
user for more details when relevant, and iterate/debug programs without constant input from users.
Developers have a range of experience using AI tools: 93% have prior experience with tools like
ChatGPT, but only 44% have experience using Cursor.

We provide developers with Cursor Pro subscriptions and conduct live basic training, validating that
developers are able to prompt Cursor effectively to edit files in their own codebase, accept changes,
and revert to previous checkpoints. However, we don’t require that they use Cursor specifically.
Developers working on issues for which AI is allowed can use any AI tools of their choosing, or no
AI tools if they prefer. See Section F.2 for further information on these two methods of accessing
AI assistance, and Appendix G for more detail about our training and onboarding process.

2.2.2 Data Collection

Contributors completed issues largely as they would outside of our experiment, with a few excep-
tions: they typically record their screen as they work (providing us with a source of rich data on their
AI usage and working patterns), when using AI they often use the Cursor IDE, which sometimes dif-
fers from their normal development environment (e.g. neovim, PyCharm), and they record details of
their working patterns after each issue is completed. Broadly, developers reported that they were not
significantly inconvenienced or affected by these differences compared to their normal workflows
(see section Section 3.3 for discussion of how experimental design may affect results). Developers
self-report the length of time they spend working on each issue before and after PR review.

2.3 Effect Estimation

We aim to measure the percentage change in issue time to completion due to AI, defined as:

S =
E[completion time with AI allowed]

E[completion time with AI disallowed]
− 1

A value of -50% would indicate issues assigned to AI-allowed taking half the time of issues assigned
to AI-disallowed; 0% would indicate that issues take the same time to complete with and without
AI-allowed; 100% would indicate that issues assigned to AI-allowed take twice as long as issues
assigned to AI-disallowed. For convenience and clarity, we typically report the absolute value of S,
and colloquially refer to negative values of as speedup, and positive values as slowdown8

We use the total implementation time (including both pre- and post-pull request review time) devel-
opers self-report spending on each issue to estimate the percentage change in issue completion time
due to AI. A small number of issues do not end up getting reviewed/merged for various reasons—
we impute the post-review implementation time of these issues with the mean post-review time
per treatment condition. Section C.3.4 shows that our results are robust to the specific imputation
method used.

We estimate S via a log-linear regression for total implementation time, incorporating estimates of
issue difficulty to reduce noise in our estimate. We also use adapted versions of this regression when

7Not all PRs end up getting merged by the end of the study period—see Section C.3.4 for discussion of how
this may affect results.

8This is a mild abuse of language, because speedup and slowdown refer to rates, while the quantity we
actually estimate and report is the percentage change in time from AI.
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examining how performance varies in different subsets of the data (to efficiently account for any
post-randomization issue difficulty imbalances that may be more pronounced within subsets). See
Appendix D for details of the regression approach used.

2.4 Supplementary Data Collection

Developer Forecasts and Post hoc Estimates Before randomizing each issue to either AI-allowed
or AI-disallowed, we ask developers to forecast how long they expect each issue to take if they are
allowed to use AI assistance, and if they are disallowed from using AI. This provides a measure
of issue difficulty independent of random treatment assignment, and enables us to assess developer
calibration and expectations regarding the usefulness of AI assistance for their work.

After the study’s conclusion, we ask developers to estimate post hoc how much AI tooling affected
the time it took them to complete issues. This helps us understand the relationship between individ-
uals’ beliefs about AI helpfulness and our measured effects.

The detailed instructions given to developers for per-issue forecasts and exit surveys are available in
Section G.2.

Expert Forecasts We solicit forecasts from experts in machine learning and economics in order
to compare our results against expert prior expectations regarding AI capabilities [36]. Machine
learning experts are a mix of industry professionals from frontier AI labs, and academics from
universities with leading graduate computer science programs. Economics experts are primarily
academics and PhD students from universities with leading economics graduate programs. See
Section E.5 for summary statistics of expert forecasts by expert group.

Experts are given detailed information about our study design, repositories participating in our ex-
periment, and the proportion of developers who have prior experience with AI tooling (Section G.9).
They then report their prediction of our point estimate for E[time with AI disallowed]

E[time with AI allowed]
9.

To incentivize experts to make accurate forecasts, we offer to pay max(0, $50× (1− (true answer−
guessed answer)2)) for their point estimates.1011

Cursor Analytics Data We collect per-developer analytics data from Cursor’s analytics dash-
board, for the 13 developers we provide Cursor Pro subscriptions to. For each developer, we collect
their most-used model and the number of suggested and accepted lines of AI-generated code.

Exit Interviews and Surveys After the study’s conclusion, we conduct exit interviews and surveys
with all developers to assess where they found AI helpful, what strategies they used to effectively
elicit work from AI, whether they felt they improved at using AI tooling over the course of the
study, and to estimate how much they were sped up by AI during the study. Full details of the exit
interviews are available in Section G.5.1.

Qualitative Evidence Throughout the study we collect qualitative evidence from developers, to
form a more comprehensive understanding of their experiences using AI tools. Developers are in-
structed to take detailed notes regarding their experience and usage of AI tools, and we use inductive
coding—where we iteratively read through the data to identify recurring patterns, create and refine
categories as they emerge, and reorganize excerpts until stable themes develop—to cluster excerpts
from these notes. Qualitative results in Section 3.3 (particularly quotes from developers) were col-
lected primarily with this methodology. However, to investigate initial hypotheses, we often ask
developers probing/targeted questions, so we cannot rule out bias from this type of qualitative evi-
dence.

9Note that the estimate we use for Figure 1 is transformed to represent E[T | AI=1]
E[T | AI=0]

− 1. It is not necessarily

true that forecasters’ belief about the point estimate of E[T | AI=1]
E[T | AI=0]

is equal to the reciprocal of their belief about

the point estimate of E[T | AI=0]
E[T | AI=1]

.
10Approximately one-third of forecasters are offered a maximum of $100 rather than $50.
11Taking a maximum with 0 makes our scoring rule improper [37]—their reward is not necessarily maxi-

mized at their true belief. We use this scoring rule for simplicity and clarity.
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Figure 4: Left: Raw average forecasted implementation times. Right: Raw average observed im-
plementation times. The ratio of observed implementation times gives a more extreme slowdown
estimate than regression-based estimates (Section D.1) because AI-allowed issues are forecasted
(importantly, before treatment assignment) by developers to take slightly longer, which the regres-
sion corrects for. Both: Section D.5 describes confidence intervals around ratios of average times.

Fine-Grained Screen Recording Activity Labels To compare how developers spend their time
with and without AI assistance, we manually label a subset of 128 screen recordings with fine-
grained activity labels, totaling 143 hours of video. In results based on these labeled screen record-
ings, we filter to remove issues where we find cheating, issues where the screen recording is broken
for >10% of recording time, and issues with a >20% discrepancy between self-reported time and
the recording time. This results in 74 recordings representing 84 hours of video for further analysis.

We label whether developers are: actively writing code, testing and debugging their code, reading
or searching for information, using Git or managing their environment, prompting an AI system,
waiting on an AI system to generate output, reviewing AI outputs, or idling/doing other miscella-
neous work. Each high-level label is further broken down into one of 27 fine-grained categories.
Labels have a resolution of ∼ 10 seconds. Section G.8 describes the instructions and process used
for labeling screen recordings.

3 Results

Developers complete 136 issues with AI-allowed and 110 issues with AI-disallowed. Section G.7
shows the number of issues completed across repositories and developers, respectively. We find that
when developers use AI tools, they implement issues in 19% more time on average (Figure 1), and
nearly all quantiles of observed implementation time see AI-allowed issues taking longer (Figure 5).
That is, developers are slower when using AI is allowed. Colloquially, we refer to this result that
issues with AI-allowed take longer than issues with AI-disallowed as slowdown.

3.1 Forecasts

Developer Forecasts and Post hoc Estimates Before developers complete each issue, they fore-
cast how long they expect them to take with and without AI assistance. On average, they forecast
speedup of 24%. Interestingly, after the experiment they post-hoc estimate that they were sped-up
by 20% when using AI is allowed—after they used AI assistance, they estimate similar speedup as
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Figure 5: Empirical cumulative distribution functions of observed implementation times. Percentile
ordering is calculated separately for each treatment group.

before, despite the fact that they are in fact slowed down by 19% (Figure 1). Figure 4 displays the
raw average forecasted and observed implementation times12.

Despite developers forecasting speedup from AI (while they are slowed down), developer forecasts
are informative about completion time—the Pearson correlation between the time developers fore-
cast AI-allowed issues taking and the actual time they take is 0.64, and the correlation between the
time developers forecast AI-disallowed issues taking and the actual time they take is 0.59. This
suggests that developers are broadly well-calibrated on the relative amount of time that issues will
take, but their expectations regarding the usefulness of AI assistance are reversed.

Expert Forecasts Speedup forecasts from 34 economics experts and 54 machine learning experts
overestimate speedup even more drastically than developers, predicting AI will lead to decreases
in implementation time of 39% and 38%, respectively (Figure 1). We show distributions of expert
forecasts in Section E.5.

3.2 Activity Labels

On a subset of 74 issues for which we have valid screen recordings, we manually label the activities
developers engage in while they work. Figure 6 shows the percentage of time developers spend
for each type of issue (AI-allowed or AI-disallowed). When allowed to use AI, developers spend a
smaller proportion of their time actively coding and reading/searching for information. Instead, they
spend time reviewing AI outputs, prompting AI systems, and waiting for AI generations. Interest-
ingly, they also spend a somewhat higher proportion of their time idle, where their screen recording
doesn’t show any activity. Section E.4 shows the number of minutes spent on average in each cate-
gory (instead of percentage time spent), as well as the distributions of labels broken down into more
fine-grained activities.

12The raw percentage difference in implementation times between AI-allowed and AI-disallowed issues is
34%, which is larger in absolute value than the 19% slowdown estimated using the regression specified in
Section D.1. This is true because AI-allowed issues ended up being slightly more difficult than AI-disallowed
issues after randomization, as measured by the forecasted AI-disallowed times (not statistically significant; see
Table 4). Our regression accounts for this, while this simple ratio estimator does not. See Figure 13 for results
implied by alternative estimators.
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Figure 6: On the subset of labeled screen recordings, when AI is allowed, developers spend less
time actively coding and searching for/reading information, and instead spend time prompting AI,
waiting on and reviewing AI outputs, and idle. Figure 19 shows the absolute (average) minutes spent
in each category, and Figure 21 presents these results broken down into 27 fine-grained categories.

3.3 Factor Analysis

Given the surprising nature of this result, we investigate 21 potential contributing factors that may
contribute to developers spending more time on tasks when AI usage is allowed. We group these
factors into four categories:

• Direct productivity loss (Ý): mechanisms by which the use of AI tools actively slows
down development.

• Experimental artifact (e): confounders from our experimental setup or procedures that
may introduce biases, or limit the external validity.

• Raises developer performance ( ): attributes of the issues, repositories, or setting that
improve developer ability relative to AI.

• Limits AI performance (Æ): attributes of the issues, repositories, or AI/environment tool-
ing that diminish AI’s effectiveness relative to developers.

Using entry and exit surveys, screen recordings, developer interviews, and subset analyses we
find qualitative and quantitative evidence that 5 of the 21 factors contribute to slowdown, we find
mixed/unclear/no evidence that 10 of the factors contribute to slowdown, and we find evidence
against 6 of the factors contributing. However, we strongly caution against over-indexing on the ba-
sis of any individual pieces of evidence, as we are not powered for statistically significant multiple
comparisons when subsetting our data. This analysis is intended to provide speculative, suggestive
evidence about the mechanisms behind slowdown. Appendix C discusses the evidence for/against
each factor in Table 1.

4 Discussion

We provide evidence that recent AI systems slow down experienced open-source developers with
moderate AI experience completing real issues on large, popular repositories they are highly familiar
with. This observed slowdown serves as some evidence that AI capabilities in the wild may be lower
than results on commonly used benchmarks may suggest.

Furthermore, we show that both experts and developers drastically overestimate the usefulness of AI
on developer productivity, even after they have spent many hours using the tools. This underscores
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Factors likely to contribute to slowdown

Factor Type Relevant Observations

Over-optimism about AI usefulness
(C.1.1)

Ý • Developers forecast AI will decrease implementation time by 24%
• Developers post hoc estimate AI decreased implementation time by 20%

High developer familiarity with reposito-
ries (C.1.2)

  • Developers slowed down more on issues they are more familiar with
• Developers report that their experience makes it difficult for AI to help them
• Developers average 5 years experience and 1,500 commits on repositories

Large and complex repositories (C.1.3) Æ • Developers report AI performs worse in large and complex environments
• Repositories average 10 years old with >1,100,000 lines of code

Low AI reliability (C.1.4) Æ • Developers accept <44% of AI generations
• Majority report making major changes to clean up AI code
• 9% of time spent reviewing/cleaning AI outputs

Implicit repository context (C.1.5) Æ   • Developers report AI doesn’t utilize important tacit knowledge or context

Factors with unclear effect on slowdown

Factor Type Relevant Observations

Experimentally driven overuse of AI
(C.2.1)

e • Developers sometimes report overuse due to experiment
• Similar slowdown from developers reporting overuse vs. normal use

Unrepresentative task distribution
(C.2.2)

e • Developers report issues are standard but on the shorter side
• Excludes non-programming tasks developers complete in normal work

AI increasing issue scope (C.2.3) e • Developers who report scope creep see less slowdown
• Mixed developer reports on AI’s impact on scope
• 47% more lines of code per forecasted hour in AI-allowed issues

Bias from issue completion order (C.2.4) e • Developers decide order post randomization

Sampling bias in developer recruitment
(C.2.5)

e • Developers who rely heavily on AI may be less likely to participate

Trading speed for ease (C.2.6) Ý • Some developers report using AI is less effortful
• High developer retention on Cursor

Low quality initial pull requests (C.2.7) Ý • Minor difference in mean post-review times between conditions
• Qualitatively similar PR quality between conditions

Below-average use of AI tools (C.2.8) Æ • Similar slowdown for developers with prior Cursor experience
• No clear learning effect across first 30-50 hours of Cursor usage
• Developers appear qualitatively in distribution for Cursor Pro users

AI generation latency (C.2.9) Æ • Mixed developer reports that waiting on AI generations was important
• Developers spend 4% of time waiting on AI generations

Suboptimal elicitation (C.2.10) Æ • Developers use Cursor agents/chat in majority of AI-allowed issues
• Developers sample few tokens from models
• But existing literature finding positive speedup also uses few tokens
• Unused elicitation strategies could improve AI reliability

Factors unlikely to contribute to slowdown

Factor Type Relevant Observations

Unfamiliar development environment
(C.3.1)

e • Most developers use comparable IDEs between treatment conditions
• These developers still see slowdown of 24%
• No clear learning effects across first 30-50 hours of Cursor usage

Cheating or under-use of AI (C.3.2) e • AI used in all but 16.4% of allowed cases with labeled screen recordings
• Only 3 cheating instances in 54 screen recordings

Issue dropout (C.3.3) e • Developers with no accidental dropout see similar slowdown
• Issues dropped intentionally are qualitatively unbiased

Non-robust outcome measure (C.3.4) e • Alternative outcome measures yield similar slowdown

Non-robust estimator (C.3.5) e • Alternative estimators yield similar slowdown

Non-frontier model usage (C.3.6) Æ • Developers mostly use (at the time) frontier models

Table 1: Summary of factors that may a priori explain or contribute to slowdown, grouped by the
state of evidence for or against their impact on the slowdown effect.   are factors that raise human
performance, Æ are factors that limit AI performance, e are experimental artifacts that may bias/-
confound results, and Ý are factors that directly contribute to productivity losses.
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the importance of conducting field experiments with robust outcome measures, compared to relying
solely on expert forecasts or developer surveys.

4.1 Key Caveats

Setting-specific factors We caution readers against overgeneralizing on the basis of our results.
The slowdown we observe does not imply that current AI tools do not often improve developer’s
productivity—we find evidence that the high developer familiarity with repositories and the size and
maturity of the repositories both contribute to the observed slowdown, and these factors do not apply
in many software development settings. For example, our results are consistent with small greenfield
projects or development in unfamiliar codebases seeing substantial speedup from AI assistance.

AI-specific factors We expect that AI systems that have higher fundamental reliability, lower
latency, and/or are better elicited (e.g. via more inference compute/tokens, more skilled prompt-
ing/scaffolding, or explicit fine-tuning on repositories) could speed up developers in our setting (i.e.
experienced open-source developers on large repositories).

Agents can make meaningful progress on issues We have preliminary evidence (forthcoming)
that fully autonomous AI agents using Claude 3.7 Sonnet can often correctly implement the core
functionality of issues on several repositories that are included in our study, although they fail to
fully satisfy all requirements (typically leaving out important documentation, failing linting/styling
rules, and leaving out key unit or integration tests). This represents immense progress relative to the
state of AI just 1-2 years ago, and if progress continues apace (which is a priori at least plausible,
although not guaranteed), we may soon see significant speedup in this setting.
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B Extended Discussion

We do not provide evidence that: Clarification

AI systems do not currently speed up many
or most software developers

We do not claim that our developers or reposito-
ries represent a majority or plurality of software
development work

AI systems do not speed up individuals or
groups in domains other than software de-
velopment

We only study software development

AI systems in the near future will not speed
up developers in our exact setting

Progress is difficult to predict, and there has been
substantial AI progress over the past five years [2]

There are not ways of using existing AI
systems more effectively to achieve posi-
tive speedup in our exact setting

Cursor does not sample many tokens from
LLMs, it may not use optimal prompting/s-
caffolding, and domain/repository-specific
training/finetuning/few-shot learning could yield
positive speedup

Developers with much more experience us-
ing AI systems wouldn’t see speedup

While our developers appear to use AI tools com-
petently, it’s plausible that much more experience
could yield speedup. See Section C.2.8 for dis-
cussion/analysis of the impact of developers’ AI
experience on slowdown.

These developers are not sped up on any
tasks

We estimate that some developers experience
speedup from AI—see Figure 17 for per-
developer speedup estimates.

Table 2: Potential misconceptions about our work: what our evidence does not demonstrate about
AI and developer productivity.

Potential Misreadings of Results Given both the importance of understanding AI capabili-
ties/risks, and the diversity of perspectives on these topics, we feel it’s important to forestall potential
misunderstandings or over-generalizations of our results. We list claims that we do not provide evi-
dence for in Table 2.

Literature Comparison Table 3 compares relevant studies that measure the impact of AI tools on
software developer productivity, along key dimensions that distinguish our results from prior work.
Other relevant literature typically does not investigate the impact of AI systems more capable than
GPT-4 (which as of mid-2025 isn’t itself close to the frontier), and does not (in any individual study)
analyze tasks in the wild, with experienced developers, using outcome measures that correspond
directly with productivity and that are fixed before treatment assignment.
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Paper Result AI ≥ GPT-
4?

Non-
synthetic
tasks

Experienced,
high-
familiarity
devs

Fixed
outcome
measure

Peng et al. [10] ↑ 56% faster ✗ ✗ ✗ ✓

Weber et al. [18] ↑ 65% faster ✗ ✗ ✗ ✓

Cui et al. [17] ↑ 26% output ✗ ✓ ✓ ✗

Paradis et al. [11] ↑ 21% faster ? ✗ ✗ ✓

Gambacorta et al. [15] ↑ 55% output ✗ ✓ ✓ ✗

Yeverechyahu et al. [16] ↑ 37% output ✗ ✓ ✓ ✗

Our study ↓ 19% slower ✓ ✓ ✓ ✓

Table 3: Overview of key studies measuring the impact of AI tools on software development produc-
tivity. Paradis et al. [11] does not report the model(s) used internally.

C Factor Analysis

C.1 Factors driving slowdown

We observe 5 setting-specific factors that contribute to our observed slowdown, summarized in Ta-
ble 1.

C.1.1 Over-optimism about AI usefulness (Direct productivity loss)

On AI-allowed issues, developers are not required to use AI tools—they are instructed to use AI
assistance as much or as little as they would find helpful. Given this, we might expect the percentage
change in issue completion time due to AI to be lower-bounded at 0%—if a developer is aiming to
be as productive as possible, and they see that they are being slowed down by an AI tool, we’d expect
them to not continue using the AI tool.

However, developers have an overoptimistic picture of how AI affects their productivity, both before
and after they complete issues. Before starting issues, developers forecast that using AI will reduce
completion time by 24%. After completing issues, developers estimate that using AI reduced their
issue completion time by 20% on average. This overoptimistic view may lead developers to overuse
AI assistance, despite its negative effect on their productivity.

C.1.2 High developer familiarity with repositories (Raises developer performance)

We might expect that AI assistance is less helpful on tasks where developers are already highly
skilled, for example, because they have completed similar tasks previously, or because they have all
of the knowledge and skills required already.

Before developers complete each issue, they score how much “Prior Task Exposure”, they have
from 1 - 5, where 1 means “Never done this type of task before”, and 5 means “I am an expert at
this type of task”. We consider ratings of less than or equal to 3 to mean they have low prior task
exposure, and ratings higher than 3 to imply high prior task exposure (we selected this cutoff to
achieve roughly balanced ratings).

Figure 7 gives moderate evidence that developers are slowed down more on on issues where they
have high prior task exposure.

Developers also rate (before issues are randomized and completed) “External Resource Needs” from
1 - 3, where 1 means “I need extensive documentation / reference material / googling to complete this
task” and 3 means “I could complete this task entirely from memory and experience.” We consider
ratings of less than or equal to 2 to mean they have low external resource needs, and ratings higher
than 2 to imply high external resource needs (we selected this cutoff to achieve roughly balanced
ratings). Figure 7 presents moderate evidence that developers are slowed down more on issues where
they need fewer external resources.
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Figure 7: Developers are slowed down more on issues where they self-report having significant
prior task exposure, and on issues where they self-report having low external resource needs (e.g.
documentation, reference materials). We only collected this data for the latter half of issues com-
pleted in the study—this is why we have a smaller number of issues for our baseline slowdown
estimate. See Section D.4 for details on how we estimate heterogeneous treatment effects.

Qualitatively, developers note that AI is particularly helpful when working on unfamiliar issues, and
less helpful when working on familiar ones.

One developer working with unfamiliar datasets found that AI was helpful in answering “general
questions about e.g. EICAR.” Another developer noted that Cursor was “super helpful in figuring
out how to write a [frontend test.] I didn’t know how to do this before and on my third time asking
cursor for help with it, it came up with this solution.” Another developer, working with Git hooks,
noted that “Given that it was my first time with Git hooks, without AI the implementation would’ve
taken me [3 additional hours].” Sometimes, portions of one’s own codebase can be as unknown as
a new API. One developer noted that “cursor found a helper test function that I didn’t even know
existed when I asked it how we tested deprecations.”

On the other hand, developers note that AI is much less helpful on issues where they are expert. One
developer notes that “if I am the dedicated maintainer of a very specialized part of the codebase,
there is no way agent mode can do better than me.”

Broadly, we present moderate evidence that on the issues in our study, developers are slowed down
more when they have high prior task exposure and lower external resource needs. We hypothe-
size that analogously, AI helps our developers less compared to existing literature [10; 11] because
our developers have substantially more experience on their respective repositories (5 years and
1,500 commits on average). This would be consistent with the experience/familiarity effects ob-
served in Noy and Zhang [23]; Cui et al. [17].

C.1.3 Large and complex repositories (Limits AI performance)

Developers qualitatively note LLM tooling performs worse in more complex environments. One
developer says “it also made some weird changes in other parts of the code that cost me time to
find and remove [...] My feeling is the refactoring necessary for this PR was “too big” [and genAI]
introduced as many errors as it fixed.” Another developer comments that one prompt “failed to
properly apply the edits and started editing random other parts of the file,” and that these failures
seemed to be heavily related to “the size of a single file it is attempting to perform edits on.”.

We hypothesize that analogously to these size and complexity effects within our study, AI broadly
helps our developers less compared to existing randomized controlled trials (RCTs) measuring
speedup from AI tools because of the overall size and complexity of the repositories included—
participating repositories are on average about 10 years old and contain >1,100,000 lines of code,
compared to the more greenfield projects completed in Peng et al. [10], Paradis et al. [11], and We-
ber et al. [18]. This would be consistent with existing literature studying the effects of environment
complexity on AI performance [3; 38; 39].
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C.1.4 Low AI reliability (Limits AI performance)

When using Cursor, developers accept <44% of the generations.13 When developers do not accept
generations, we observe a mix of reattempting with different prompts, and giving up (i.e. reverting
the proposed changes).

This relatively low reliability qualitatively results in significant wasted time, as developers often
spend time reviewing, testing, or modifying AI generated code before they decide to reject it. One
developer notes that he “wasted at least an hour first trying to [solve a specific issue] with AI”
before eventually reverting all code changes and just implementing it without AI assistance.

Developers further note that even when they accept AI generations, they spend a significant amount
of time reviewing and editing AI generated code to ensure it meets their high standards. 75% report
that they read every line of AI generated code, and 56% of developers report that they often need to
make major changes to clean up AI code—when asked, 100% developers report needing to modify
AI generated code. One developer comments that AI generated code resulted in “more to fix up, in
terms of code conventions, code style”. Another developer says “I accept [AI generated code] [...]
then I feel like I do a lot of simplifying its code.”

Quantitatively, on the subset of 44 issues with valid labeled screen recordings, we find that when AI
is allowed, developers spend approximately 9% of their time reviewing and cleaning AI generated
outputs when working with AI.

C.1.5 Implicit repository context (Limits AI performance, Raises developer performance)

In software development, developers often rely on their own undocumented knowledge of the code-
base to assist design and implementation decisions. In our study, developers often note that AIs lack
this tacit codebase knowledge, resulting in less useful AI outputs. One developer notes that AI often
acts like a new contributor to the repository, and that “AI doesn’t pick the right location to make the
edits.” Another developer notes that while “we [..] know the data that will interact with the code,
but the model doesn’t know the data. It doesn’t know we need to take care of this weird case of
backwards compatibility and [thus] keep this specific line. And this is very hard to give as [context
to the model].”.

We hypothesize that the size and maturity of the included repositories increases the amount of tacit
knowledge that experienced developers rely on when completing their work—because AI systems
may have less access to this knowledge, it may be more difficult for them to assist experienced
developers on these issues.

C.2 Factors with an unclear effect on slowdown

We consider 10 factors that have mixed/unclear directional effect on speedup, including effects for
which we have no evidence in either direction.

C.2.1 Experimentally driven overuse of AI (Experimental artifact)

As this study is not blinded, developers’ awareness of the study may have changed their behavior.

Developers were instructed to use AI to whatever degree they thought would make them most pro-
ductive. After the study’s conclusion, we ask developers which best describes their AI usage: “using
AI as normal”, “experimenting with AI” or “using as much AI as possible.” Figure 8 doesn’t show
a clear effect when estimating speedup broken down by these labels.

However, qualitatively, several developers reported that their participation in the experiment some-
times led to them overusing AI in ways that were unproductive.

C.2.2 Unrepresentative task distribution (Experimental artifact)

The issues are intended to be as similar as possible to those that would have been worked on if this
study never took place. Developers who completed the study noted that issues were “completely

13We were not able to collect this data from 3 developers who used their own pre-existing Cursor Pro sub-
scriptions, so this statistic excludes them.
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Figure 8: Developers who report that they were experimenting with AI or using AI as much as
possible see greater slowdown than developers who report using AI as they normally would. See
Section D.4 for details on how we estimate heterogeneous treatment effects.

standard” and that “there’s nothing I did for this that I wouldn’t have done otherwise.”, and manual
review of issues confirm that the issues represent normal work on each repository.

However, the issues completed during this study do not capture all contributions developers make to
these repositories. As developers were asked to break larger issues into ≤ 2 hour issues if possible,
developers note that issues were smaller than average than their normal work. One developer com-
ments “It was the same set of tasks, but sampled from the small end.” Furthermore, developers make
other types of contributions to these repositories—the work of resolving issues does not capture PR
review, or design discussions, for example.

These selection pressures may have biased issues to be better scoped and more clearly defined than
the average work that developers complete on repositories. Existing literature would suggest that
this means AIs would perform better on these issues, which we might expect to speed up developers
(in contrast to our observed slowdown). However, better scoped issues may also be issues where
these expert developers perform better as well, making AIs less relatively useful, so the net effect of
this selection is unclear.

C.2.3 AI increasing issue scope (Experimental artifact)

A key design decision for our study is that issues are defined before they are randomized to AI-
allowed or AI-disallowed groups, which helps avoid confounding effects on the outcome measure
(in our case, the time issues take to complete). However, issues vary in how precisely their scope
is defined, so developers often have some flexibility with what they implement for each issue. This
raises a concern for measuring the impact of AI assistance on developer productivity—if developers
expand the scope of their work when using AI tools, even if those issues take longer their produc-
tivity might be similar to AI-disallowed issues (because they are getting more done).

We survey developers after the study period has ended, and ask if on average, they believed that they
experienced scope creep when working on AI-allowed issues. Figure 9 shows percentage change
in issue completion time due to AI broken down by responses to this question—interestingly, we
see that developers who report scope creep on AI-allowed issues are actually slowed down less than
developers who don’t report experiencing scope creep. This is evidence against the hypothesis that
slowdown is caused by developers increasing the scope of AI-allowed issues, however, it relies on
developer self-reports of scope creep, which may be unreliable or subjective.

Qualitatively, some developers self-report that AI does not change their implementations. One de-
veloper notes that due to his experience and knowing how changes should be made, “the scope is
not variable.” Another developer notes that AI would not change his approach to an issue, as “AI
was much more suggestable than I was.”

On the other hand, some developers note that the scope of issues sometimes changes as a result of
AI. One developer comments “If I didn’t have AI, I probably [...] not gone so ham on nailing the
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Figure 9: Speedup on issues broken down by whether the developer completing the issue reports
scope creep when using AI. See Section D.4 for details on how we estimate heterogeneous treatment
effects.

correct Python tooling.” Another developer notes “some of [code changes] were a little tedious, and
so I am like is this going to [be worth it without AI], but with AI [I make the changes].”

Quantitatively, we observe that developers write 47% (p = 0.16) more code per hour of AI-
disallowed forecasts, on issues where AI is allowed. This is not statistically significant, and as
discussed in section 1, an increase in the number of lines of code does not necessarily correspond to
greater productivity or a larger scope, because code can be more verbose but functionally equivalent.
Furthermore, this metric contains additional noise because files can be programatically generated by
automated systems, and we’re unable to collect the exact lines of code written by the human (or
human plus AI).

C.2.4 Bias from issue completion order (Experimental artifact)

Each developer typically has several issues that are randomized in batches, and can then choose
the order they complete these issues. This could cause a bias in completion times. For example, if
developers prefer to complete AI-disallowed issues when they have more energy, they may choose
to do do AI-disallowed issues first more often than AI-allowed issues, which could cause AI-allowed
issues to take longer even if AI would have decreased the implementation time without this ordering
effect.

While we receive no qualitative reports from developers that they prioritize issues in this way, we
do not have access to developers entire workflows, so we cannot fully rule out this effect.

C.2.5 Sampling bias in developer recruitment (Experimental artifact)

While we attempt to recruit a representative sample of experienced, open-source developers who
contribute to large, mature repositories, it’s possible that there is systematic bias in which developers
agree to participate.

For example, it may be the case that developers who rely heavily on AI tools for their work may
be less likely to participate, because they would be concerned/unhappy with losing access to AI
on 50% of their tasks. While this is not surfaced in any conversations/discussions with developers
during the recruitment process, it’s possible that the developers who ended up participating may be
less likely to use AI effectively for this reason.14 See Section C.2.8 for discussion of developers’
prior experience with AI tools.

14After the study’s conclusion, one developer noted that they were unlikely to participate in future iterations
of the study, because they didn’t want to be assigned to not use AI tooling on 50% of their work.
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Figure 10: We evaluate speedup on various subsets of developers’ prior experience with GitHub
Copilot, Cursor, and web LLMs (e.g. ChatGPT). Developers with prior Cursor experience (who
use Cursor in the study) are slowed down similarly to developers without prior Cursor experience,
and we see no difference between developers with/without Copilot or web LLM experience. See
Section D.4 for details on how we estimate heterogeneous treatment effects.

C.2.6 Trading speed for ease (Direct productivity loss)

One explanation for developers continuing to use AI assistance throughout the study despite it de-
creasing their productivity is that they are trading productivity for ease—perhaps the development
experience when using AI tools like Cursor is so much cognitively easier that developers choose to
use it even though they are slower on average. We qualitatively receive mixed reports from devel-
opers regarding how effortful work with AI tools is relative to work without them. One developer
notes that completing issues when using AI “felt like less effort.” Another developer noted that he
“didn’t really think about some of the problems” when using AI. However, another developer noted
that there was “no effort or approach difference [with AI].”

Quantitatively, we track whether developers continue using Cursor after the experiment period ends,
and find that 69% of developers continue using it after the study period has ended. This impressive
retention rate suggests that developers are getting some significant value from using Cursor, and it
seems unlikely this is solely a result of miscalibration on their productivity.

C.2.7 Low quality initial pull requests (Direct productivity loss)

One possible explanation for AI-allowed issues taking longer than AI-disallowed issues could be
that developers submit lower quality pull requests when using AI (e.g. because they do not fully
review or fix lower quality AI-generated code), and then have to spend extra time after PR review
making improvements/fixes.

We observe a statistically insignificant difference in the mean post-review implementation time (9
and 15 for AI-disallowed and AI-allowed issues respectively).

However, qualitatively, AI-allowed PRs do not appear to be of lower quality. Because developers
have typically spent many years contributing to their respective repositories, they anticipate the high
quality PR review standards; 100% of developers report that they “only submit high quality PRs”.

C.2.8 Below-average use of AI tools (Limits AI performance)

Although all developers have used AI tools previously (most have used LLMs for tens to hundreds
of hours), only 44% of developers have prior experience with Cursor. A priori, we could imagine
significant learning effects for these tools, such that individuals with experience using these tools
may be slowed down less than individuals without this experience.

Figure 10 breaks down the percentage change in issue completion time due to AI by different lev-
els of developers’ prior experience using AI tools. We don’t see meaningful differences between
developers based on prior experience with AI tooling.
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Figure 11: We see similar slowdown percentages when excluding up to the first eight AI-allowed
issues developers work on, suggesting that developers lacking basic skills around using AI effectively
does not contribute substantially to the slowdown result. See Section D.4 for details on how we
estimate heterogeneous treatment effects.

Figure 12: Speedup on issues where developers have varying hours of experience using Cursor
(including prior Cursor experience, plus their usage during the study period). We don’t see large
differences across the first 50 hours that developers use Cursor, but past 50 hours we observe pos-
itive speedup.15However, we are underpowered to draw strong conclusions from this analysis. See
Section D.4 for details on how we estimate heterogeneous treatment effects.

We further check if developers appear to get better at using AI over the course of the experiment
(Figure 11). There does not appear to be a meaningful difference in slowdown when excluding up to
the first eight AI-allowed issues each developer completes. This is evidence against the hypothesis
that slowdown is caused by our developers lacking basic skills in AI tool use that can be developed
in a short period of time.

To more directly assess the impact of learning effects and AI tool use skill on productivity, we
estimate speedup on issues bucketed by the number of hours of Cursor experience the developer had
when working on the issue (Figure 12). This includes the number of hours of Cursor experience they
self-report having before the experiment, as well as the number of hours they spend working on AI-
allowed issues. Up to 50 hours of Cursor experience, it broadly does not appear that more experience
reduces the slowdown effect. However, we see positive speedup for the one developer who has more
than 50 hours of Cursor experience, so it’s plausible that there is a high skill ceiling for using Cursor,
such that developers with significant experience see positive speedup. As developers spend more

15After this paper’s online publication, a second developer communicated that they made a mistake when
reporting their prior Cursor experience, and that in fact they had > 100 hours of Cursor experience before the
study. We observe slowdown on AI-allowed issues for this developer, and including their issues in the > 50
hours bucket in this figure moves that bucket’s point estimate from roughly 25% speedup to roughly 0%. We
leave this figure as-is to preserve methodological consistency between developers.
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time using AI assistance, however, their development skills without AI assistance may atrophy. This
could cause the observed speedup to mostly result from weaker AI-disallowed performance, instead
of stronger AI-allowed performance (which is the question we’re interested in). Overall, it’s unclear
how to interpret these results, and more research is needed to understand the impact of learning
effects with AI tools on developer productivity.

Broadly, we qualitatively observe that developers use Cursor at a level comparable to how well
the authors use Cursor for software development, which is largely unsurprising, given we provide
training at the beginning of the study, and periodic feedback throughout (Section G.3). While we
don’t expect that developers are using AI assistance optimally, we do not find evidence that they are
below-average in AI tool use ability.

C.2.9 AI generation latency (Limits AI performance)

All else equal, faster AI generations would result in developers being slowed down less. Qualita-
tively, a minority of developers note that they spend significant time waiting on AI to generate code.
One developer notes that for “larger refactorings, [AI generation] takes a couple of minutes”. An-
other developer notes that when waiting on AI generations, he “spends time on Twitter”. However,
not all developers feel majorly affected by this time, for example, one developer notes that he was
“never waiting for more than like 20 seconds.”

Quantitatively, on the subset of 44 issues with valid labeled screen recordings, we find that when AI
is allowed, developers spend approximately 4% of their time waiting on AI generated outputs when
working with AI. This percentage is small, but non-trivial.

Particularly given the recent benefits seen from inference/test-time compute, there are likely funda-
mental tradeoffs between AI output latency and performance/reliability. In general, we can imagine a
pareto frontier between these variables (either for a given model, or between models/architectures)—
but the optimal point on this frontier plausibly depends both on the domain, and on how exactly
humans use AI tools to substitute for their labor.

C.2.10 Suboptimal elicitation (Limits AI performance)

Cursor is one of the most widely used AI-enabled IDEs. Developers use Cursor agent/composer
and Cursor chat in 55% and 48% of AI-allowed issues (respectively), indicating they are reasonably
often using Cursor’s best (at the time) scaffolding.

However, normal usage of Cursor’s AI tools does not typically involve sampling more than a few
thousand tokens from models. Recent literature shows that model performance can improve signifi-
cantly with respect to the number of tokens sampled at inference time [40], so it’s natural to wonder
if the lack of speedup is driven by limited token spend.

We note that limited token spend would not explain the difference between our results and other
work that find positive speedup for programming tasks [10; 17].

However, we can imagine alternative elicitation strategies that effectively use much higher token
spend, like sampling many trajectories in parallel from agents and using an LLM judge (or e.g. self-
consistency [41]) to filter to the output most likely to be useful for the human. We do not provide
evidence about these elicitation strategies, as developers in our study typically use Cursor and web
LLMs like chatGPT, so it remains unclear how much effect these strategies would have on developer
productivity in the wild.

C.3 Factors unlikely to contribute to slowdown

We provide suggestive evidence that 6 factors are not contributing to observed slowdown, summa-
rized in Table 1.
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C.3.1 Unfamiliar development environment (Experimental artifact)

Developers qualitatively report VSCode and Cursor to be equivalent development experiences, when
AI features in both are turned off16. Thus, to make sure they don’t use AI features by accident when
AI is disallowed, some developers choose to use VSCode for AI-disallowed issues, and Cursor for
AI-allowed issues.

However, some developers do use different IDEs entirely for issues where AI is disallowed, and use
Cursor for AI-allowed issues. If developers are substantially more productive in these other envi-
ronments, e.g. because they are more familiar with keyboard shortcuts or have special personalized
tooling set-up, then even if AI is helpful, they might be slowed down substantially because they
aren’t used to using Cursor.

We find evidence that this does not contribute to slowdown. When we restrict to developers who are
using comparible IDEs between treatment conditions, we observe a slowdown of 24%.

Furthermore, if Cursor was difficult to use effectively, we might expect to see learning effects as de-
velopers personalize it and learn its features. To measure this, we estimate the percentage speedup as
developers use Cursor for different lengths of time. Figure 12 does not show meaningful differences
in slowdown across the first 50 hours of Cursor usage. Combined with the fact that developers rarely
note having any issues or bottlenecks using Cursor, this suggests that Cursor being an unfamiliar en-
vironment does not substantially contribute to slowdown.

C.3.2 Cheating or under-use of AI (Experimental artifact)

Observing screen recordings provides evidence that slowdown is not driven by developers not using
AI when they are allowed to, or because they cheat and do use AI when they are not allowed to.

On the subset of 44 manually labeled valid screen recordings where AI is allowed, we find that
developers do not use AI in only 16.4% of them, indicating that AI assistance was typically used on
issues where AI was allowed.

We observe 3 specific instances where AI tools were used on AI-disallowed issues, out of 54 labeled
AI-disallowed screen recordings, suggesting an overall cheating rate of ∼ 6%. At least one instance
of observed cheating appears to be accidental.

C.3.3 Issue dropout (Experimental artifact)

One potential source of bias are selection effects with respect to which issues are completed by
developers. For example, if developers can choose which issues they want to complete after the
issues are assigned as AI-allowed or AI-disallowed, they may choose to complete only easy AI-
disallowed issues (given their expectation that AI will speed them up). This would make AI-allowed
issues harder on average, which could contribute to slowdown.

To avoid this, developers commit to completing all issues after they are assigned to AI-allowed and
AI-disallowed buckets. However, as developers do not work on these repositories as their full-time
job, sometimes they fail to meet these commitments. 3 developers fail to complete 7 total issues
assigned to AI-disallowed, and 4 developers fail to complete 6 total issues assigned to AI-allowed.

However, this does not appear to be driving results. When we subset developers to those who have no
uncompleted AI-disallowed issues, we still find a slowdown of 42%. When we subset to developers
who have no uncompleted AI-allowed issues, we find a slowdown of 21%. And when we subset to
developers with no dropout on any issues, we find a slowdown of 21%.

Separately, 24 issues were intentionally dropped by developers, the leading reasons being: the issue
ended up being too hard to implement (11 issues), the issue was no longer relevant to their work
by the time they got to it (5 issues), or the issue was implemented by another developer instead (3
issues). If developers made the choice to drop these issues because they were not allowed to use AI,
this selection effect could bias results. However, when asked about de-prioritized issues, developers
confirm that the issues are not de-prioritized due to AI usage. We manually review these intentionally
dropped issues to confirm that they are not dropped for reasons related to their condition assignment.

16This is unsurprising because a) Cursor is a fork of VSCode, and b) Cursor has features to transfer settings,
keyboard shortcuts, and other configuration information directly from VSCode to Cursor.
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Figure 13: In addition to a basic ratio estimator, we also evaluate speedup when regressing
log(implementation time) on whether AI is allowed; whether AI is allowed and the log forecast
of implementation time with AI-allowed; and whether AI is allowed, the log forecast of implementa-
tion time with AI-disallowed, and developer fixed effects.

C.3.4 Non-robust outcome measure (Experimental artifact)

Imputation of Post-Review Time on Unreviewed Issues In Section 2.3, we describe how we im-
pute a small number (∼ 12%) of post-review implementation times for issues that were not reviewed
by the completion of the study. These 27 issues are balanced between AI-allowed and AI-disallowed
conditions, and the forecasted times to complete are similar, which substantially reduces the likeli-
hood of strong selection effects biasing results.

To quantitatively check the robustness of our post-review time imputation, we re-run our speedup
estimation in two ways: 1) we impute AI-allowed post-review implementation times as a constant
1 hour (while AI-disallowed post-review time is imputed as 0), and 2) we impute AI-disallowed
post-review implementation times as one hour (while AI-allowed is set to 0). This is intended
to simulate the case if post-review times for unreviewed issues were systematically biased for one
condition or the other, and because the mean post-review implementation times are 15 and 9 minutes
for AI-allowed and AI-disallowed issues respectively, this would represent a very extreme bias.
When imputing using this extreme bias, we still do not observe substantial impacts on our speedup
estimates in either case (14% and 23% slowdowns when using AI, respectively).

Self-Reported Times To validate that there is not significant bias in self-reported times that con-
tributes to slowdown, we also measure the slowdown percentage computed using the total length of
screen recordings associated with a given issue, instead of using self-reported times. We observe a
25% slowdown when using total screen recording time instead of the self-reported time spent, which
is similar to the 24% we observe when estimating speedup from self-reported implementation times
on the same subset of issues.

C.3.5 Non-robust estimator (Experimental artifact)

We evaluate the slowdown implied by alternative estimators, in addition to the regression-based
estimator that yields our primary results.

In Figure 13 we report the slowdown observed when using four alternative estimators other than our
baseline regression described in Appendix D. We compare a simple ratio estimator, which reports

Mean(time with AI allowed)
Mean(time with AI disallowed) − 1 (Section D.5, as well as three other regression-based estimators with
different covariate specifications (described in Figure 13’s caption).

The alternative estimators all report similar results, suggesting that slowdown is robust to our par-
ticular estimator specification.
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C.3.6 Non-frontier model usage (Limits AI performance)

Given the significant rate of progress in AI (particularly in software/coding domains), one explana-
tion for slowdown could be that developers used older, less capable models on AI-allowed issues.

This does not appear to be the case. Across the 44 valid labeled AI-allowed loom videos, we find
that developers used Claude 3.7 Sonnet (thinking mode), Claude 3.7 Sonnet, and Claude 3.5 Sonnet
in 25%, 34%, and 23% of issues respectively. Other models used are GPT-4o (11%), Gemini 2.5
Pro (3%), and o1 (2%). Developers prompt no AI model 16.4% of the time. These percentages do
not include AI autocomplete, which developers use on the vast majority of AI-allowed issues.

Most issues were completed in February and March 2025, before models like Claude 4 Opus or
Gemini 2.5 Pro were released.

D Empirical Strategy

D.1 Regression

For each issue i we observe the realised completion time Ti > 0, a binary treatment flag AIi ∈
{0, 1}, and the developer’s ex-ante forecast of how long the task would take without AI, denoted
T̂NoAI
i > 0.

We estimate the log-linear model

log Ti = α+ β AIi + δ log T̂NoAI
i + εi, (1)

via ordinary least squares. Random assignment of AIi guarantees consistency of β̂ for β =
E[log T |AI = 1]− E[log T |AI = 0].

We include forecasts as a control variable because they serve as a proxy for issue difficulty and
are highly predictive of completion times. This substantially increases our statistical power without
introducing bias, as forecasts were elicited prior to treatment assignment and thus cannot be affected
by treatment status.17

Figure 14 displays regression diagnostics associated with this specification.

D.2 Confidence intervals

By default, we report 95% confidence intervals using HC3 standard errors.18 Figure 15 displays
95% confidence intervals from alternative uncertainty estimation procedures. Standard errors clus-
tered at the developer level and bias-corrected cluster-robust standard errors give similar results;
a hierarchical bootstrap resampling developers and then issues within developers yields somewhat
wider confidence intervals.

D.3 Converting to speedup

Taking conditional expectations of equation (1) given treatment status and forecast:

E[log T |AI = 1, T̂NoAI] = α+ β + δ log T̂NoAI (2)

E[log T |AI = 0, T̂NoAI] = α+ δ log T̂NoAI (3)

Therefore, β = E[log T |AI = 1, T̂NoAI]−E[log T |AI = 0, T̂NoAI] represents the average treatment
effect on the log scale, conditional on forecast.

17We do not generally include developer fixed effects because they explain minimal variation in the outcome
conditional on forecasts. Section C.3.5 displays estimates from a regression specification including developer
fixed effects.

18Given that our sampling of developers is non-random and treatment is assigned at the issue level, Abadie
et al. [42] do not necessarily recommend developer-level clustering even if residuals are correlated within-
developer. If we are willing to treat developer sampling as random then clustering is appropriate.
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Figure 14: Regression diagnostics associated with the regression specification in equation (1).

Figure 15: Speedup calculated using the regression specification in equation (1) and alternative
uncertainty estimation procedures. CR2 and CR3 standard errors are bias-corrected cluster-robust
standard errors [43; 44]. Two-stage bootstrap resamples developers, then issues within developers.

To convert to a speedup measure, we note that:

exp(β) =
E[T |AI = 1, T̂NoAI]

E[T |AI = 0, T̂NoAI]
(4)

S = exp(β)− 1 (5)
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(Step (4) holds provided the disturbance εi is independent of both AIi and T̂NoAI
i and that E[eεi ]

exists.19)

Then under standard regularity assumptions (which our diagnostics suggest hold) our OLS estimator
β̂ is normally distributed N (β, σ2) for some σ which we can estimate using it’s standard error SE[β̂].
This lets us construct a 95% confidence interval for β in the usual way:

CI95% =
[
β̂ − 1.96 · SE[β̂], β̂ + 1.96 · SE[β̂]

]
(6)

As S = exp(β) − 1 is a monotonic function of β we can construct a confidence interval for S by
simply applying the function to the endpoints of β’s confidence interval:

CI95% =
[
eβ̂−1.96·SE[β̂] − 1, eβ̂+1.96·SE[β̂] − 1

]
(7)

D.4 Heterogeneous treatment effects

To test for differential treatment effects across subgroups, we estimate models with interaction terms.
For a binary characteristic Xi (e.g., prior Cursor experience), we estimate:

log Ti = α+ β1 AIi + β2 Xi + β3 (AIi ×Xi) + δ log T̂NoAI
i + εi (8)

Taking conditional expectations:

E[log T |AI = 1, X = 0, T̂NoAI]− E[log T |AI = 0, X = 0, T̂NoAI] = β1 (9)

E[log T |AI = 1, X = 1, T̂NoAI]− E[log T |AI = 0, X = 1, T̂NoAI] = β1 + β3 (10)

Thus, the treatment effect for the X = 0 group is β1, while for the X = 1 group it is β1 + β3. We
similarly transform these to speedup measures: SX=0 = exp(β1)−1 and SX=1 = exp(β1+β3)−1.

To construct confidence intervals for these subgroup effects, we test linear hypotheses of the form
LTθ = c. For the X = 1 group effect, LT = [0, 1, 0, 1, 0] selects β1 + β3. The Wald statistic:

W =
LT θ̂ − c√
LT V̂ L

∼ N (0, 1) (11)

where V̂ is the variance-covariance matrix. This asymptotic normality allows us to construct confi-
dence intervals using the same critical values. For the linear combination β̂1 + β̂3:

CI95% =
[
(β̂1 + β̂3)− 1.96 · SE[β̂1 + β̂3], (β̂1 + β̂3) + 1.96 · SE[β̂1 + β̂3]

]
(12)

We then apply the same transformation as above to obtain confidence intervals for S:

CI95% =
[
e(β̂1+β̂3)−1.96·SE[β̂1+β̂3] − 1, e(β̂1+β̂3)+1.96·SE[β̂1+β̂3] − 1

]
(13)

D.5 Ratio estimator

For robustness, we also compute a simple ratio-of-means estimator: Ŝratio = T̄AI-allowed
T̄AI-disallowed

− 1, where
T̄ denotes the sample mean of implementation times. We obtain 95% confidence intervals using
quantiles of Ŝratio from a pooled bootstrap.

19Because Ti = eαeβ AIi (T̂NoAI
i )δ eεi , taking expectations conditional on AIi and T̂NoAI

i gives E[T |AI =

j, T̂NoAI] = e(α+βj) (T̂NoAI)δ E[eεi ]. The common factor E[eεi ] cancels when we form the ratio of these
conditional means, yielding E[T |AI = 1, T̂NoAI]

/
E[T |AI = 0, T̂NoAI] = exp(β).
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We use this same estimator to calculate aggregate percentage change in implementation times im-
plied by developer forecasts. Note that this procedure is distinct from averaging over percentage
changes in implementation time per-task.

D.6 Participant post-study estimator

After the study period, developers estimate post hoc their speedup from AI across their completed
issues. To make these estimates comparable to their forecasts (which they provide before each issue
is randomized to allow or disallow AI), we compute a weighted arithmetic mean of the ratios of
times they report. Each developer’s ratio ri is weighted proportionally to the number of issues ni

they completed:

r̄w =

∑N
i=1 niri∑N
i=1 ni

(14)

We calculate the standard error of this weighted mean using the weighted variance formula:

SE(r̄w) =

√√√√√∑N
i=1 wi(ri − r̄w)2(∑N

i=1 wi

)2 (15)

where wi = ni are the issue-based weights. The 95% confidence interval around the weighted mean
is then derived using the standard normal approximation: r̄w ± 1.96× SE(r̄w).

E Other Analysis

E.1 Balance and proportions checks

Characteristic AI-allowed AI-disallowed Difference p-value
(n=136) (n=110)

AI-disallowed forecasted time 116 (80) 106 (63) 9 0.28
AI-allowed forecasted time 87 (62) 82 (53) 4 0.56

Table 4: Balance table comparing forecasted issue completion times between AI-allowed and AI-
disallowed groups. Means are shown with standard deviations in parentheses. P-values are from
two-sided Welch t-tests. There is no meaningful difference in forecasted difficulty, indicating suc-
cessful randomization.

Treatment Group Intended Proportion Actual Proportion Sample Size

AI-allowed 50% 55.3% (3.2%) 136
AI-disallowed 50% 44.7% (3.2%) 110

P-value 0.10
Table 5: Treatment assignment proportions. Actual proportions are shown with standard errors in
parentheses. P-value is from chi-square test for deviation from intended 50/50 allocation.

Table 4 confirms that randomization leads to balanced average difficulty between AI-allowed and AI-
disallowed groups. Table 5 shows that the difference in the proportion of issues randomly assigned to
AI-allowed and AI-disallowed groups is not statistically significant at common p-value thresholds.

E.2 Per-developer speedup and forecast calibration

Figure 16 shows the relationship between the times developers forecast issues will take without AI
(which we interpret as a forecast of issue difficulty), and how long the issues actually end up taking
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Figure 16: Distributions of issue implementation time with AI allowed and disallowed as a function
of the forecasted implementation time without AI.

Figure 17: Speedup estimates per developer. Developer IDs correspond to the developer’s rank by
number of issues in our data.

them (colored by whether AI was allowed or disallowed for each issue). We can see that the median
forecasted implementation time is almost identical across treatment conditions, while AI-allowed
issues take longer on average than AI-disallowed issues (note the log axes).

We estimate speedup per developer (Figure 17) using our standard methodology for estimating het-
erogeneous effects (Section D.4). 75% of developers experience slowdown.

Interestingly, despite developers reliably forecasting incorrectly that AI-allowed issues will take
less time, they are still calibrated in a relative way on the speedup from AI (Figure 18). Specifically,
on issues that developers predict significant speedup (i.e. ≥ 33% or the top tertile of forecasted
speedup), developers are not slowed down by AI, and slowdown monotonically decreases as the
forecasted speedup increases.
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Figure 18: Speedup broken down by forecasted speedup between and within developers (developers
forecast how long they expect each issue to take with and without AI). Speedup cutoffs are chosen
to make bins approximately similarly sized. Tertiles are imbalanced because forecasted speedup
contains duplicates that we assign to a single bin. Developers experience less slowdown on issues
that they forecast high speedup. See Section D.4 for details on how we estimate heterogeneous
treatment effects.

Figure 19: Average minutes spent on different high-level activities when completing issues with AI-
allowed vs. AI-disallowed.

E.3 Randomization

There were 25 issues early in the study that were randomized using a block randomization scheme
intended to increase statistical power. Developer issue lists ended up being too small for this strategy
to be viable, so we abandoned it early on in favor of simply using a simulated fair coin flip.

Excluding these issues does not affect our result—we still find a slowdown of 20%. Given this, we
include these issues in our analysis and results to increase statistical power.

E.4 Fine-Grained Screen Recording Labels

Figures 19, 20, and 21 present various breakdowns of the time developers spend on different activi-
ties as they work. See Section 2.4 and Section G.8 for more detail on screen recording labels.
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Figure 20: Average minutes spent across 27 fine-grained activity categories.

Figure 21: Percentage of time spent on fine-grained activities when AI is allowed vs. disallowed.

E.5 Expert forecasts

We display summary statistics regarding expert forecasts of our result. Recall that we originally
elicited expert forecasts for E[T | AI=0]

E[T | AI=1] , but here report results on the E[T | AI=1]
E[T | AI=0] − 1 scale we use for

Figure 1.

E.6 Other treatment effects

Figure 22 displays estimates using alternative outcome measures or subsets of our data. Figure 23
displays treatment effects by the calendar month in which an issue implementation was started.

Expert Group N Mean Min P25 P50 P75 Max

Economics 34 -38.7 -80.0 -56.0 -37.5 -26.3 81.8
Machine Learning 54 -38.0 -88.9 -55.5 -33.3 -20.2 0.0

Table 6: Expert Forecast Statistics
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Figure 22: Speedup by alternative outcomes measures or subsets of our data. The Bernoulli ran-
domization subset excludes the 25 issues randomized using a block randomization scheme (see Sec-
tion E.3).

Figure 23: Speedup by month issue implementation started, as measured by first commit. Con-
fidence intervals for January and May effects are cut-off for readability; the lower bounds are at
approximately 1800%. See Section D.4 for details on how we estimate heterogeneous treatment ef-
fects.

F Open-Source Development and AI Tooling Primers

F.1 Open-Source Development

An open source software (OSS) project is typically defined by a repository, which is a collection of
code and assets. The repository for the popular pandas Python package, for example, can be found
here.

Any developer who contributes to a given repository is known as a contributor. Active contributors
for the pandas library are listed here.

Contributors to an OSS project work off of issues, which implicitly or explicitly describe tasks (bugs
to fix, features to build, etc.) tracked within the repository. A few example pandas issues include
BUG: to dict(orient=‘dict’) does not convert np.nan to None in Pandas 2.2.3

(link) and ENH: Enable nsmallest/nlargest on object dtype. (link).

Contributors resolve an issue by submitting a pull request (PR), which is a proposal to make
changes to the repository. For example, this PR to the pandas repository fixes a bug by
Clip[ing] corr edge cases between -1.0 and 1.0 , addressing the corresponding issue

BUG: .corr() values significantly higher than 1. (link).

After a contributor opens a PR, another contributor (often a maintainer) will review the PR. PR
review consists of reading and testing the code changes while paying attention to correctness, per-
formance, and repository-specific code style. The reviewer may leave comments requesting changes;
in the above PR, the author was asked if other functions needed a similar bug fix (link).
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After a PR is reviewed, the original contributor may make changes to address review comments.
Multiple rounds of review may occur, although this is rare. After all review comments are addressed,
the PR is merged into the repository. This results in the issue being marked as completed or closed.

Though this description of open-source software development is a reasonable default, diversity
abounds. Some projects have many contributors, others only have a single contribute; some contrib-
utors do in-depth reviews, others merge in PRs without review at all.

Stars indicate the number of developers who have expressed interest in the repo. Forks indicate the
number of copies of the repository that have been made by developers so they can make their own
modifications. Stars and forks can be seen as measures of repo popularity. The pandas library has
45,200 stars and 18,400 forks, making it an extremely popular repository.

F.2 Primer on AI Tooling

F.2.1 Web Interfaces

Many companies training large language models (LLMs) offer web-based user interfaces wherein
users can chat with AIs. For example, users can interact with OpenAI models at chatgpt.com,
Google DeepMind models at gemini.google.com, and Anthropic models at claude.ai. During our
study period, popular LLMs offered by these developers include OpenAI’s GPT-4o, GPT-4.5, o1, o3-
mini, o3, and o4-mini, Google DeepMind’s Gemini 2.5 Flash and Gemini 2.5 Pro, and Anthropic’s
Claude 3.5 Sonnet (New) and Claude 3.7 Sonnet (although many/most issues were completed before
the more recent models were released).

F.2.2 Cursor

Cursor is an integrated development environment (IDE) or ‘code editor’—a desktop application
from which developers write and otherwise interact with code. It is a fork of the most popular code
editor, Visual Studio Code (VSCode) [45].

Cursor being a fork of VSCode enables developers to transfer their workflows from VSCode to
Cursor to retain existing extensions and settings that they are most familiar with. Low switching
costs are deepened by strong similarities in user interface and features between the two IDEs.

Relative to VSCode, Cursor is notable for having well-integrated AI tools, in particular “Cursor
Chat” (previously separated into “agent mode” and “chat mode”) and performant AI-powered auto-
complete features.

F.2.2.1 Chat and Agent Mode

Cursor Chat allows users to prompt LLMs to make changes from inside the IDE. This LLM has tools
enabled allowing it to autonomously explore your codebase, read documentation, run commands,
and edit files. In practice, this LLM will generate code attempting to satisfy your prompt, and then
show an in-file highlighted view of code changes that users can choose to accept or reject.

(Previously “agent mode” was very similar to Cursor Chat, and “chat mode” was more similar to
LLM web-based user interfaces, except model-agnostic and existing inside the IDE.)

The AIs that users typically interact with in Cursor are functionally identical to those they might
interact with via web-based user interfaces, except for their additional access to relevant information
in the repository, and often additional tool use that allows them autonomously run, test, and debug
code they (or others) have written.

F.2.2.2 AI Autocomplete

Traditional IDEs have autocomplete functionality that suggests code completions as you type, pri-
marily by fuzzy-matching on existing defined names in your codebase. For example, if you have a
defined function called add two numbers and then later begin typing add tw , traditional auto-
complete will suggest that you finish the completion with o numbers .
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AI autocomplete is a feature in both VSCode and Cursor that uses an LLM to suggest edits to code
as you write, and goes well-beyond just suggesting previously defined names. For example, if you
started by defining a function with the signature add two numbers(a, b): , AI autocomplete
would suggest a completion like return a + b .

G Recruitment and Onboarding

Open-source developers are recruited through a multi-stage process to select for active contribu-
tors to repositories that had more than 500 stars. Initial outreach was conducted via professional
networks, ML-focused communities (Reddit’s r/Python, r/MachineLearning), and through GitHub
profiles.

• GitHub profiles are found by searching GitHub for the 250 most popular repositories, as
well as those tagged with: ai, llm, deep-learning, neural-networks.

• Contributors to these repositories are filtered to exclude those who had committed fewer
than than five times in the previous three months.

51 developers filled out a preliminary interest survey, and we further filter down to about 20 devel-
opers who had significant previous contribution experience to their repository and who are able to
participate in the study. Several developers drop out early for reasons unrelated to the study.

These developers are then given access to Cursor Pro. We conduct a live 30-minute call with each
developer where we provide a data collection template, answer basic questions about the experiment
and their instructions, and give them training on how to use Cursor. Developers are considered
trained once they can use Cursor agent mode to prompt, accept, and revert changes to a file on their
own repository.

Additionally, for the duration of the study, we periodically provide feedback to developers on their
implementation notes and video recordings. We occasionally email developers with tips on how to
use Cursor more effectively if we notice low-hanging fruit (e.g. reminding developers to explicitly
tag relevant files when prompting agents) from reviewing their screen recordings.

G.1 Incentivization Scheme

We pay developers $150 per hour to participate in the study. Developers spend the majority of this
time implementing issues, with fewer than five hours going to study overhead, including the on-
boarding call, check-in/feedback calls, the exit interview/survey, and the time they spend collecting
their lists of issues.

An alterative incentivization scheme could give developers bonuses for completed issues, to incen-
tivize developers to work as quickly as possible. However, this could cause developers to break
issues into smaller chunks (e.g. to increase the total number of issues they complete) or reduce their
quality standards to finish work more quickly, which could bias results. We expect that paying devel-
opers per hour overall has minimal effect on their behavior, beyond encouraging them to participate
in the study.

G.2 Developer Instructions and Survey Data

G.2.1 Developer Instructions

Overview

METR is seeking software engineers who regularly work on large open-source projects to
test the effectiveness of AI software engineering tools.

Apply here (bit.ly/ai-speedup-apply)

Eligibility:
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You must:

1. Have at least 1 year of professional experience as a software engineer
2. Have at least 6 months experience as an active maintainer of the repository
3. The repository you work on must be:

(a) Open source
(b) At least 500 stars on GitHub or be manually reviewed by METR staff and

deemed a high-quality, mature codebase (we know many good code bases don’t
have a lot of stars)

(c) Have at least 3,000 lines of code (written by humans/in a major programming
language, data etc doesn’t count)

(d) Have some kind of list of projects to improve it which would take between a
few minutes to a few days, and which are relatively independent (i.e. a list of
issues to fix, a list of features you intend to add, a general kanban board, etc).
It’s ok if you make this list specifically for this experiment.

4. Nice-to-haves:
(a) The codebase is relevant to AI research and development or AI capabilities

Compensation:

1. The total time commitment from a participant is a minimum of 20 hours, but we are
interested in larger commitments.

2. We will pay you $150 per hour. Note that during this experiment you will be working
on tasks you’d already want to work on in your open source repository. We will be
slightly randomizing the order of these tasks as well as what AI tooling you can use
[note: we didn’t do this, and we clarified this with developers before they began
their work], but we don’t expect this to be a large impediment to your work.

3. This pilot study will last between 1-2 months, and we will limit funded development
hours around 40.

Wait, how does it work?

1. Engineers will start by selecting a set of issues/to-dos from their open source repos-
itories that they are looking to solve.

2. METR will then randomize these tasks into two buckets - on one set of issues, AI is
allowed, and on the other set of issues, AI won’t be allowed.

3. You’ll work through these issues in whatever order you want - just making sure to
only use AI when it’s allowed.

4. As a participant, you will be doing work of your choosing on a repository of your
choosing. This experiment will only change the order of tasks that you do and what
LLMs you can use (including potentially restricting you to no LLMs)

5. We are very flexible on when you complete these tasks. You can choose the date and
time that works best for you (including weekends!).

6. See more details in the Detailed Timeline.

Why this work matters:

1. AI models are becoming increasingly capable and automating parts of the work-
force. We want to understand if or when it could reshape software engineering so
we can predict and prepare for its effects.
(a) In particular, we want to know when models might greatly speed up AI R&D

work, creating a feedback loop that would greatly accelerate AI progress
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2. Models are traditionally evaluated using simple, artificial benchmarks, where they
are tested on their ability to answer multiple choice questions or fix some basic test
cases in a Python library. These benchmarks:
(a) Fail to measure how much models actually speed up engineers in their real

workflow, the main real-world use-case for AI right now - and this is exactly
what we’re attempting to measure with this experiment.

(b) Are typically artificial or have many tasks with no right answer, and lack the
nuances and detail of real-world software engineering work

(c) Often require building “scaffolding” for the agents to autonomously write code
etc. This scaffolding can be hard to develop and often means the AIs get stuck
in places because of silly scaffolding issues. If a human is using the LLM, the
scaffolding matters less (and is already widely commercially available) and the
human can help get the LLM unstuck

(d) Get saturated quickly because the space between “a model can make any
progress on a task at all” and “the model can do almost perfectly at the task”
is small. Having the model speed up humans might address this issue because
even very weak models can provide some human speedup and even very power-
ful ones are currently a ways away from being able to replace humans entirely.

3. Although it isn’t a primary motivation of our work, we expect you might personally
find it useful to know if AI actually speeds you up!

Detailed timeline

Welcome to the METR Human Uplift Pilot!

This document contains an in-order list of the steps in this Uplift Study. Please feel free to
leave any comments on the document.

The Steps

Step 1: We have an introduction call

We’ll have an introduction call, where I can give you an overview of the experiment and
answer any questions you may have. You can book an introduction call here.

If you’re interested in moving forward, we’ll schedule a kickoff call (see below) for later that
week

Step 2: You collect issues

Once you’re onboard, it’s time to make an issues list. The issue list can come in any format:
an email, a Google Sheet, a Github project board. Make it whatever format is easiest for you.
Each issue should contain:

1. A description. I don’t need to understand this, so feel free to keep it short.
2. A label: bug fix, new feature, exploration, or refactor.
3. Two time estimates:

(a) No AI Time estimate:if you didn’t use any AI tools, how long would this take
you?

(b) AI Time Estimate: if you did use AI tooling to the best of your ability, how
long would this take you?

4. Task Expertise:
(a) Prior Task Exposure: Rate your previous experience with this specific type of

task.
i. 1: Never done this type of task before

ii. 2: Have seen this type of task done but never done it myself
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iii. 3: Have attempted this type of task once before
iv. 4: Have done this type of task multiple times before
v. 5: I am an expert at this type of task

(b) External Resource Needs: how much documentation/reference material/re-
search will you need to complete this task?
i. 1: I need extensive documentation / reference material / googling to com-

plete this task.
ii. 2: I would need an occasional documentation / reference check / googling

to complete this task.
iii. 3: I could complete this task entirely from memory and experience.

5. Ideally, these issues should be less than 4 hours. If you can break them into ≤2
hour tasks, this would be ideal. If larger issues can reasonably be broken down into
smaller PRs, feel free to take big issues and break them down into relevant steps.

6. You should have at least 10 issues, and aim for at least 20 hours of issues, and up to
40 hours.

Step 3: You send me issues, I bucket them

Once your issue list is done, you can send it to me. I’ll randomize this issue list into two
buckets:

1. AI bucket: you can use AI to help you on these issues
2. No AI Bucket: you cannot use AI on these issues.

Step 4: We have a kickoff meeting During the kickoff meeting, I’ll give you:

1. The bucketed issue list
2. Access to Cursor Pro (if you don’t already have it) as well as a basic training
3. Access to Loom so you can record your screen.
4. The Code of Conduct and Consent form
5. Additionally, I can answer any final questions you might have about this experiment.

Step 5: You work on issues

You’re ready to start now. This should mostly look exactly like your normal work.

1. You can work on the issues in any order you like.
2. You can work using any tools you like.
3. However, if an issue is labeled “No AI”, then don’t use any AI tooling.

You’ll record the data described here as you implement these issues.

Note: we will not share Loom videos without any humans outside of METR. We may watch
them for quality control or use private LLMs to analyze these videos.

Step 6: Checkin Call We’ll have one quick check in call to see how you’re doing, resolve
any issues, and make sure we’re making progress.

Step 7: Get Paid At the end of your issues, you’ll get paid. You’ll get $150/hour for the
number of hours you worked on tasks and created your issues - with a limit of 2 hours for
issue creation.

Data to Collect As you implement the issues in this project with and without AI, here is the
additional information that you should collect.
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Implementation Notes The most important implementation note: if you’re working on an
issue where AI is allowed, please record which models you use, and where you use them.

Other information is really useful to record as well. Please record any useful notes about the
implementation that might be interesting for this study. For example:

1. “Cursor implemented most of this code, with just a simple prompt from me.”
2. “Cursor edited my package.json and I didn’t notice, which caused me to lose 30

minutes fixing dependencies.”
3. “Not being able to use AI was tough, as there was a lot of boilerplate could I could

have easily auto-generated”

Link to PR Link to the final PR that you implemented to solve this issue.

Note that if you implement a fix to multiple issues within one PR, just make sure to tag which
commits correspond to which changes in that one PR.

Screen Recording Link Link to a screen recording of the implementation of this issue. We
ask that participants record their screen for all of the issues that they work on.

Time Tracking We ask that you track two separate time categories: initial implementation
time and post-review implementation time. These two time categories should sum to the
“total amount of time it took for you to complete this feature to the point that it was mergable
into the codebase.”

Initial Implementation Time How long did it take you to get the PR up for review?

Note that this should only include active time on your part. So for example, if you spent 2.5
hours over a week working on an issue, and then get a PR up and request a review, your initial
implementation time should be 2.5 hours.

This chunk should include the time you spent:

1. Understanding the issue.
2. Implementing new code.
3. Writing tests or checking your work
4. Getting a PR up for review.
5. Etc.

Post-Review Implementation Time

How long did it take to get the PR ready to merge post-first review?

Note that this also includes active time on your part. So if you get a PR up for review, have to
wait three days for a review, and then have to make 20 minutes of changes as a result of the
review, the post-review implementation time would be only 20 minutes.

This time bucket might include include:

1. Time spent fixing code because of requested review changes.
2. Time resolving merge conflicts.

NOTE: If you did not get a review on your PR, or if the PR just approved your changes, then
this time bucket would be zero minutes!

Perceived Effort We ask you to rate the effort required to solve this issue on a scale of 1-5:

1. Minimal effort: this issue was extremely easy to implement, and required very little
effort or concentration. For example: making a simple text change to a webpage,
refactoring code following a well-established pattern, copying an existing solution.
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2. Below-average effort: this issue was easy to solve, and required less effort than the
average issue. For example: creating a new feature with a well-established design,
writing unit tests for well-encapsulated functionality.

3. Average effort: this issue required an average amount of effort to implement, and
was not notably different from other issues. For example: creating a new feature
with some novel components, tracking down a reproducible logic bug.

4. Above-average effort: this effort was hard to solve, and required more effort and
concentration than the average issue. For example: Refactoring legacy code with
limited tests, implementing complex algorithms or data structures.

5. Maximum effort: this issue was extremely difficult to solve, and required very heavy
effort and concentration. For example: re-architecting a major system redesign,
debugging critical and complex production bugs with limited information.

G.3 Onboarding call and Cursor Training

All participating developers started the study with a 30 minute introduction and onboarding call.
Before the call, developers were asked to set up an account on screen recording software (Loom),
install and setup Cursor for their codebase, and read through the data they would be asked to collect
over the course of the study.

As all developers had some previous experience with VSCode, developers were all able to setup and
use Cursor on their codebases with little overhead. On the onboarding call, developers were given a
basic training on Cursor agent mode to ensure they could:

• Create a new agent mode instance on their own codebase.
• Add a relevant file to the context window of the agent.
• Prompt the agent to do make a change to this file.
• Accept changes that the agent suggested to this file.
• Revert changes that they had previous accepted, undoing the agents changes.

Developers were also given a verbal overview of the data they were asked to collect, described in
Section G.2.1, and given a chance to ask any questions they had about this data.

G.4 Mid-experiment check-in calls

All developers were offered periodic 15 minute check-in calls to assess their progress, answer any
questions they had about the study, and ensure they were on track to complete issues in a timely
manner. Most developers had between 1-4 check-in calls over the course of the experiment. These
calls also provided an opportunity to ask developers about their experience with using AI at that
point in the study.

G.5 Exit Interview

All participating developers were interviewed at the termination of the study, during a 30 minute - 1
hour exit interview. Interview time ranged from 1 day to ∼ 6 weeks after developers finished their
last issue, depending on available scheduling.

The exit interview was unstructured, and designed to encourage developers to share their qualitative
experience during the study. The following outline was followed during the exit interview, but not
all questions were asked to all developers, depending on relevance.

Prior Usage:

Collect the prior [AI, Cursor, etc.] usage information we have to confirm it in detail.
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Data Audit

Look through their tracked issue data and confirm any data cleanup with them.

Exit interview:

1. On task selection: how did the tasks you worked on compare to the average tasks
you do on this open source repository? How were they different?

2. During the study:
(a) Did you use the same IDE for AI and non-AI tasks? Why?
(b) Was your experience in this study majorly different from your standard devel-

opment on this repo? Why?
3. On amount of effort:

(a) Do you feel using AI or not affected how much effort you used on a given
issue?

(b) How did your level of focus on these issues compare to normal work on this
repo?

(c) How did time tracking or screen recording affect your working?
4. On AI code-cleaning:

(a) How good did you find the AIs outputs?
(b) How much cleaning did you do on the AI outputs?
(c) What is the code quality bar in your repo?

5. On scope-creep:
(a) Are there any issues that you gave up on because they were harder than you

expected and so not worth it?
(b) Do you feel like the “size” of issues changed as a result of using AI? Specifi-

cally, do you feel like the issues were variable sized, and AI pushed you to go
bigger?

6. Going forward:
(a) Do you plan to use AI tools going forward?
(b) Is this more than you planned to use them before the study?
(c) Did you increase the amount of AI that you used outside of the study as a result

of the study?
(d) How did the study affect your belief in AI tools?

7. On your AI skill level:
(a) How confident are you that you use AI effectively now vs. at the start of the

study? Do you feel you have improved at using AI?
(b) Did you notice an improvement in your ability to get useful work from the AI?

i. What specific strategies worked here?
8. On AI effecting your work:

(a) Did you find yourself sitting around and waiting on AI to generate code?
(b) Did you notice a change in idle or distracted time as a result of using AI or not

AI?
9. On the effectiveness of AI

(a) Before the study:
i. What effect did you think AI tools would have on your time to complete

issues?
ii. What were the primary reasons you thought this?

(b) During the study?
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i. How much do you believe AI changed your time to complete your issues?
ii. Specifically: Where did AI seem to speed you up? Where did AI seem to

slow you down?
10. Most effective AI tools:

(a) What AI usage pattern feels the most effective for you?
i. Cursor vs. a web-browser? Why?

ii. What model do you prefer, why?
11. Study Experience

(a) Would you participate in this study again? Why or why not?
(b) What is one thing you liked about this study, and one thing we could improve?
(c) Anything else you wished I asked about?

G.5.1 Exit Survey

METR Experiment Exit Interview

1. This form will take you about 15 minutes to complete.
2. Please follow the instructions closely for each question.
3. Do your best to answer accurately.

Thank you for your participation - this is the last step in study participation!

Questions:

1. What is your name?
2. How many hours had you spent using LLMs before the start of this experiment?

(a) 0 hours
(b) 1 - 10 hours
(c) 10 - 100 hours
(d) 100 - 1000 hours
(e) > 1000 hours

3. How many hours had you used Cursor before the start of this experiment?
(a) 0 hours
(b) 1 - 10 hours
(c) 10 - 100 hours
(d) 100 - 1000 hours
(e) > 1000 hours

4. By the end of this study, how would you rate your skill level at Cursor?
(a) Very Bad
(b) Below Average
(c) Average
(d) Above average
(e) Very Good

5. On this repository, I typically make code changes through pull requests. True/False.
6. On this repository, I typically check my own code to make sure it’s high quality.

True/False.
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7. On this repository, another developer typically reviews my code to ensure high code
quality. True/False.

8. On this repository, I typically attempt to match repository style guidelines with my
contributions. True/False.

9. This repository has a high quality bar for code contributions. True/False.
10. I typically only submit high quality PRs to this repository. True/False.
11. How much did AI decrease or increase the time it took you to complete the issues as

part of this experiment?
(a) If using AI resulted in you completing issues 2x faster, put 2.
(b) If using AI resulted in you completing issues 2x slower, put .5 (because 1/2 =

.5)
(c) If using AI did not change how long it took you to complete issues, put 1.

12. During this study, what best describes how you read AI generated code that you
included as part of your implementation?
(a) I don’t read AI generated code I use. I just check if it’s outputs are correct.
(b) I typically skim AI generated code I use to see if it’s correct.
(c) I typically read every line of AI generated code I use to check it’s correct.

13. During this study, what best describes how you edit AI generated code that you used
as part of your implementation?
(a) I usually take AI code as-is, without making edits.
(b) I usually make minor changes to AI generated code (like deleting comments or

changing formatting).
(c) I usually make major changes to AI generated code (like deleting pieces of

code, adding new features, or refactoring code)

G.6 Participant Dropout

Over the course of the study, we stopped collecting work from three developers. Two of them were
because the repository they contributed to paused development indefinitely, and the third developer
was due to widespread cheating in the first set of issues they contributed. These developers were
compensated fully for their work as part of the study, and we exclude their issues from all results.

G.7 Developer and Repository Statistics

Repository names and descriptions for repositories for which developers did not give consent to
share their names are redacted. In Table 8, the repository age is calculated using the date of the first
Git commit, which may be different from the actual start of the project (e.g. GHC was created 16
years before Git was invented).

G.8 Screen Recordings

The screen-recording labeling process is time-intensive. As a result, screen recording labeling was
started early in the data collection process, and to maximize the number of fully-labeled recordings,
shorter recordings were prioritized first. Additionally, many developers choose to not record their
screen if they were making a small set of changes due to a review. These factors may bias estimates
of time allocation.

The following instructions were given to coordinate labeling screen recordings with fine-grained
activity labels.
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Dev Repository Months Since Commit Commit AI-allowed AI-disallowed
First Commit Count Rank Issues Issues

2 mito-ds/mito 30 3000 3/30 13 11
3 stdlib-js/stdlib 300 30000 3/300 9 12
4 ghc/ghc 30 300 30/3000 8 12
5 haskell/cabal 30 30 30/300 11 8
6 stdlib-js/stdlib 30 300 3/300 11 7
7 flairNLP/flair 30 3000 3/300 12 5
8 jsdom/jsdom 300 300 3/300 8 9
9 HypothesisWorks/hypothesis 30 300 3/300 11 6

10 devflowinc/trieve 30 300 3/30 10 5
11 scikit-learn/scikit-learn 30 300 30/3000 4 7
13 EleutherAI/gpt-neox 30 30 3/300 5 5
16 huggingface/transformers 30 300 3/3000 1 1

1 Anonymized 300 3000 3/300 15 13
12 Anonymized 30 3000 30/300 9 2
14 Anonymized 30 300 3/30 4 4
15 Anonymized 30 300 3/30 5 3

Table 7: Maintainer statistics for the study participants, sorted by total number of issues. The table
shows representative values (nearest to 3 × 10x) and percentages rounded to nearest bucket (10%,
30%, 50%, 70%, 90%) to preserve anonymity while maintaining relative scale.

Repository Stars Forks Committers LoC Age AI-allowed AI-disallowed
(years) Issues Issues

stdlib-js/stdlib 5288 854 128 8M 9 20 19
mito-ds/mito 2479 182 10 700k 3 13 11
ghc/ghc 3144 725 1008 1M 19 8 12
haskell/cabal 1679 717 532 300k 21 11 8
flairNLP/flair 14234 2119 278 60k 7 12 5
jsdom/jsdom 21128 1745 350 1M 15 8 9
HypothesisWorks/hypothesis 7939 617 355 100k 12 11 6
devflowinc/trieve 2380 205 68 800k 2 10 5
scikit-learn/scikit-learn 62760 26078 3164 400k 15 4 7
EleutherAI/gpt-neox 7266 1072 132 100k 4 5 5
huggingface/transformers 147403 29761 2956 2M 6 1 1
Anonymized 30000 3000 300 300k 30 15 13
Anonymized 300 30 30 30k 3 9 7
Anonymized 300 300 300 300k 30 9 2

Table 8: Repository statistics for the study, sorted by total number of issues. The table shows
representative values (nearest to 3× 10x) for anonymized repositories.

Overview

1. As part of an experiment we’re running, we’re labeling the loom videos that devel-
opers recorded of them implementing PRs on large open source repositories.

2. The goal of this labeling is to understand how these developers actually spend their
time when they are programming – so the labels include things like “writing code”
or “reading code” or “reading docs.”

3. A very important piece for us to understand is how they use and interact with AI.
This practically means special labels around their use of Cursor Composer / Agent
Mode.

Requirements: You’re a good fit for labeling this data if:

46

https://github.com/mito-ds/mito
https://github.com/stdlib-js/stdlib
https://github.com/ghc/ghc
https://github.com/haskell/cabal
https://github.com/stdlib-js/stdlib
https://github.com/flairNLP/flair
https://github.com/jsdom/jsdom
https://github.com/HypothesisWorks/hypothesis
https://github.com/devflowinc/trieve
https://github.com/scikit-learn/scikit-learn
https://github.com/EleutherAI/gpt-neox
https://github.com/huggingface/transformers
https://github.com/stdlib-js/stdlib
https://github.com/mito-ds/mito
https://github.com/ghc/ghc
https://github.com/haskell/cabal
https://github.com/flairNLP/flair
https://github.com/jsdom/jsdom
https://github.com/HypothesisWorks/hypothesis
https://github.com/devflowinc/trieve
https://github.com/scikit-learn/scikit-learn
https://github.com/EleutherAI/gpt-neox
https://github.com/huggingface/transformers


1. You know how to program well, and when watching someone program over their
shoulder can figure out what they are working on.

2. You have used Cursor Composer before, and know how that works!

Compensation

1. We’ll pay standard per hour rates for image labeling.
2. We’ll be checking 1/10 of the submissions. If your timing labels are sufficiently

accurate (close to our hand-checked solutions), we’ll give you a $250 bonus.

How to Label:

1. First, scroll down and read the labels below. Feel free to leave comments if you have
any questions about these.

2. Then, open the tracking sheet:
(a) Claim one of the unclaimed videos in the “To Label” sheet by putting your

name in one of the columns. Go in-order, so we get shorter videos first.
(b) Then, make a new tab, and copy over the ‘Template‘ tab. Name the new tab as

the initials of the person who made the recording, followed by a dash, and then
the issue id number.

3. Open the loom video link:
(a) You probably need access to METR’s loom account for this; if you do not have

access, please ask us and we’ll add you!
(b) If you have access to METR’s loom account but do not have access to the

particular loom video you opened from the sheet, please do not request access.
Just mark this in the sheet, and move on to the next video.

4. Take notes using this tool. It makes Loom note taking much easier, and means you
don’t have to leave the loom page!
(a) The default rate is 5, but you can adjust this with ‘rate 2‘ to make it slower.
(b) You can drag this note taking app around the screen, and it works in fullscreen

mode. Click instructions at the bottom to see more commands!
(c) Note: please try and make the start and end time of your notes correspond to

the actual start and end times of the things users are doing. This might require
rewinding the video!

5. After you’re done watching the video and taking notes, type ‘done‘ and copy the
results into the sheet.

6. Note: if the video is >20 minutes long, copy your notes out in 20 minute chunks, to
make sure that your labels are as accurate as possible.

7. Then, go through the ‘Label‘ column of the sheet, and label each chunk of time with
the columns below.

8. Then, go through the ‘AI Use Label‘ and ‘AI Type Label‘ column and label any of
the AI usage with what the developer is using the AI for as well as the model/UI
being used.

The Labels

Label accuracy is very important for this data work. As such, it requires a fair bit of critical
thought about what the user is really engaged in.

If you’re not sure what the user is doing, please put “unknown” as the label. We can always
go back and fill things in, but only if you note this. You can also leave a comment to the side
of the row describing what’s confusing to you!
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If you think that there’s a better label for things than one provided, feel free to add it + tag me
in a comment on top of it. I can then add it to the list here :)

The Labels Most Common

1. reading issue: the dev is reading the issue that they are planning to implement a fix
for as a part of this loom video.

2. writing code: the dev is actively writing code. They might also be reading a bit or
navigating around, but mostly they are editing/writing code on the page. (Note that
writing testing code is counted differently).

3. reading code: the dev is primarily reading existing code. They might be navigating
through the codebase to find specific things, but in practice they are reading.

4. reading docs: the dev is reading documentation. Potentially of their own codebase,
potentially of some other codebase/tool. It’s not code they are reading.

5. writing docs: the users are writing documentation. This could include release notes
or a documentation page.

6. writing tests: the user is writing testing code, rather than writing some other type of
code.

7. test running tests: is actually running the testing code, and looking at the results.
8. test running ci: is running or waiting on CI checks that are running on Github/Git-

lab.
9. test manually checking: testing some solution, but doing this by hand (either by

writing some code, or looking at some artifact/output).
10. replicating bug: replicating a bug, normally the bug described in the initial issue.
11. running debugger: if the user running the debugger, then note this here.
12. compiling: waiting on some code to compile.
13. setup: running some setup process (e.g. opening their IDE, installing extensions,

etc).

Git Related Things:

1. branching: creating a new branch, and adding on to it.
2. committing: adding files or writing a commit message. Some folks try hard on

these!
3. pr: getting up a PR and potentially writing a PR message.
4. git: some other misc. git operation (e.g. if they are viewing Git diffs, or something).

Misc:

1. thinking: the user is not AFK, but appears to be thinking through what they are
going to do next.

2. unrelated: the user is doing something unrelated, like watching a youtube video or
changing their music.

3. paused: the user appears to have stepped away from their computer.
4. communicating with teammates: for example, the user switches to slack or discord

and asks a question.
5. broken: something is wrong with the loom video.

On using AI tooling
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Note: it can be a bit hard to label AI generated usage. The key details here are to describe
the full flow of how the user writes a prompt, waits, and then either accepts or rejects it – and
then what they do after.

For a good example of what this should look like, see this labeling.

1. writing prompt: the user is writing a composer prompt.
2. waiting on generation: the user is waiting on the AI to generate code or a response.
3. reading generation: the user is spending time actually reviewing the suggestions the

AI has made.
4. generation taken: the user takes the suggestion from the AI, and it turns out to be

useful / they don’t ditch it in the future.
5. generation rejected: the user does not take the suggestion from the AI, or takes the

suggestion and then reverts back to before they took the suggestion. In other words,
they don’t use the AI generated code because it’s broken.

6. ai code cleaning: if the user takes a suggestion from the AI, and then spends
time cleaning that code, then we label this not as writing code but instead as
ai code cleaning. This includes changing spacing, minor refactors, etc. As long
as the users keeps the bulk of the code, this is considered a generation taken.

Feel free to also use ‘ai docs cleaning‘ or ‘ai commit cleaning‘ if this is what the user is
cleaning up.

AI Use Label: We also ask that you fill out the AI use label column to describe

1. new feature: the user is using AI to extend functionality of the codebase.
2. bug fix: the user is prompting the AI to fix a bug in the existing codebase.
3. code search: the user is using the AI to search their codebase for some code / im-

plementation detail.
4. tests: the user is having the AI generate code for testing reasons.
5. docs: the user is using the AI to write docs. Could include readme, or git commit

messages.
6. question: the user has a question (e.g. one they could ask google) that they are

adding here.
7. integration: the user is integrating some code with an external system, and so the

code-gen is primarily for understanding or integrating with that system.
8. refactoring: improving code, without extending the code’s functionality or fixing

bugs

NOTE: if you think there are other composer usages that this better fits into: please feel free
to just write what you think best describes what the user is doing here!

AI Labels: We also ask that you mark three columns that describe where / how the user is
using AI:

1. AI Model Label: The model being used E.g. “3.7 Sonnet” “3.5 sonnet” “o1” “o1-
preview” “gpt4.5”

2. AI UI Label: The UI being used E.g. “cursor composer” “cursor chat” “web UI”
(the respective LLM providers’ chat website)

This should co-exist with the AI Use Label above. So, for example, a segment of video in
which someone is writing/reading cursor compose might have AI Use Label “new feature”
and AI Type Label “Sonnet 3.7, cursor composer”

FAQ:
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1. How accurate do the timestamps need to be? Roughly correct. It’s ok if the times-
tamps are off by a few seconds on each end, but in general you should try and avoid
large (e.g. 10+ second) errors.

2. When is a user writing code vs. reading code? These are often interleaved. In
practice, if the user is writing code for >50% of the chunk of time, this is writing
code – only if they are reading code for like >30 seconds is it really like a concrete
“reading code” time.

3. I have never used Cursor composer. You’re probably not a great fit for this labeling,
in this case.

4. I am not sure how to label things. If you are confused about how things should
be labeled (e.g. there’s some weird cursor flow you don’t understand where a user
accepts code changes, and then later reverts), just label things as “unknown” and we
can come back to it.

G.9 Instructions Given to Expert Forecasters

Supplementary Information for METR AI speedup study survey

METR is currently running a field experiment measuring how AI tools impact open source
developer productivity.

The TL;DR is that we recruit experienced developers who contribute to popular open source
projects, randomize their tasks to having no AI or AI allowed, and measure the ratio between
the time it takes a human to complete tasks with AI vs. without AI. The study aims to measure
speedup in conditions that closely mirror normal software development.

In this supplementary information document, we first describe two pieces of relevant back-
ground: the structure of open source software development, and AI tooling. (If you are highly
familiar with open source software development or cursor agent mode you should probably
skip the respective sections.) We then describe the experiment in more detail: how we sam-
pled developers and repositories, the tasks developers work on, how developers participate in
the study, and finally how we intend to estimate speedup due to AI.

(We are only part-way through running the study, so do not yet know the final result our-
selves.)

Background

[Section F.2 was then included.]

Experiment

Contributor recruitment

Open-source contributors were recruited through a multi-stage process to select for active
contributors to repositories that had more than 500 stars.

1. Initial outreach was conducted via professional networks, ML-focused communities
(Reddit’s r/Python, r/MachineLearning), and through GitHub profiles.
(a) GitHub profiles were found by searching GitHub for the 250 most popu-

lar repositories, as well as those tagged with: ai, llm, deep-learning, neural-
networks.

(b) Contributors to these repositories were filtered to exclude those who had com-
mitted less than five times in the previous three months, and then emailed.

2. Interested contributors (n=50) filled out a preliminary survey to assess:
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(a) Years of software development experience
(b) The repositories they contribute to

All contributors who planned to contribute to repositories with more than 500 stars were
offered an introductory call to provide an overview of the study timeline and parameters.
31 calls were conducted, with half of developers being filtered out for a lack of previous
contribution experience or because the timeline didn’t work.

The remaining 16 developers were then given access to Cursor Pro. We had a 30-minute call
with each developer where we set them up with a data collection template, answered ques-
tions, and trained them on Cursor. Developers were considered trained once they could use
Cursor agent mode to prompt, accept, and revert changes to a file on their own repository.
94% of developers noted that they had used web-based LLMs as part of their development
workflow before participating in our experiment. Rates of past usage of Visual Studio Code,
Github Copilot, and Cursor are 63%, 56%, and 25% respectively [note: these were prelimi-
nary numbers, and are lower than the true values reported in the paper].

All participating repositories are listed below.

[Table 8 was then included.]

Issues

Each contributor maintained a list of issues to work on as part of this study. Contributors
were asked to select issues as they would during normal development on this study, with the
caveat that they should break issues that were likely to take > 4 hours into sub-issues that
take ≥ 2 hours if possible.

The issues are intended to be as similar as possible to those that would have been worked on
if this study never took place.

After collecting this issue list, each issue was randomized to either AI-allowed or AI-
disallowed conditions. If AI is allowed, developers can use any AI tools they so choose,
including no AI tooling if they deem it not helpful to the problem. If AI is disallowed, no
generative AI tooling can be used.

Study Participation

Contributors completed issues much as they would outside of our experiment, with two im-
portant differences: they record their screen as they work, and they take implementation
notes post issue completion. (We use human-labelled video recordings covering the majority
of issues to confirm compliance.)

For the duration of the study, we periodically check in with developers and provide feedback
on their implementation notes and loom videos. We occasionally emailed developers with
tips on how to use Cursor more effectively if we notice some easy wins in their Loom videos.

Measuring speedup

We aim to measure the speedup factor due to AI, defined as:

S = mean(completion time with no AI) / mean(completion time with AI allowed).

S = 2 would indicate issues assigned to AI allowed taking half the time of issues assigned to
no AI (100% speedup); S = 1 would indicate that issues take the same time to complete with
and without AI being allowed (0% speedup); S = 0.5 would indicate that issues assigned to
AI allowed take twice the time of issues assigned to no AI (-50% speedup).

(We are asking you to predict S, i.e. the quantity taking value 2/1/0.5 rather than 100%/0%/-
50% in the examples.)
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