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Abstract One can begin, for example, with a “relational” terminol-
) ) ) ogy that fails to satisfy the conditions of Boyce-Codd Normal
We investigate how inverse features can be added  Form. (The approach used [Balvaneset al, 2001 is not

to a boolean complete description logic with path- generally capable of handling such anomalous cases.) Stan-
functional dependencies in ways that avoid un-  gard normalization algorithms and methodology can then em-
decidability of the associated logical implication ploy reasoning services based on our results. Thus, our DL to-
problem. In particular, we present two condi- gether with coherence is better equipped to enable the transfer
tions that ensure the problem remains EXPTIME- o results in normalization and emerging object design theory

complete. The firstis syntactic in nature and limits  for relational and object-oriented data moddsskupet al.,
the form that dependencies may have in argument 1996 Biskup and Polle, 2000

terminologies. The second is a coherence condi-
tion on terminologies that is sufficiently weak to al- 1.1 Related Work
low the transfer of relational and emerging object-

oriented normalization techniques. Our coherence condition derives from a similar condition pro-

posed in[Biskup and Polle, 2043to enable the develop-

ment of a sound and complete axiomatization for an object-

1 Introduction oriented data model, which essentially adds inclusion depen-
dencies to a data model defined earlief\eddell, 1989.

For many applications, there is considerable incentive to enthe DL we consider in this paper is a further generaliza-

hance the modeling utility of feature based description logicgjon; thus, our EXPTIME-completeness resséttles an open

(DLs) with an ability to capture richer varieties of uniquenessproblem on the decidability of the implication problem for
constraints such as keys and functional dependenies  their model

Haanet al, 2003; Khizderet al, 2000; Stanchev and Wed-  |n [Calvaneset al, 2001, the authors consider a DL with
dell, 2003; Toman and Weddell, 20d4bUnfortunately, in  (relational) functional dependencies together with a general
combination with feature or role inversion, the associated logform of keys calledidentification constraints They show
ical implication problem quickly becomes undecidal&l-  that their dialect is undecidable in the general case, but be-
vaneseet al, 200]. We investigate conditions under which ¢omes decidable when unary functional dependencies are dis-
inverse featuresanbe added to a boolean complete DL with zjjowed. We show undecidability in a simpler setting, in par-
path-functional dependenci¢BFDs)[Weddell, 1989 with- ticylar without the use of number restrictions. Our prefix
out any consequent impact on the complexity of the assoCigondition on PFDs complements and extends their decidabil-
ated logical implication problem. _ ity result to more general PFDs, and our coherency condition
Two conditions are presented that ensure this problem reseryves as an alternative method for regaining decidability.
mains EXPTIME-complete. The first is syntactic in nature A form of key dependency with left-hand-side feature
and imposes a prefix condition on PFDs that occur in arpaths is considered for a DL coupled with various concrete
gument terminologies. The condition complements and exgomaingLutz et al, 2003; Lutz and Milicic, 2004 The au-
tends the results ifCalvaneset al, 200 which considered  thors explore how the complexity of satisfaction is influenced
the problem of adding keys and functional dependencies to gy the selection of a concrete domain together with various
DL with predicates in place of roles. The second is a cohersyntactic restrictions on the key dependencies themselves. In
ence condition on terminologies that allows unrestricted Us@ontrast, we consider a DL that admits more general kinds
of PFDs, and is sufficiently weak to allow the formal speci- of key constraints (and functional dependencies) for which

fication of arbitrary relational or object-oriented schema, in-igentifying values can be defined on arbitrary domains.
cluding those that fail to satisfy normalization conditions.

This latter observation is important since it enables an in-The remainder of the paper is organized as follows. We begin
cremental development of terminologies that encode schemay introducing the DL dialecDLFAD that will be the focus



of the remainder of the paper. The dialecfésture based ated notation:V Pf.D is shorthand fovf,.Vfs. ...V fi.D
and therefore more functional in style as opposed to the morand 3Pf~'.D for 3f,~'....3f, 1.3/, '.D for Pf =
commonrole basedderivatives ofALC. As a consequence, it fi.fs.---.fr. Id. We also identify single feature name¢s
becomes straightforward to incorporate dependencies into theith path descriptiong. Id and allow concatenation of path
logic for capturing PFDs. In Section 3, we show that the com-descriptionsPf Pf’ to denote their compositioPf o Pf’.
bination of inverse features and arbitrary PFDDEFAD In addition, we classify constraints by the description on
leads to the undecidability of its associated logical implica-their right-hand side aBFDs, when the right-hand side is of
tion problem. Our main results then follow in Section 4 in the form D : Pfy, ..., Pf; — Pf, and assimple constraints
which we consider two ways to recover decidability basedotherwise.

on aprefix restrictioncondition for PFDs in argument termi-

nologies and on a coherency condition for terminologies. OuB  Undecidability of DLFAD Implication

summary comments follow in Section 5. We show a reduction of the unrestricted tiling problem to
o . the DLFAD implication problem using a construction sim-
2 Preliminaries ilar to that presented ifiCalvaneseet al, 2001. An unre-

— o . stricted tiling problemU/ is a triple (7, H, V') whereT is a
Definition 1 (Description Logic DLFAD) Let F' andC be finite set of%lz types andf, V pC j(ﬂ T tv3/o binary rela-
sets of feature names and primitive concept names, respe

fions. Asolutionto 7' is a mapping : N x N — T such
tively. A path expressiors defined by the grammarPf :: that (£(i, j),t(i + 1,§)) € H and(t(i, §),t(i,j + 1)) € V

f-Pf|Id”for f € F. We define derivedoncept descriptions 0
by a second grammar on the left-hand-side of Figure 1. ,é{ornalgr;di Eloazhllsg%r;)blem ISil compIete[Berger 1966;

concept description obtained by using the final production o
this grammatr is called path-functional dependeng®FD).

An inclusion dependency¢ is an expression of the form Q h @ u O L) W \Q

IS

D C E. Aterminology7 consists of a finite set of inclu-
sion dependencies. h § k
f
SYNTAX SEMANTICS: “(-)%” Ay CX/ s @;
D :=C () ¢ X ; .
| DiM D, (D 1) ( 2)*
| -D A\ (D) A
| VfD {x: () (x) € (D)T} SN
| 374D {(f)*(z) -z € (D)}
Figure 2:DEFINING A GRID.
E =D
| EiNE, (E1)E N (B The first step in the reduction is to establishirateger grid
| D:Pfy,..,Pl—Pf {z:Vye (D)L AL, This can be achieved, for example, as follows.
(Pfi)*(x) = (Pf))* (y) 1. Introduce four disjoint conceptsy;, As, As, and Ay,
= (Pf)*(z) = (PH)*(y)} denoting cell edges.

. AZHAJEJ_ for 0<Z<]§4,
Figure 1:SYNTAX AND SEMANTICS OF DLFAD.

2. Grid cells are mapped to concepfsandY that have
The semanticsof expressions is defined with respect to a  fourincomingf andg features, respectively.

strgcture(A, I, where A is a domain of “objects” and XC []3rtA, YC [] 3gLA

(.)* an interpretation function that fixes the interpretations 0<i<d 0<i<4

of primitive conceptsC' to be subsets oA and primitive .
featuresf to be total functiondf)* : A — A. The in- . To ensure that squares are formed, add the following.
terpretation is extended to path expressidiié)’ = \x.z, AICAy:f—hNAy:h—fMAy:g—kMAy:k—g
(f.PHYT = (Pf)Z o ()T and derived concept descriptiohs Ao T Ag:f—kMAs:k— fMAs:g—hNAz:h—g

andFE as defined on the right-hand-side of Figure 1.

Anint tati tisfi g. lusion d dgriGyEE'f AsC AL f—hNMALh— fMNAL:g— kM AL k—yg
n interpretatiorsatisfies an inclusion depende j . . o o

(D)X C (E)X. Thelogical |mpI|cat|on problenasks ifT |= AsE A fok M Ak= fOAg=h T AR =g

D C E holds; that is, if D)* C (E)* for all interpretations 4. And force squares to extend to the right and up by in-
that satisfy all constraints ifi. cluding the following.

For the remainder of the paper, we use the following abbrevi- A1 CVf.X, A2 EVg.Y, A3 CVgY, A4CVfX



The accumulated effect of these inclusion dependencies on ainis not sufficient to follow the approach [ICalvaneset al.,

interpretation is illustrated in Figure 2. 2001 of simply requiring unary PFDs to resemble keys. Non-
The adjacency rules for the instariéef the tiling problem  unary PFDs can also cause trouble, as the following example
can now be captured, e.g., as follows: illustrates.
A NYe T EVf. || Ty, AenVET Evg. | ] Ty, .
(ti,t]‘)eHﬂ (ti,t_,»)e\/j Example 5 Consider the:-ary PFD
AgNVET, CVg. || Ty, Aanvg.T,CVf [ T A1 CAs:fa,..., fap—h.
(tist;)eH (ti t;)EV

_ This PFD has a logical consequente C A, : f — h and
where T; corresponds to a tile typg, € T; we assume thus we can construct tiling similar to the one presented in the
T;MT; £ Lforalli < j. The above constraints form a previous section.

terminology 7y associated with an unrestricted tiling prob- _ _
lemU. The problem with the abovie-ary PFD is that all thé: paths

in the precondition have the same prefjX, To avoid this
Theorem 2 A tiling problemU admits a solution iffl;; [=  Problem, it suffices to impose the following prefix condition.

X T;) C L.
I_lt,LeT i Definition 6 (Prefix-restricted PFDs) Let
Thus, theDLFAD implication problem is undecidable for

unrestricted terminologies. D:PfPfy,...,PfPf,—Pf’
. . . be an arbitrary PFD wheff is the maximal common prefix
4 On Recovering Decidability of the path expressiongPf Pfy,...,PfPf.}. The PFD is

In this section, we present two ways to recover decidabilityerefix-restrictedf either Pf' is a prefix ofPf or Pf is a prefix
for the DLFAD logical implication problem based on a syn- 0f Pf’.

tactic prefix condition for PFDs occurring in argument ter- The above restriction allows us to recover @most tree-
minologies and on a coherency condition for terminologies. . . ; o
Decidability in both cases is shown by exhibiting a reduc—mOdeI property for the Iog!c. .By using .th's restrlcthn,_ we
tion of logical implication problems i £FAD to decidabil- are able to construct special interpretations that satisfies all

ity problems of monadic sentences in the Ackermann preﬁ)gongtramts In-a given termlnolpgy bl.Jt falsify a PFD con-
class. straint whenever an interpretation exists at all—essentially,

the interpretation has the shape of two trees rooted by the
two elements of the domain that provide an counterexample
to the given PFD. To capture the effect of equalities implied
by PFDs, the two trees are alloweddioarenodes that are in
the range of the same path function applied to the respective
roots. In addition, we are able to bound the indegree branch-
ing in such an interpretation.

Every formula with the Ackermann prefix can be converted

to Skolem normal formby replacing variables; by Skolem  Definition 7 (Rank of Implication Problem) Let 7 be a
constants ang; by unary Skolem functions not appearing in DLFAD terminology,C a constraint. We defirlRank (7 ,C)

the original formula. This, together with standard booleanto be the number of occurrences of the—'.D concept con-
equivalences, yields a finite set of universally-quantifiedstructors inI andC.

clauses containing at most one variahig ( o ) ]

It is known that an Ackerman sentence has a model if and h€ Rank(7', C) limits the maximal number of different pre-
only if it has a Herbrand model; this allows us to use syntacticdecessors needed to satisfy all constraints in the terminology.
techniques for model construction. To establish the complex! he above observations provide the necessary tools for de-
ity bounds we use the following result for the satisfiability of Scribing a single Herbrand interpretation with a fixed branch-

Definition 3 (Monadic Ackerman Formulae) Let P, be
monadic predicate symbols and y;,z; variables. A
monadic first-order formula in the Ackermann classa
formula of the fornBz, ... 3zxVa3y, ... Jy;.0 wherey is a
quantifier-free formula over the symbd?s.

Ackermann formulae: ing outdegree using monadic sentences that simulate the (spe-
cial) interpretation showing th&t |~ C.

Proposition 4 (Fiirer, 1981]) The complexity of the satisfi- !N the Herbrand interpretation, each term represents

ability problem for Ackerman formulae is EXPTIME-com- elements, a left element and a right element of the original

plete. interpretation, unless these two elements are made equal by
the effect of a PFD. We use the following unary predicates

4.1 Prefix-restricted PFDs and function symbols:

Recall that the first of our conditions is syntactic and applies Unary function symbolsf (representing a featurg) and

to the argument PFDs occurring in a terminology. This condi- f1,- -+, frank(7,c) (representing the possible inverses of

tion complements and extends the resulfsJalvaneset al., f) for each featuref € F. These function symbols are

2001. However, because of “accidental common prefixes”, used, together with the constandenoting the two roots



in the original interpretation, to form terms. We over-
load the notation for path descriptions and &$€0) to
denote terms as well.

PredicatesN ~(t) and N%(t) true for ¢ representing ele-
ments that exist in the left and right parts of the original
interpretation; these emulate partiality of the inverses.

Predicates?} (t) and P (¢) that are true for that represent
elements belonging to the descriptibrin the respective
parts of the original interpretation.

Predicategz"f(¢) true fort whenever the two elements de-
noted byt agree orPf in the original interpretation.

To ensure a finite number of assertions, we assume in the fol-
lowing that concept descriptions and featujfeare subcon-
cepts of concepts or are features appearing iandC. We

call the following collection of assertiori$; (assertions with

a superscripK stand for a pair of assertions, one withsub-
stituted byL and one byR):

1. Totality of features: each object must have one outgoing
featuref.
V. N¥(z) — N*(f(x)) for « # fiy),
V. NX(fi(z)) = N¥(x)

7.

(N (z) A PS (2))V
V NY(fi(f () A PS(fi(£(2))
Va.N¥(z) Aa # f(y) = (Pay-1 p(2) &
V N¥(fi(z) A PR (fi(2))))
Satisfaction of simple constraints in the terminol-

ogy (GCDs): enforce simple subsumption constraints
presentin’ .

Va.P5 (z) — P5,(z) for DiC Dy € T

. Satisfaction of prefix-restricted PFDs by inverses: disal-

low violations of prefix-restricted PFDs due to existence

of multiple inverse features agreeing on a node.

Va.~(NT(2) A N®(z) A= B (2) A E™(f(2))A

PEfPfPf’*l.Dl (@) A Paﬁé’fpfffl.pz (x))

V. ~(NL(2) A NB(z) A = B (z) A B™(f(z))A
P (z)) A PHIT;fPf’*l.Dl (z))

IPFPf/ —1.Dy
b'e b'e
Vz.o(N7(z) A PHPfPf’_lADl (@)
PX

NX(fZ(f(x))) A 3IPFPF —1.Dy
Vo.=(N¥(z) A PE)Ié’fPf’*l.Dg (@)A
NX

filF (@) A Popgpe—1p, (fi(£(2))))

(fi(f(2))))

(
(

v - NX i A PX 1—1 (3 A\
2. Functionality of features: Each element has at most one @ ({( @) e 0, (fil@))
Outgoing featur@”. N (f] ('T)) A P}PfPf’*I.DZ (fj(x)))
Voo (NX(z) A NX ) for all D; C D, : Pfq,...,Pf, — Pf € 7 such that
(N7 (@) _ (7 (J’Z)_)) _ Pf Pf’ f Pf” is the common prefix oPfy, . .., Pf;.

3. Rulgs of equality: equalities propagate through function g paih agreements: extend the simple equality to asser-
application, equal nodes have the same predecessors, jons of two nodes agreeing on a path: this is necessary
must exist, and must belong to the same descriptions. to avoid exponential blowup in the length of the path de-
Vo (NE(f(z)) A NE(f(2) — (E"(2) — E"(f(x))) scriptions in the PFDs.

V. (N*(fi(x)) ANT(fi(2)) — (B"(fi(2)) < E"(x)) Vo.(N*(z) AN (z) A # fi(y) —
Vo. B (z) — (N¥(2) A N®(2)) (B P (2) = B (f(2)))
Va. B (z) — (Pp(x) < Pp(x)) Va.(N*(fi(x)) ANT(fi(2)) — (BT P (fi(2)) < E™(2))

4. Concept formation—boolean constructors: enforce the  wherePf ranges over all prefixes of path descriptions in
excluded-middle law and the correct behavior of con- 7T’s PFDs.
junction. 10. Prefix-restricted PFDs: enforce PFDs between the left
Va.NX(z) — (PX(z) v PX, () and right parts of the interpretation.

Va.NX (z) — ~(PX (z) A PX, () V. Papp -1 p, () A Popgr—1 p, () A
Va.NX(z) — (P np, (z) « (P, (z) A PX (2))) EFY(z) A ... AE* (z) — EFf(2)
. Do Va. PR () APL, | (z)A
5. Concept formation—value restrictions: assert value re- 3P0y 3P Pfl'DZ Pt -
strictions for pairs of neighboring nodes. BTN @) AL AETH(2) = BT (2)
C P’ ! ! .
Ve (N (@) A NT(F(e) = (Pirp(e) = P (£(a) The fglr)g\llleD;s_se]?tQioE; l:s);cr;uIat’eP:hZfI::t;sl:,tfraligrftsG 5nplied by
X (g X L (PX ) o pX
Ve (N7 (file)) /\.N (x)). (P\ff'D(f’(x.))_ o (x)_) 7. To capture the violation of the constraiiit we
6. Concept formation—existential restrictions: satisfy ex-set 1, = {NL(0), P5 (0), NF(0),—~PF (0), E“(0)} for

istential restrictions for inverses. Note that in the casg, ordinary andIle = {NZ(0), N®(0), PL (0), PE (0)
Y K 1 ) 2 K

of the left and right sides of the interpretations agreeing,
the appropriate predecessor can be on either side of th@

PRL(0),..., EPf:(0), - EPf(0)} for C a PFD.

interpretation (first two assertions).
V. B (f(2)) = (P3j-1 p(f(2))
(N*(2) A P () V (N (z) A P (x))V
V NE(fi(f(2) AP (fi(f(2)))))
V. N¥ (f(x)) A= E"(f(x)) — (P31 p(f(2) <

Theorem 8 LetT be aDLFAD terminology andC a con-
straint. Ther? |= C if and only ifI1r UTlc is not satisfiable.
Proof (sketch): Consider a modeM of 11+ U Il.. We con-

struct an interpretatio = (A, (.)7) as follows: Lett’(0),
t£(0), andt’*(0) be distinct values for each tert0).



A = {t°0) | M = ET(t(0))}u The translation, in itself polynomial, therefore provides
{tL(0) | M = NE((0)) A = ET4(¢(0)) }U an EXPTIME decision procedure by appealing to Proposi-
{t?(0) | M &= NE(t(0)) A = ET(t(0))} tion 4. Completeness follows from EXPTIME-hardness of

the implication problem for th¢ D, M D,V f.D} fragment

U7 = @O | 01000 € 810 o el 2008 200k

{(tf(o),f (tg(o)) | tf(o),f (tg(o)) €AV Corollary 9 The implication problem forDLFAD with
{Jgt (0)7{ (t°(0)) [ £=(0), f(t7(0)) € A} prefix-restricted PFDs is EXPTIME-complete.
for X € {0, L, R},

Using similar techniques, thef~!.D concept constructor

T _ L L L

(D) = {ti(o) | M= NL(t(O)) A PDL(t(O))}U can be generalized to more genenaimber restrictionge-
{tR(O) | M= NR(t(O)) A P%(t(()))}u quiring lower and upper bounds (coded in binary) on the num-
{t7(0) | M = N*(t(0)) A P5i(t(0))} ber of f predecessors while still maintaining the complexity

It is easy to verify that this interpretation satisfies all con-bound.
straints in7 and violate€. Thus7 [~ C. 4.2 Coherent Terminologies

Conversely, given an interpretatighsuch thaZ = 7 and 1 second of our conditions for recovering decidability is to
T % C, we construct a model di7 U Tl as follows. impose a coherency condition on terminologies themselves.
ForC = Dy C Dy : Pfy,...,Pfy — Pf a PFD, there must The main advantage of this approach is that we thereby regain
be elements);,0, € A such thato; € (D;)* ando, €  the ability for unrestricted use of PFDs in terminologies. The
(D1)* such that(Pf;)%(o1) = (Pf;)*(02) for 0 < i < kbut  disadvantage is roughly that there is a “single use” restriction

(PH)%(01) # (PF)*(02). on using feature inversions in terminologies.
We first define a part of the interpretation that consists of suc- _ ) )
cessors ob; andos: Definition 10 (Coherent Terminology) A terminology7 is

coherentf
{NE(PF(0)), Py (PF(0)) | (P (01) € (D) }U -1 -1 -1
TE@f . D)n@E@f .E)CIf(DNE
(N (PFON, B (PAO)) | (PF)Y(oz) € (D) U for all defcﬁip]tcionsl)) E (thit app)e;r aJ; suEaconce)pts of con
PF'(Pf PfPf')Z(01) = (PfPf')Z C v -

LB (PO I J (o) = V(o)) S M cepts that appear ifi, or their negations.
This part of M violatesC and satisfies all constraints 1A ) )
with the exception of théf—.D. We extendM to satisfy ~ Note that we carsyntactically guarante¢hat7 is coherent

the existential restrictions as follows: by adding the(3f~!.D) 1 (3f~'.E) € 3f~".(D N E) as-
sertions taZ for all descriptionsD, E that appear i¥". This
for Pf(0) such thatg!?(Pf(0)) ¢ M and N*(Pf(0)). We  restriction allows us to construct interpretations of non-PFD
chosel < Rank(7,C) predecessors dPf)%(o1) that  descriptions that have the following property:
satisfy all implied existential restrictions. and identify
these with the termg; (Pf(0)),. .., fi(Pf(0)) and set Definition 11 An interpretation(A, (.)%) is coherentif, for
anyf € F, descriptionD andxz,y € A,y € (D) ifz €
NE(F(PF(0))), Pos,prcoyy Pap—1.0,(PFO) €M (DT and(F)T(2) = (£) ().
for all the chose; predecessors ¢Pf)%(0;) for 0 < Lemma 12 LetT herent terminol imple corn-
i < 1. Forall the ter_mg‘APf(O)) we extract a tree inter- steraint,a andl 21;1 inbtgr?)rceota(taioi ;L?:h thgt(\):g%aasndg ;CCC).
pretation fromZ. Similarly, we extendM on the right Then there is a coherent interpretatibnsuch thatl’ = T
side. andz’ (£ C.

for Pf(0) such thatz¢(Pf(0)) € M we follow the same _ . - .
steps as above for the left part only. Proo;(slfetch). Cons;der dlsﬂnck, gé €Az sucg that (ix €
: - : : (D)7, (i) y € (D2)%, and (iii) (f)*(z) = (f)”(y)- Then,
Note that sincd satisfies/” all (translations of) ordinary con-  sinceT is coherentz € (D, M D). For,z € (Dy M-D5)*
straints are satisfied and no pair of nodes on the left/right sidgg ;4 to(f)2(x) € Bf;~ .(D1M-Dy) N 3f,L.Dy)%, a

can violate a prefix-restricted PFD thus satisfying constraintg,iradiction. Thus, as modelsBILEA have the tree model
generated from PFDs (8-10 above). property, we can remove the farthersobr y and all its de-
ForC = D; C D, a simple constraint, there must be an scendants, where the distance is measured from the node fal-
elemento € A such thato € (D)7 ando ¢ (D2)Z. We  sifying C in Z. The resulting interpretation still satisfi&s
define M using the same process as above noting that thand falsifiex’. Repeating this process yields a coherent inter-
two rootso; ando, are already equal i@. a pretation. O

As a side-effect of the above construction, we can now transBy restricting logical implication problems fabLFAD to

form an arbitrary interpretation that satisfiEsand violate€ cases in which terminologies are coherent, it becomes possi-
to an almost-tree interpretation informally referred to aboveble to apply reductions to satisfiability problems for Acker-
in order to motivate the monadic assertion$lin andIl. man formulae.
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Proof (sketch): We use a reduction similar to the one for c
prefix-restricted terminologies. However, as the terminolog)l
is coherent, in the left and right parts of the interpretation
objects can never have more then one incoming feature with
the same name and thus a singieerse f, for f € F'is
always sufficient to model this situation using the monadic[D
formulas. Also, the left and right sides of the interpretation
vacuously satisfy all PFDs (and thus the assertions in item 8
can be dropped). The interaction between PFDs and inverses
is now completely captured by the auxiliap’f predicates.
For details seToman and Weddell, 200%a

Note that we cannot consider coherent interpretations only 3ﬁ(
thenall PFDs would be vacuously satisfied—no two nodes
could possibly agree on a common path. This would make all
PFDs trivialcoherenttonsequences (i.e., when only coherent
interpretations are considered). Our coherency restriction o
terminologies is weaker: it only postulates that we can avoi
multiple f predecessors if we wish to do so.



