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Abstract. Constraint databases generalize relational databases by finitely
representable infinite relations. This paper surveys the state of the art
in constraint databases: known results, remaining open problems and
current research directions. The paper also describes a new algebra for
databases with integer order constraints and a complexity analysis of
evaluating queries in this algebra.

In memory of Paris C. Kanellakis

1 Introduction

There is a growing interest in recent years among database researchers in con-
straint databases, which are a generalization of relational databases by finitely
representable infinite relations. Constraint databases are parametrized by the
type of constraint domains and constraint used. The good news is that for many
parameters constraint databases leave intact most of the fundamental assump-
tions of the relational database framework proposed by Codd. In particular,

1. Constraint databases can be queried by constraint query languages that

(a) have a semantics based on first-order or fixpoint logics with constraints.
(b) can be evaluated in closed-form.
(c) can be algebraic and (efficiently) evaluated set-at-a-time.

. Constraint databases can be efficiently indexed.

. Integrity constraints can be enforced on constraint databases.

. Aggregate operators can be applied to constraint databases.

. Constraint databases can be extended with indefinite information.

. Constraint databases can be extended with sets, nesting and complex ob-
jects.
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This survey will emphasize points 1(b) and 1(c), and give extensive refer-
ences for points 2-6. For point 1(a) one can find several good books on first-
order logic, for example [53], or good surveys on constraint logic programming
and fixpoint semantics [42, 75, 153, 154]. There are also good introductions to
logic programming (without constraints) in [10, 50, 101] and to database query
languages (also without constraints) in [3, 79, 149]. One can also find an ear-

lier tutorial on constraint databases in [80], and an applications-oriented survey
in [61].

Points 1(b) and 1(c) will be illustrated by a new algebra for constraint
databases with integer order constraints. It also analyses the computational com-
plexity of evaluating relational calculus queries with integer order constraints.

The survey is organized as follows. Section 2 reviews first-order theories.
Section 3 reviews relational databases and query languages. This section con-
tains a comparison between relational databases and logic programming. Sec-
tion 4 reviews constraint databases and query languages. This section contains
a comparison of constraint databases and constraint logic programming. Sec-
tion 5 summarizes known complexity results. Section 6 lists results on expressive
power of languages. Section 7 discusses various semantic extensions of constraint
databases. Section 8 mentions some prototype constraint database systems. Fi-
nally Section 8 lists some outstanding open problems.

2 First-Order Theories

2.1 Predicate Calculus

First we define the first-order predicate calculus language. The alphabet of this
language consists of the following;:

— A countably infinite set of variables. We usually denote variables by x,y, z,v, u, . . ..

— A countably infinite set § of constants. We usually denote constants by
a,b,c,.... The domain of each variable is d.

— A set R of relation symbols. We usually denote relation symbols by P, Q, R, ... ..

— Connectives A (conjunction), V (disjunction), = (negation).

— Quantifiers, 3 (there exists) and V (for all).

It is usual in the literature to restrict consideration in the definitions and
proofs only to the connectives =, A and the quantifier 3 because using only these
all the others can be expressed. It is also possible to express implication — and
double implication <+ using only those connectives.

Each relation symbol R has a fixed arity, that is, number of arguments. We
denote the arity of R by a(R). 0-ary relations are permitted.



We define predicate calculus formulas, abbreviated PC formulas, inductively
as follows:

— If R is an m-ary relation symbol and z1,...,z, are variables or constants,
then R(x1,...,2,) is a PC formula.

— If ¢ is an PC formula, then —¢ is an PC formula.

— If ¢1 and ¢ are PC formulas, then ¢1 A ¢2 and ¢1 V ¢2 are PC formulas.

—If ¢ is a PC formula and z is a variable, then 3z(¢) and Vz(¢§) are PC
formulas.

In the last line of the above definition, we call each occurrence of variable
z within ¢ a bound variable. Variables that are not bound are called free in a
formula.

One of the older problems that was considered by logicians is to decide
whether a given predicate calculus formula is satisfiable, that is, whether there
are relations that can be assigned to the relation symbols within the formula
so that the formula becomes true. Another problem of interest in the area of
theorem proving is whether all possible assignments make the formula true.
Formulas with this property are called valid.

It was shown by Church that whether an unrestricted (both finite and in-
finite assignments are permitted) predicate calculus sentence (formula without
free variables) is valid is undecidable. More precisely, the set of valid sentences
is r.e. (recursively enumerable) but not co-r.e. Even if we restrict all relations to
be finite, the problem remains undecidable. Here the set of valid sentences is co-
r.e. and not in r.e. [140]. The satisfiability problem is also undecidable because
a formula is satisfiable if and only if its negation is not valid. These negative
results imply that there is no hope of using first-order predicate calculus as a
query language. Fortunately, satisfiability can be solved for many subsets of the
predicate calculus described later in the survey.

2.2 First Order Theories with Constraints

In this survey by constraints we mean special named relations. For example, let’s
suppose that our domain is the set of integers. Then the equality constraint =
means the infinite binary relation {(¢,7) : ¢« € Z}. (In the paper we use R for
reals, Q for rationals, N for natural numbers, and Z for integers.) Similarly, the
addition constraint + means the infinite ternary relation such that the sum of
the first two arguments is equal to the third argument. In the following we will
keep using the usual infix notation for common constraints.

By first-order theories with constraints we mean various subsets of first-
order predicate calculus in which the only relations are constraints. In these



theories there is only one assignment of interest: for each constraint symbol the
corresponding constraint relation is assigned.

During the past hundred years many quantifier elimination procedures were
developed for various first-order theories with constraints. By quantifier elimina-
tion we mean rewriting a formula with quantifiers into an equivalent one without
quantifiers. It is out of the scope of this survey to review quantifier elimination
procedures. However, we give a chronological outline of the major results in this
area.

Some works considered only existentially quantified formulas. In the fol-
lowing table we indicate this as 3QE. (For example, we mark as 3QE Fourier’s
method even though it can be easily extended to deal with universal quantifiers.)
It should be remembered that the following is only a partial list.

1828: 3QE for Th(R, <, +) by Fourier [58].

1856: QE for boolean algebras by Boole.

1927: QE for Th(Q, <) by Langford [99].

1929: QE for Th(Z, <,+) by Presburger [113].

1931: no QE for Th(Z, +, *) by Godel [62].

1951: QE for Th(R, <, +, *) by Tarski [141].

1970: no AQE for Th(Z, +, x) by Matiyasevich [104].

1976: 3QE for integers with modulus constraints by Williams [157].
1982: no QE for Th(R, +, %, exzp) by van den Dries [150].

The decision problem is the problem of identifying whether a first-order
formula without free variables is true or false. It is clear that the elimination of
all quantifiers from a formula without free variables should leave as value either
true or false. Hence the decision problem reduces to the quantifier elimination
problem. Most negative results for quantifier elimination follow via reduction
from the undecidability of the decision problem for the corresponding theories.

3 Relational Databases and Query Languages

3.1 Relational Databases and Their Problems

It is well-known that the relational data model enjoys great success in the busi-
ness world. However, the causes of its success are less well-known. Sometimes
it is wrongly assumed that its success is solely due to being based on logic. In
reality the relational data model provides solutions to many practical problems
that more complex logics often do not solve. Let’s see some of these problems.

In the information market there are three important problems that databases
need to solve.



1. Ad-Hoc User’s Problem: Many database users want to enter ad-hoc
queries that they improvise on-the-fly. They also want answers to every syn-
tactically correct ad-hoc query.

2. Application Vendor’s Problem: Application vendors sell libraries of queries
to users. Application vendors must guarantee termination of the queries on
each valid database input. In theory they may use any programming lan-
guage for writing queries. However, guaranteeing termination is difficult in
many programming languages. Hence they also want a restricted language
in which any query they write terminates.

3. Data Vendor’s Problem: Data vendors buy raw data in the form of
databases and produce refined data in the form of databases which they
sell to other data vendors. In the information market, there is often a long
chain of data vendors from raw data to the users. The data model must serve
as a common data communication standard. Each data vendor uses queries
to transform raw data to the data product. Often these queries are secret or
patented.

By looking at the context of how database systems are used in practice we
can see that two important requirements have to be met. First, each query must
terminate. Second, each query must give as output a database. We might call
these the termination and the constructibility requirements.

Both of the above requirements are satisfied in the relational data model [41,
3, 79, 149], which is illustrated in Figure 1. Each relational database is a finite
set of tables. Each table is an abstract data type and is a relation containing a
finite set of tuples. A requirement in the relational data model is that queries be
evaluable functions from finite databases to finite databases. That requirement
is met by three relational query languages that we review in the next three
subsection: (1) Relational Calculus, (2) Datalog, and (3) Stratified Datalog.

Relational
DB Output

Relational
DB Input

Relational Query

Fig. 1. The Relational Data Model



3.2 Relational Calculus

Syntactically relational calculus and predicate calculus are the same. However, in
relational calculus —like in first-order theories with constraints— we are interested
in only one assignment to the relations. We assign to each relation symbol an
input relation given by the user.

The semantics of any relational calculus query ¢ is a mapping from relational
databases to relational databases. Let x1,...,z, be the set of free variables of
¢ in some fixed order and let ¢(ai,...,a,) denote the formula obtained by
substituting a; for x; for each 1 <i < n.

Each input database d is an assignment of a finite or infinite number of
tuples over §2(%4) to each R;. The output database is a single relation of arity
n defined as {(a1,...,a,) :< §,d >= #(ai1,...,a,)}. Here < §,d > means
satisfaction with respect to a domain § and database d and is defined as follows.
If r; is the set of tuples assigned to relation symbol R;, then

<4,d >E Ri(ar,...,ax) iff (a1,...,ax) €r; (1)
<0, d>=(pAY) iff <d,d>=¢and <§,d>E19 (2)

< d6,d > (—¢) iff not <4, d>E¢ (3)

< 6,d > (Jz;¢) iff <6,d > ¢[z;/a;] for some a; € 6 (4)

where [z;/a;] means the instantiation of the free variable z; by a;.

Remark: Unfortunately, not all relational calculus queries preserve finite-
ness. For example, if r is any finite unary relation assigned to relation sym-
bol R and § is any infinite domain, then the query {(a) :< §,r > —-R(a)}
defines an infinite relation. There are several approaches to guarantee finite-
ness by syntactically restricting relational calculus queries to various “safe” sub-
sets [13, 72, 86, 149]. Safe relational calculus queries are translatable to relational
algebra, a procedural language.

3.3 Datalog

Datalog [3, 11, 50, 101, 149] is a fragment of predicate calculus extending re-
lational calculus with intensionally defined relations. In relational calculus each
query defines a single output relation which is not named explicitly and all other
relations are inputs. In contrast in Datalog a query may define several output
relations which are referred to by name within the query. Hence in Datalog the
output relations are defined using references to themselves.



Syntactically a Datalog program IT is a finite set of rules of the form:
Ro(.%'l, . ,.Z'k) — Rl(mlvl, . ;ml,k1)7 . ,Rn(mn’l, . ;mn,kn)-

where the Rs are relation symbols and the zs are either variables or constants.

Semantically each Datalog program is a mapping. To explain this mapping,
we first associate with each rule of the above form the formula:

Vg .. .va(Ro(IL'l, . ,JUk) V —|R1(IL'1’1, . ;xl,kl) V...V —|Rn(xn,1, . ,.’L‘n’k"))

where vy, ..., v, are the variables in the rule. We also associate with II the
conjunction of the formulas associated with each rule in IT. Let Fr denote this
formula.

We call extensional database relations, or EDBs, those relations whose sym-
bol occurs only on the right hand side of rules. We call the other relation symbols
the intensional database relations, or IDBs. In each Datalog query the EDBs are
the input relations assigned by the user and the IDBs are the output relations to
which assignments are sought. The EDBS and IDBs are disjoint in each Datalog
program.

We call an interpretation of IT any assignment I of a finite or infinite number
of tuples over §*(F) to each R; that occurs in IT. A model of IT is an interpre-
tation of IT satisfying Fp7. A model I is a minimum model if and only if I C J
for all models J.

We call an interpretation an input database if it assigns to each R; that
occurs at least once on the left hand side of a rule in IT the empty set of tuples.

Each Datalog program I7 is a mapping from input databases to interpreta-
tions. Let d be an input database. Then the output of IT on d, denoted IT(d), is
the minimum model of IT containing d. The following theorem assures us that
we really have a mapping.

Proposition 3.1 Let IT be any Datalog program and d be any input database.
Then there exists a minimum model of IT containing d. O

Alternative Operational Semantics An important alternative definition of
the semantics of Datalog programs is called fizpoint semantics.

We call valuation any function from (tuples of) variables to (tuples of) con-
stants satisfying the following: for all tuples ¢; and t5, v(t1,12) = (v(t1), v(t2)),
and for all constants ¢, v(c) = c.



The immediate consequence operator of a Datalog program I1, denoted Ty,
is a mapping from interpretations to interpretations as follows. For each inter-
pretation I:

Ro(ay,...,an) € Tp(I) iff there is a valuation v and a rule of the form
Ro(z1,...,2k) = Ri(®11,-- s &1,k1), - - s Rn(@n,15- -+, T, ) in 1T such that
v(x1,...,&n) = (a1,...,6,) and < 4,d > R;(v(x;1,..., %)) for each 1 <
1 <n.

An interpretation I is called a fizpoint of a program IT iff Tz (I) = I.

Proposition 3.2 Let IT be any Datalog program and d be any input database.
Each fixpoint of IT is a model of Frz. Moreover, there is a minimum fixpoint of
IT containing d. O

The following states that the model-theoretic and the fixpoint semantics
coincide.

Proposition 3.3 Let IT be any Datalog program and d be any input database.
The minimum fixpoint of IT containing d equals II(d). O

3.4 Stratified Datalog

Stratified Datalog [3, 50, 149] extends Datalog with negation. Intuitively, an
expression like Ry :(— R; A Ry means that Ry is the set difference of the
relations R; and R,. The problem is that to say anything definite about Ry we
must know the full value of the negated relation. That motivates the following
definitions.

We call semipositive those Datalog programs with negation that only allow
negation of EDBs. (See [3, 50] for more discussion.)

Semantically, each semipositive Datalog program is a mapping from databases
to interpretations. We can define Fpy similarly to the case of Datalog. We have
that:

Proposition 3.4 Let IT be any semipositive Datalog program and d be any
input database that assigns non-empty relations only to the EDBs. Then there
exists a minimum model of IT containing d. O

Another extension of Datalog is the class of stratified Datalog programs.
Each stratified Datalog program IT is the union of semipositive programs ITy, . .., Iy,
satisfying the following property: no relation symbol R that occurs negated in a
II; is an IDB in any II; with j > .



It is usual to associate with each stratified Datalog program II a function
o from rules to positive integers. The function ¢ indicates the grouping of the
rules into semipositive programs in an order that satisfies the above property.
We will assume that a o is associated with each stratified Datalog program.

Each stratified Datalog program is a mapping from databases to interpre-
tations. In particular, if IT is the union of the semipositive programs Iy, ..., II}
with the above property, then the composition IIi(...II;()...) is its semantics.

Proposition 3.5 Let IT be any stratified Datalog program consisting of the
union of some semipositive programs Iy, . .., I} with the above property. Let d
be any database that assigns non-empty relations only to the EDBs of I7;. Then
there exists a minimum model of IT containing d. O

Remark: An explicit specification of o is not required. [12] describes an
algorithm to find a o satisfying the above property. Moreover, [12] also shows
that all o’s satisfying the above property are semantically equivalent.

Remark 2: Datalog programs with negation on the right hand side of the
rules can be assigned an inflationary semantics [4, 64, 89]. This semantics is not
equivalent to the one given here and seems less frequently used.

3.5 Relational Databases vs. Logic Programming

It is not our goal here to review logic programming [52, 11], which has known
similarities with relational database queries. We would like only to point out
some essential differences between these two concepts.

Each logic program is a mapping from a finite set of facts to a least model.
Logic programs do not always terminate and least models are not always a
finite set of facts. Therefore, logic programs do not satisfy the termination and
constructibility requirements, which as we saw are crucial problems in databases.

Every relational query can be expressed as a logic program, but the reverse
is not true. Unfortunately, from the database point of view the higher expres-
sive power of logic programs is at the expense of some practicality. The following
is a brief historical summary of the developments in the two areas, based on [10]:

1970: Relational Algebra proposed by Codd [41].

1972: Relational Calculus shown equivalent to Relational Algebra by Codd.
1973-74: Prolog by Colmerauer, Kanoui, and Van Caneghem [44] and Kowalski.
1976: Fixpoint Semantics for Prolog by Van Emden and Kowalski.

1979-80: Datalog by Aho and Ullman [7] and Chandra and Harel [31].

1985-88: Stratified Datalog by Chandra and Harel [33] and Prolog by Apt, Blair
and Walker [12].



4 Constraint Databases and Query Languages

Constraint programming, or programming with constraints as primitives in the
programming language, was first investigated in the early 1960’s by Suther-
land in the SKETCHPAD system [139]. Since then constraint programming
was applied to various problems in artificial intelligence [60, 102, 105, 135],
graphical-interfaces [22, 131], and in logic programming and databases. We re-
view only the developments in the latter two areas, and even in logic pro-
gramming we mention only on those developments that have a relationship to
databases. The reader may find detailed surveys on constraint logic programming
in [42, 75, 96, 153, 154].

4.1 Constraint Databases and Their Problems

Many database applications have to deal with infinite concepts like time and
space. However, in practice only those databases can be used which can be
finitely represented. Fortunately, many infinite data can be finitely represented
using constraint databases. A general framework for using constraint databases
is presented in [82]. The following three definitions are from that paper.

A generalized k-tuple is a quantifier-free conjunction of constraints on k
variables ranging over a domain . Each generalized k tuple represents in a finite
way an infinite set of regular k-tuples. For example, suppose that relation R
contains the set of points on the line that passes through the origin and has
slope two. While R has in it an infinite number of tuples, it can be finitely
represented by the generalized 2-tuple R(z,y) :— y = 2 x z.

A generalized relation of arity k is a finite set of generalized k-tuples, with
each k-tuple over the same variables.

A generalized database is a finite set of generalized relations.

If we use generalized databases, then all the definitions of query language
semantics still apply except that we have to also generalize the meaning of .
That can be done as follows.

Let r; be the generalized relation assigned to R;. We associate with each r; a
formula F;, that is the disjunction of the formulas on the right hand side of each
generalized k-tuple of r;. Let ¢ be any relational calculus formula. Satisfaction
with respect to a domain § and database d, denoted < d,d >|=, is defined
recursively as follows:

<4,d >E Ri(ar,...,ar) iff F,(a1,...,a) is true (5)



<8d>=(pAY) iff <d,d>=¢and <d6,d>E7 (6)
< 0,d > (—¢) iff not <, d>E¢ (7
< d,d > (Fx;9) iff <6,d > ¢lx;/a;] for some a; € § (8)

The following alternative semantics that is equivalent to the above is dis-
cussed in [82]:

Let ¢ = ¢(z1,...,2m) be a relational calculus program with free variables
Z1,...,Tm. Let relation symbols Ry, ..., R, in ¢ be assigned the generalized
relations rq,...,r, respectively. Let ¢[R1/Fy,,- .., Rn/Fy, ] be the formula that
is obtained by replacing in ¢ each database atom R;(z1,...,2;) by the formula
F.[z1/21,--.,%, /2] where F,. (1, ...,z) is the formula associated with r;. The
output database of ¢ on input database r1,...,7, is the relation {(a1, ..., an) :<
0,d >E ¢1(a1,...,an) where ¢1 = $[R1/F,,,..., R,/ F;, 1}

Constraint DB Qutput

Constraint DB put Consrnt - Quey

Relational

Relational DB Qutput

DB lnpu

> Relatonal Query

Fig. 2. The Constraint Data Model

In the generalized database model of [82] queries are functions from general-
ized databases to generalized databases using the same type of constraints. This
closed-form requirement is the analogue of the termination and constructibility
requirements in relational databases and stems from the same practical con-
siderations that were discussed in Section 3.1. Constraint query languages are
generalizations of relational query languages with constraints, i.e., reference to
built-in relations are allowed in them. These ideas of the constraint data model
are summarized in Figure 2. We present an example constraint query language
and closed-form evaluation in Section 4.2.

As a consequence of the alternative semantics above we have:



Proposition 4.1 Let 7 be any first-order theory with constraint relations. If 7
admits quantifier elimination, then the output of each relational calculus query
on generalized relations containing only constraints in 7 can be evaluated in
finite time. Moreover, the output can be represented as a generalized relation
containing only constraints in 7. O

Proposition 4.1 implies that all of the quantifier elimination results in Sec-
tion 2.2 help realize the goal of closed-from evaluation. Hence they are very
much relevant for querying generalized databases. Because of them relational
calculus on many types of constraint databases can be used without any restric-
tion, i.e. not even the “safety” problem is a concern. For Datalog and stratified
Datalog queries however closed-form evaluation is more difficult and sometimes
impossible (see Section 5). Recently [145] presented broadly applicable sufficient
conditions for termination and closed-form evaluation of Datalog queries with
constraints.

4.2 An Example Closed-Form Evaluation

Quantifier elimination algorithms provide closed-form evaluations for queries.
Unfortunately, many quantifier elimination algorithms are computationally in-
efficient. Efficiency can be improved by algebrizing the quantifier elimination
procedure. Algebraic operators are desirable because they provide efficient set-
at-a-time computations with generalized relations. The idea of using algebras
instead of simple quantifier elimination goes back to Tarski and Thompson [142].
Codd’s relational algebra [41] is another example of algebrization of query evalu-
ation. Relational algebra is a procedural language that is equivalent in expressive
power to safe Relational Calculus. Relational Calculus queries are translated to
relational algebra for quicker evaluation [3, 149).

More recently some algebraic operators are considered in the case of linear
constraint databases in [23], in the case of dense order constraints in [81], and
in the case of discrete order constraints in [120], which shows a partial algebra
with only select, project, and join operators. Next we extend those to the full
set of the relational algebra operators and give that as an illustration of algebras
for generalized databases. Our definitions will follow mainly [120].

Definition 4.1 Let z and y be any two integer variables or constants. Given
some assignment to the variables, a minimum gap-order constraint z <, y for
some gap-value g € N holds if and only if ¢ < y—= holds in the given assignment.
A minimum gap-order constraint x = y holds if and only if = and y are equal
in the given assignment. A mazimum gap-order constraint x <" y for some gap-
value h € N holds if and only if 0 < y — 2 < h holds in the given assignment.
O

Definition 4.2 Let z1,...,z, be integer variables and ci,...,c, be integer



constants. Any graph with vertices labeled z1,...,2,,¢1,...,¢, and at most
one undirected edge labeled by = or at most one directed edge labeled by <Z
for some g € N and h € N U +00 between any pair of distinct vertices is called
a mm-gapgraph. O

Remark: Any g = 0 and h = +00 may be considered as default values and
not written out explicitly within the mm-graphs.

Definition 4.3 Any mm-gapgraph with vertices labeled with variables z1, ...,z
and constant 0 is in normal form. Furthermore, any set of mm-gapgraphs each
with vertices labeled with z1,...,z,,0 is in normal form. O

It is easy to see that any mm-gapgraph of size n can be put into normal form
in O(n) time. We have change each constraint of the form ¢ <, x (respectively
¢ <" z) where ¢ > 0 into 0 <., = (respectively 0 <¢*" ). The cases when ¢ < 0
or is on the right hand side of the minimum (respectively maximum) gap-order
constraint are similar.

For the rest of this section, assume that all gap-graphs are in normal form.
Furthermore, assume that each order constraint has both a minimum and a
maximum bound. If that is not true in some constraint than add the default
values of 0 for minimum and +oo for maximum gap-values.

Definition 4.4 Let G be a mm-gapgraph with vertices y,vy,...,v,,0. Then a
shortcut operation over vertex y transforms G into an output mm-gapgraph with
vertices v1,. .., Un, Unt1 where v,41 = 0 as follows. First, for each 0 < ¢, j, < n+1
do the following.

If v; = y and y = v; are edges in G, then add v; = v; as an undirected edge to
G.
Ifv,=yandy <Z v; are edges in G, then add v; <g v; as a directed edge to G.

If v; <Z y and y = v; are edges in G, then add v; <Z v; as a directed edge to G.

If v; <gll y and y <g; v; are edges in G, then add v; <Z;i;22;11 v; as a directed

edge to G.

Second, if there are two or more edges of the form <§”11, cee, <§‘: between
vertices v; and v; then delete these edges and replace these with the edge
v; <$2;((};11".'.'.’2:§ v;. If more than one edge remains between any two vertices,

then the shortcut operation fails, returns an error message, and it does not pro-
duce a shortcut mm-gapgraph as output. Otherwise, y and its incident edges are
deleted and the resultant mm-gapgraph is returned. O

In the above, the first part of the shortcut operation adds only constraints
that follow by transitivity from the set of original constraints represented by the
input mm-gapgraph. In the second part the simplification is needed to ensure



that the graph remains in mm-gapgraph form and has at most one edge between
any pair of vertices. Note that if after the simplification more than one edge
remains between any pair of vertices, then they must be differently oriented or
one directed and another undirected, i.e. equality, constraint. This clearly implies
that the mm-gapgraph is not satisfiable. Note that apart from this obvious case
the shortcut operation does not check the mm-gapgraph for satisfiability.

Definition 4.5 Let G and G2 be two mm-gapgraphs over some (maybe differ-
ent) subsets of the variables vy, ..., v, and the constant 0. Then a merge opera-
tion on GG; and G2 creates a mm-gapgraph G with vertices vi,...,v,,0p41 =0
as follows. For each 0 < 4,5 <n + 1 do the following.

If there is no edge between v; and v; in G1 and G2, then do nothing.
If there is an edge between v; and v; in only one of G or G2, then add that
edge to G.

If v; = v; is an edge in both G and G3, then add v; = v; as an edge to G.
min(hi,h2)

If v; <! v; in Gy and v; <P v; in G, are edges, then add v; (1009

an edge to G.
If v; <M v; in Gy and v; <!2 v; in G, are edges, then add v; <
an edge to G.
In any other case the merge operation fails, and it does not return any graph. O

v; as

min(hi,h2)

maz(g1,92) Y; as

In the merge operation we want any assignment that satisfies the output
mm-gapgraph to satisfy both of the input mm-gapgraphs. The operation guar-
antees this by checking that the corresponding edges in the two input mm-
gapgraphs are compatible and by combining the stricter minimum and the
stricter maximum gap-order constraints in the corresponding edges and adding
the combination to the output mm-gapgraph. The last condition “in any other
case” includes the cases when (G; and G2 are not compatible, for example, when
for some variables v and w, one specifies that v is less than w while the other
says that v is greater than w. In these cases there is clearly no assignment that
can satisfy both graphs, hence the merge operation will fail. Next we prove the
semantic correctness of the operations defined, that is, we show that shortcut
is a valid existential quantifier elimination procedure and join is consistency
preserving.

Lemma 4.1 Let G be a mm-gapgraph over variables y,v1, ..., v, and constant
0. Let G' be the mm-gapgraph obtained by shortcutting over y in G (if exists).
Let ag,a1,...,a, be any sequence of integer numbers. Then G(ag, a1, ..., a,) is
true if and only if G' exists and G'(ag, a1, ..., a,) is true. O

For the merge operation we show that the and of the input mm-gapgraphs
is consistent if and only if the output mm-gapgraph is consistent.



Lemma 4.2 Let G; and G2 be two mm-gapgraphs over some (maybe differ-
ent) subsets of the variables vq,...,v, and over 0. Let G be the mm-gapgraph
obtained by merging Gy and G (if exists). Let a4,...,a, be any sequence of
integer numbers. Then Gy (ag,as,...,a,) and Ga(ag, a1, ...,a,) are true if and
only if G exists and G(ag, a1, - ..,ay) is true. O

Based on the above operators, we define the generalized project 7 and the
generalized join X operators. Let R; and R be two relations that are both in
normal form. Then the generalized join of R; and R,, denoted R;X R, is the set
{merge(G1,G2) : G1 € R;,Gs € Ry}. Assume that R; is a k-ary relation with
argument symbols S = {z1, ...,z }. Then the generalized project of R; onto a
subset S’ = S\ {z;} of the arguments is the set {shortcut(z;, G) : G € R;}.

The generalized selection operation on R, denoted ¢ R, where C is any
selection condition that is the conjunction of minimum and maximum gap-order
constraints, is the set {merge(G, graph(C)) : G € R}. Here graph is a function
that transforms each conjunction of gap-order constraints into an mm-gapgraph.

The generalized rename operation p just renames the argument vertices in
each mm-gapgraph in the given generalized relation.

Now let R; and R, be two k-ary generalized relations with the same scheme.
Then the generalized union operation U is defined as the union of the mm-
gapgraphs in R; and R».

Also, the generalized difference of R; and Ry, denoted R;—Ry, is defined
to be the set {R1XR3 : R3 = - Ry} where =Ry is the complement of R, in
the standard sense. That is, if Ry represents any set of regular tuples B C &%,
then =Ry is the set of regular tuples 6% \ B. The following can be proven using
De Morgan’s laws.

Lemma 4.3 Let R be a k-ary relation represented by a set of mm-gapgraphs
of size n. Ther; a generalized relation representing the complement of R can be
found in O(n*") time. O

We have defined the generalized versions of all the fundamental relational
algebra operators. (Note that cross product is the case of join when there are
no overlaps in the arguments of the two input relations. Our definition of join
allows that possibility.) Next we give an example of the use of the generalized
algebraic operators.

Example 4.1 Suppose that two persons want to schedule a meeting during a
given month. The first person is free from the 3rd to the 6th and from the 16th
to the 26th. The second person is free from the 6th to the 18th and from the
25th to the 30th. Also suppose that they don’t want to meet on the 6th and the
13th. Which days could they meet?



The relation FREE telling which person is free on which days and the
relation BAD_DAYS can be represented in normal form as follows.

[FREE[Person-ID|Day
p

0<pA0<Tt

0<*pA0<ilt
0<ipAO<t
0<ipAO<3it

| S| S|

p
p
p

IBAD_DAYS|Day
t 0<%t
t [0<i3t

The query that finds the good days for meeting is the following;:
(T pay Go<2p FREE) X (Tt pay Oo<sp FREE)) — BAD_DAY S

Here 6¢<2,FFREE will be the first two tuples of FREE. (Note that the se-
lection condition when added to the other tuples will result in an inconsistency.)
That projected into Day will give a temporary relation Ry (t) = {G1,G2} where
G represents 0 <} ¢ and G represents 0 <2 ¢.

Similarly, 7paydo<s, FREE will yield Ry(t) = {G3,G4} where G5 repre-
sents 0 <}° t and G4 represents 0 <3} t. The generalized join of Ry and Ry will
be {merge(G1,G3),
merge(G1,G4), merge(Ga, G3), merge(Ga,G4)}. The temporary output will be
the following generalized relation:

|R3 Day

t [0<It
t 0<it
t 0<37t

In the above we do not show the merge of G; and G4 because it is incon-
sistent. Next we take the complement of BAD_DAYS. This will yield:

—((0<It)v(0<i3 )

=((0<5tA0<T )V (0 <12t AD <11 1))

(=(0 <5 ) V =(0 <7 £)) A (=(0 <12 ) V =(0 <4 1))
(t<O0Vt=0VvO0<St)Vv(Et<0OVEt=0V0<st)A
(t<OVt=0VvO<BHV(E<OVE=0VO0<i3t))
(t
(t

<OVE=0VO<StVO<gt) A(t<OVE=0VO<3tVv0<yst)
<0Vvt=0vOo<itvOo<i®tv0o<ist)



Hence the complement of BAD_DAYS is a generalized relation with five tu-
ples. Finally, we take the generalized join of R3 and the complement of BAD _DAYS.
We obtain:

|R5 Day
t 0<iit
t 0<37t

The above generalized relation expresses that the two persons could meet
any day from the 16th to the 18th and from the 25th to the 26th inclusive.

4.3 Constraint Databases vs. Constraint Logic Programming

Let us briefly compare constraint databases and constraint logic programming [42,
75, 153, 154].

Each constraint logic program is a mapping from a finite set of constraint
facts to a least model. The most general framework for constraint logic pro-
gramming was given by Jaffar and Lassez [74] who show that under very mild
assumptions about the constraint predicates, the semantics of Prolog-like lan-
guages with constraints changes only slightly, in particular queries can still be
given a least model semantics.

Constraint query languages are a subset of constraint logic programs. How-
ever, Jaffar and Lassez do not give any criteria for effectively evaluating the least
model or even whether the least model is finitely representable. For constraint
query languages the least models are effectively computable and finitely repre-
sentable. Therefore, constraint query languages solve the user’s constructibility
requirement and the data vendor’s problem, which are NOT solved by constraint
logic programs in general. The main contribution of constraint database research
is the set of algorithmic solutions to these problems.

Some important constraint programming languages are the following: Pro-
log IIT which allows constraints over the 2-valued Boolean algebra and linear
arithmetic constraints over the rationals [43]. CHIP [49] which allows linear
arithmetic constraints over both the rationals and bounded subsets of the inte-
gers. CLP(R) [76] which provides polynomial constraints over the reals. LIFE [8]
which allows constraints over feature trees and also provides a notion of objects.
Trilogy [156] which allows constraints over strings, integers, and real numbers.
The following is a brief historical outline of the developments in constraint logic
programming and constraint databases:

1982: Prolog I, first instance of CLP.
1987: CLP semantics by Jaffar and Lassez [74].
1990: CQL database framework by Kanellakis, Kuper and Revesz [82].



5 Complexity Issues

In this section, we first review the known complexity results for first-order theo-
ries with constraints in Section 5.1. Then we review the known data complexity
results for both relational and constraint query languages in Section 5.2. We
discuss how data complexity is related to closed-form evaluation in Section 5.3.
Finally Section 5.4 discusses optimization techniques to speed up query evalua-
tion.

5.1 The Decision Problem for First-Order Theories with
Constraints

The computational complexity of the decision problem for first-order theories
was investigated in depth during the past twenty years. We list only some of the
important results in this area.

The computational complexity of Th(R, <, +, *) is investigated in [19, 45,
92, 119]. The complexity of Th(R, <,+), a subset of the previous theory, is in
DSPACE(2°") where n is the size of the formula [55] and also in alternating Tur-
ing machine class T A(2°",n) [29]. (See [77] for definitions of various complexity
classes.) Another interesting subset of the above theory allows only difference
constraints, i.e. only constraints of the form z; —x; > c for z;, z; variables and ¢
constant. The complexity of this language is considered in [90, 91] and is shown
to be PSPACE-complete in general and to be X%-complete for k alternation of 3
and V quantifiers in the prenex form. The complexity of the theory of rational or-
der is considered in [54] and is shown to be in DSPACE(n logn). The complexity
of Presburger arithmetic is considered in [21, 57, 118].

In the above complexity analyses the Ehrenfeucht-Fraissé game technique [51,
59] plays a major role. In this section, we illustrate a simple case of this important
technique by applying it to the first-order theory of integer order.

In general, Ehrenfeucht-Fraissé games are used to show that quantifiers
ranging over all elements of a domain of a theory may be restricted to small finite
subsets of the domain. This makes the validity of formulas of a theory decidable
by exhaustive search. Upper bounds on the size of the finite subsets yield upper
bounds on the time or space required to evaluate the formulas. The theory
of integer order provides a simple case of the power of this general technique.
Ferrante and Rackoff [55] used Ehrenfeucht-Fraissé games in a compact proof to
show an O(n?) space upper bound for deciding formulas of size n that have no
constants other than possibly 0. Their analysis is more complex than necessary
because they are concerned with several theories at once. In the following we
simplify their proof for the case of the theory of integer order only and also add
a means to deal with constants other than 0.



First, the infinite set of possible integer tuples that may satisfy a first-order
formula is divided into a finite number of equivalence classes. The goal is to show
that any member of an equivalence class satisfies a formula if and only if every
member of the equivalence class satisfies that formula. This limits the number
of possible cases that needs to be considered during evaluation, because it is
enough to pick just one member from each equivalence class to test whether it
is a solution. At first we look at the case when the formulas have no constants
in them.

Definition 5.1 Let a; = (a1, ...,a;) and by, = (b1, ...,by) be tuples of integers.
For each k,d € N we write that @y ~,q by if and only if for each 1 < 4,5 <k, if
| a;—a; |< 297k then a; —a; = b;—bj, and if a; —a; > 2¢7F, then b; —b; > 24-F.
O

In the next lemma, we use |= to mean satisfaction in the standard sense.

Lemma 5.1 Let F(z1,...,zx) be any formula of the theory of integer order,
and let d be the quantifier depth in F'. Then for any tuples @y, b, if @ ~,q b,
then @y, |= F(x1,...,2x) if and only if b, = F(x1,...,2k).

Proof: We prove the lemma by induction on the number of v, =, 3 operators
in F. Assume that @y, ~,q by,. For the base case, we have a single order constraint
of the form z; < z; or z; = z;. Clearly, each of these is either true or false in
both @ and b;. For more complex formulas we have the following cases:

(1) F(z) = F'(z) vV F"'(Z). Suppose a; = F'(Z) V F" (7). Then, without loss
of generality a;, = F'(Z). By induction, by, = F'(Z). Hence, by, = F'(Z) V F"(Z).

_ (2) F(z) = ~F'(z). Suppose @, |= —F'(T). Then, ay £ F'(Z). By induction,
b, £ F'(Z). Hence, by, = —F'(T).

(3) F(z) = 32F'(T,z). Suppose ap, = FzF'(T,z). Then for some ap41,
G, apt+1 = F'(T, 2). If agy1 = a; for some 1 < j < k, then we choose b1 = b;.
Otherwise, let aj, < ary1 < aj, be the pair of integers within @, between
which a4 lies. If aj, — aj, < 297%, then choose byi1 = bj, + ap1 — ajy. If
aj, —aj, > 297% then choose byy1 = bj, + 297%. Since @ ~p,q bi, it is easy
to see that in both cases the choices make @41 ~ky1,d bry+1. By induction,
bet1,a = F'(T, 2). Hence, by, | F(T).

These cases prove the “if” part of the lemma. By arguing similarly for by
we prove the “only if” part of the lemma. O

The above lemma can be generalized to the case when there are constants
in the formula. Moreover it can be turned into an effective quantifier elimination
procedure. The quantifier-free formula that is returned however, will have to use
gap-order constraints, that is atomic formulas of the form z; — z; > k where k
is a nonnegative integer number.



Theorem 5.1 Let F(x1,...,2) be a formula in the first-order theory of integer
order. Then we can find a quantifier-free formula F'(z1, ..., z) in the theory of
integer gap-order such that F' < F" is true.

Furthermore, the size of F" is at most O((k!(k — 1)2+2((2¢+! + 3)m)*)n) where
d is the quantifier depth of F, m is the number of distinct integer constants in
F and n is the total size of F.

Proof: We want to find one member from each equivalence class — in the
sense of Definition 5.1- whose members satisfy F. By Lemma 5.1, if F' had no
constants in it, then we would have to try only O(k!(k — 1)2°*2) sequences of
integers, i.e., k! ordering of the variables in a@; and between each adjacent pair
trying out only equalities and gaps of size 1 to 2¢ + 1. However, if F contains
constants, then the relative ordering and gap-sizes among the constants and the
variables have to be also known to be able to evaluate atomic formulas that
contain constants, e.g., ; = ¢, z; < ¢, Or T; > C.

We can extend Definition 5.1 as follows. We write that @ ~.q by, if and
only if for each constant or variable w in F' the following condition holds: for
each 1 <i <k, if | a; —u |< 297F then a; — u = b; — u, if a; — u > 297F, then
b; —u > 2%k and if u —a; > 297%, then u — b; > 29-F,

Hence we would need for each of the possible ordering-gaping of the vari-
ables only a gap assignment with respect to the constants that occur in the
formula. With respect to each constant ¢, a variable z; can be placed into
24+1 4 3 distinguishable positions, that is, z; less than ¢ by 1,...,2% + 1, ;
equal to ¢, or x; greater than ¢ by 1,...,2% + 1. With m constants in F, this
leaves (2%*! 4 3)m choices for each variable. Hence we have the upper bound
of O(k!(k — 1)2°+2((2¢+1 + 3)m)¥) many different equivalence classes with con-
stants. (Actually, we may have much less, as only a part of the gap choices will
be consistent with the variable orderings, and only part of the gap assignments
with respect to the constants will be consistent with the variable orderings and
gap choices.)

Similarly to Lemma 5.1 it can be shown that if any member of an equivalence
class satisfies the formula, then each member of the equivalence class satisfies the
formula. Moreover, we can pick a representative from each equivalence class and
test whether it satisfies the formula. It is clear that each equivalence class can be
written as a quantifier-free formula over the free variables that is a conjunction of
gap-order constraints. The formula F' will be the disjunction of the conjunctive
formulas representing the equivalence classes that satisfy F'. Clearly the size of
each conjunctive formula is less than the size of F. This proves the theorem. O

Lemma 5.1 shows that the formulas with integer order cannot distinguish
between gaps than are more than exponential in their size. We show in the
following example as a lower bound a formula which does distinguish between
gaps that are up to an exponential in the size of the formula.



Many possible formulas can be found with that property. Our example is
quite simple and is in disjunctive normal form. That is an improvement over
previous examples of hard formulas. That is, Ferrante and Rackoff’s method of
writing short formulas that define complicated properties exactly exploit the fact
that the formula is not in normal form. If their example were put into normal
form its size would increase exponentially.

Example 5.1
Gapan (s,t) = FxVy Gapan-1(z,y) V(s <y <t)V (t <y < s8)

Gap(s,t) = s #1

The formula Gapan (s,t) is satisfied if and only if | ¢ — s |> 2™. This is easy
to prove by induction as follows. For n = 0, Gapao (s, t) = Gap (s, t) is satisfied
if and only if | t — s |> 1, as claimed. For Gaps» without loss of generality let
s < t. We reason as follows.

(if) Suppose that ¢t — s > 2". Then let 2 = s + 2" 1. Then for all y < s the
condition z —y > 2”71 holds. Also, for all y > t the condition y — z > 271
holds. For all s < y < t the second condition holds. Hence Gapa- (s,t) holds.

(only if) Suppose that t — s < 2™. For any z if s < z < t, then either
z— s < 2" ! and Gapyn-1(z,t) is false or t — z < 2"~ and Gapyn-1(z,s) is
false, and since s < s <t and s < t < t are both false, the formula must be false
when either y = s or y =t. If x < s or £ > ¢, then the formula is false because
each of the three disjuncts fails when y = z. O

5.2 Query Evaluation Formulated as a Decision Problem

When analyzing the complexity of query evaluation, it is common to reformulate
the query evaluation problem as a decision problem.

Data Complexity: For each fixed program IT we define a language Ly =
{(t,d) : t € II(d)}. The language Lz consists of the set of strings which are pairs
of a regular relational database tuple ¢ and an input database d (written as a
string of generalized relational database tuples) such that ¢ is in the semantically
defined output of IT on d (that is, independent of any particular representation).
Following Chandra and Harel [31] and Vardi [155] we call data complezity the
computational complexity of deciding whether a pair (¢, d) is in the language L.
Data complexity is a commonly used measure in databases because it expresses
the intuition that usually the size of the database dominates by several orders
of magnitude the size of the query program.



6 Constraints|Relational Calculus|Datalog Stratified Datalog

D ACh (s) [81] PTIME-comp (s) |[PTIME-comp (s)
LOGSPACE (s) [31] |[[7, 31] [12, 33]

# <,< ACo [81] PTIME-comp PTIME-comp

LOGSPACE [82, 54] |[82] [82]

N,Z |=g for fixed |in PTIME PTIME-comp PTIME-comp

set of k’s [78, 157] [147] [145]

N,Z |18 in NC PSPACE-comp (s) |[PSPACE-comp (s)
[120] [38] [36]

P(D)|C,k€,k¢ |in PTIME (3 only) |DEXPTIME-comp DEXPTIME-comp (s)
[134] [122] [124]

Bm |=s., in PTIME (3 only)  [22"-comp in 227 (s)
82] 82, 125] [125]

A #,<,<,<k |in NC DEXPTIME-comp|non-elem-comp (s)
[120] [121, 122] [123]

R <,+ in NC undec. undec.
[55]

N,7Z |<,+,=x in 0(2"m) undec. undec.
[118, 21]

R +, NC undec. undec.
82, 19, 119]

Z +, % undec. undec. undec.
[62]

Q +, * undec. undec. undec.
[128]

Fig. 3. The Data Complexity of Constraint Query Languages

Figure 3 summarizes some of the known data complexity results for rela-
tional and constraint query languages. The yet unmentioned domain symbols in
the table are: D for any discrete domain (for example the integers), B,, for free
Boolean algebra with m elements, and P(Z) for sets of integers. In the figure
(Jonly) means that only relational calculus without — and V is considered and
(s) means other syntactical restrictions. The = is not listed as a constraint in
any row of the table, but it is assumed to be present in each row.

Most of the complexity results in Figure 3 assume Turing machines as the
computational model. The exceptions are the NC-ness results which assume the
PRAM model of computation and the ACy results which assume random-access
alternating Turing machines [14, 30].

The known data complexity results for relational databases are shown in the
first row. For relational databases (safe) relational calculus has LOGSPACE [31]
and AC) [81] data complexity in the PRAM and Alternating Turing machine
models, respectively. Also, for relational databases both Datalog [7, 31] and
Stratified Datalog [12, 33] have PTIME-complete data complexity.



In the Figure 3 the constraint <; where k is a nonnegative integer is called
a gap-order constraint. For variables x; and z;, the constraint z; <j z; is true
if and only if z; + k < x; is true.

[120] considered relational calculus with #, <, < constraints on the integers
in the input database and showed it to be decidable within PTIME data com-
plexity. Theorem 5.2 in this paper is an improvement of that result to NC and
with the remarks after it an extension with gap-order constraints within the
input database. (Note that without the extension the closed-form requirement
is not satisfied.)

Koubarakis [91] considered the first-order language of difference constraints,
i.e. only constraints of the form z; — z; > c for z;,z; integer variables and
¢ integer constant. Koubarakis shows that the expression complexity of this
language is PSPACE-complete and provides a quantifier elimination method.
When the reals are considered as the domain, the expression complexity remains
the same.

It turns out that the expressive power of the languages in [120] and [91] in
the case of integers is the same. That is because z; —x; > cis equivalent to z; <,
z; if ¢ > 0 and is equivalent to —(z; <(_._1) ¥;) if ¢ < 0. Furthermore, any gap-
order constraint z; <. x; can be expressed by the subformula 3z; ...3z.(z; <
21Nz < ... < 2 N2Ze < Tj).

The constraint =; is the usual modulus constraint on integers, that is,
x; = x; is true if and only if the remainder of z; divided by k equals the
remainder of z; divided by & where k is a positive integer. The set of solutions
{c+ kn : n € Z} of a modulus constraint of the form z =, ¢ is called a linear
repeating point.

Datalog with a successor function, which is denoted 1S in the table, has the
safety requirement that addition is applied only to the first argument of each
relation. This distinguished argument of relations is called a temporal argument.
The languages of [78, 38, 39] can express many interesting temporally recurring
events. For example, they can express that employees in a company get paid
every week. In the language of [39] this would be:

paid(t,p) — employee(p, ¢), paid(ta,p),t =ta+1+1+1+1+1+1+1

However, the languages are different in expressive power. [78] cannot express
transitive closure queries, while [39] cannot express the difference of relations.
The expressive power of these languages is compared in [16] which also present
an undecidable language. The expressive power of point and interval-based query
languages is compared in [146].

[147] also combines modulus constraints with integer gap-order constraints.
Datalog with gap-order constraints is shown to have a closed form and a DEXPTIME-
complete data complexity in [121, 122]. The expression complexity of the same



language is shown to be in DEXPTIME in [47]. Recent work adds stratified nega-
tion to Datalog with gap-order constraints with some syntactical safety restric-
tions. The resultant language has a non-elementary data complexity [123]. The
relationship between syntactical safety as given in [123] and semantical safety is
discussed in [136] and it is shown that syntactical safety cannot be extended to
include all semantically safe queries.

Datalog with set order constraints of the form U C V, k € U, and k &
U, where k is an integer (or element of some other infinite domain D) and
U,V are set variables or sets of constants, is considered in [134, 122, 124]. The
first reference shows that conjunctive queries have PTIME, and the other two
show that Datalog and safe stratified Datalog have a DEXPTIME-complete data
complexity.

The data complexity of relational calculus and Datalog queries with Boolean
equality constraints over a free Boolean algebra with m generators is analyzed
in [82, 125].

Some related results that do not appear in the table are works on decid-
ing set constraints. The set constraints considered in [5] are much more general
than the ones in the table. Quantifier elimination is not possible in the more
general case considered there. There sets appear as leaves of functional terms
and unification and other methods are considered for the decision problem only.

When we have addition and multiplication, then we can express the order
relation in both the R and the Z case. When the domain is Z, then we can also
express exponentiation. The undecidability results in the table are based in part
on these observations.

5.3 From the Decision Problem to Closed-Form Evaluation

Next we give an example of how one can translate the complexity results for
the decision problem of a first-order theory with constraints to a closed-form
evaluation result for relational calculus queries.

Theorem 5.2 Let IT be any fixed Relational Calculus program. Then IT can
be evaluated in NC in the size of any generalized database with integer order
constraints such that the output will be a generalized relation with integer gap-
order constraints.

Proof: First using Proposition 4.1 translate the query evaluation problem
into a quantifier elimination problem in the theory of integer order. Also trans-
form the formula into a prenex normal form, i.e. where all the quantifiers occur
only at the front. A formula can be put into prenex-form in NC.

The theorem follows from Theorem 5.1 taking advantage of the fact that the



quantifier depth and the number of free variables are fixed constants. When we
test a representative of each equivalence class whether it satisfies the formula for
each new existential variable ay; we need to test only O((2(k—i)+1)2¢(2¢+! +
3)m) many choices depending where ay; is inserted into the current order of the
variables ay, . .., ar+i—1 and the m constants. Since d and k are fixed constants,
employing an exhaustive search on these possibilities the total number of cases
is still only O(m?). Since m < n the total number of cases is only a polynomial
in the size of the generalized database input. Each case should be tested on a
quantifier-free formula which can be done individually in NC' and all of them
in parallel in NC'. Once the value of each case is known, the quantifiers can be
evaluated in NC' too. O

Remark 1:1t is possible to improve the above result by allowing the general-
ized database input to contain gap-order constraints. If the maximum gap-value
in the input database is some constant ¢ then similarly to Example 5.1 we can
express it by a formula which adds only log ¢ quantifier-depth and size. That is,
the problem with gap-order constraints in the input generalized database can
be still reduced to evaluating in the theory of integer order a formula that has
O(k + log ¢) quantifier depth. Hence this problem is also in NC.

Remark 2: The theory of integers with a successor relation, i.e. +1, can
be also reduced to case of the theory of integer order. That is because any
constraint of the form z+1 = y in the former can be expressed by the subformula
(r < y) A —=3z(z < 2z Az < y) in the latter. This implies that with successor
constraints also query evaluation is in NC'.

The following is the analogue of Theorem 5.2 in the case of algebraic queries.

Theorem 5.3 Let II be any fixed generalized relational algebra query. Then IT
can be evaluated in NC' in the size of any generalized database input that is in
normal form.

Proof: The proof is by induction on the parse tree of the relational algebra
expression showing that the temporary relation T; associated with each internal
node i has a size that is polynomial in the size of the input relations (at the
leaves) below it and that T; can be evaluated in NC. To show polynomial size
is easy because generalized select, project, and rename can only decrease the
number of mm-gapgraphs in the temporary relation and join can only return at
most n * m mm-gapgraphs where n and m are the number of mm-gapgraphs
in the two input relations. By Lemma 4.3 the number of mm-gapgraphs can
also grow only polynomially by each negation (and therefore difference). Since
the relational algebra expression is fixed the output relation at the root node
must have a number of mm-graphs that is polynomial in the size of the input
generalized database. Finally, we note that the size of each mm-gapgraph is
bounded by a constant because the number of arguments in each relation is
fixed.



To show NC-ness of the evaluation it is enough to show that each generalized
algebra operation can be evaluated in NC in the size of the input relation(s). For
select, project, and rename and join that is obvious. Negation can be done in NC
similarly to Theorem 5.2, that is, we precompute and test in parallel all O(nkZ)
mm-gapgraphs whether it satisfies the negated formula that is the disjunction
of all the mm-gapgraphs in the input relation. O

Unfortunately, there are no general techniques to use data complexity results
for Datalog and Stratified Datalog to bound the time required by a closed-form
evaluation algorithm. Even worse, for constraint query languages a finite data
complexity does not imply that there is a closed-form evaluation.

5.4 Optimization Problems

Many optimization methods are based on the idea of transforming programs
into semantically equivalent ones that however can be evaluated faster. Trans-
formation from a relational calculus query to an algebra discussed above is one
example. Other examples includes the propagation of selection and projection
operators and the ordering of join operators in both relational calculus and sim-
ilarly by magic set techniques in Datalog. Recent extensions of these techniques
for constraint queries can be found in [26, 27, 71, 97, 98, 106, 133, 144, 152].

The testing for equivalence during program transformations often is ac-
complished by testing for query containment first. Recall that each relational
calculus program ¢ defines a mapping from any input database d (which may
be represented finitely) to an output database ¢(d) (which may also be repre-
sented finitely). We say that a program ¢, is contained in program ¢,, denoted
¢1 C ¢2, if and only if for each input database d, all the tuples in ¢;(d) are
also in ¢o(d). The containment problem is: Given two programs ¢, ¢» decide
whether ¢1 - ¢2.

The containment problem is particularly important for a subclass of rela-
tional calculus queries that are formed without the connectives = and V and the
quantifier V. These queries are called Conjunctive Queries.

The containment problem is NP-complete for conjunctive queries without
constraints [34]. It remains NP-complete with only linear equality constraints [82].
The problem becomes IT5-complete with dense linear order constraints [151]. The
containment problem for conjunctive queries with quadratic equation constraints
over the reals is IT§-hard [82].

Besides query transformations, good indexing techniques on the generalized
tuples in the input database relations can also improve the efficiency of query
evaluation. A typical problem in query evaluation is 1-dimensional range search-
ing, which asks to return all tuples that have an z attribute with values between
two constants.



Range searching on regular relations can be implemented by B-trees and
and BT -trees [17, 46] which are good in minimizing the number of accesses to
secondary storage. Range searching requires O(logg N + K/B) secondary mem-
ory accesses in the worst case, where B is the number of tuples in a block, N
is the total number of tuples in the relation searched, and K is the number of
tuples returned.

The problem of range searching on generalized relations can be implemented
using grid-files, quad-trees, and R-trees (see the books [112, 129, 130] for a review
of these and other spatial data structures). The idea is to index each generalized
tuple by the interval that is the projection of the tuple onto the x axis. The data
structures mentioned above can easily accommodate insertions and deletions as
well as range searching. Unfortunately, they work well only with main-memory
storage but do not give worst-case guarantees on the number of accesses to
secondary storage. [84] gives a data structure and an algorithm with optimal
worst-case performance with regard to secondary storage accesses. The data
structure is static in the sense that it allows insertions but no deletions. [117,
116] also considers multi-dimensional searching, i.e. range searching when several
attributes are involved.

6 Expressive Power

Relational calculus queries without constraints (see Section 3.2) can be evaluated
using a quantifier elimination procedure over the first-order theory of equality if
in the input database each relation is a finite set of regular tuples. However, a
quantifier elimination procedure may be slow compared to the usual evaluation of
“safe” relational calculus queries (see [3, 149] for definition of safe). The efficiency
of “safe” queries is due primarily to the fact that in them the quantifiers can
be restricted to range over the set of constants occurring explicitly in the query,
called the active domain, denoted J 4, without a change in the output relation.

Using a version of Ehrenfeucht-Fraissé games, Aylamazyan, Gilula, Stol-
boushkin and Schwartz showed that in any relational calculus query (safe or
unsafe) it suffices to let quantifiers range over the active domain plus ¢ number
of additional constants from the full domain § where ¢ is the number of quanti-
fied variables [13]. This means that we can evaluate “unsafe” relational calculus
queries with almost the same efficiently as safe relational queries.

Let’s call active-domain semantics the mapping defined as in Section 3.2
but é replaced by §4. Hull and Su considered whether relational calculus queries
under the unrestricted and the active-domain semantics have the same expressive
power. They found that when the input database consists of relations with a
finite set of regular tuples, then the answer is yes, that is, for each unrestricted
query it is possible to find an active-domain query that gives always the same
output [72]. Paredaens, Van den Bussche and Van Gucht show the equivalence



when the input database consists of generalized relations with linear inequality
constraints over the reals [111].

Another interesting question is the relative expressibility of relational calcu-
lus queries over different types of generalized databases. The problem of finding a
convez hull and a voronoi diagram is expressible in relational calculus with poly-
nomial inequality constraints over the reals. These queries cannot be expressed
in relational calculus without generalized databases and constraints. That is be-
cause the latter queries are always generic or isomorphism preserving, that is, if
two input databases are isomorphic, then their outputs are also isomorphic [31].
Clearly, this property of genericity is lost when constraints are added. Necessary
modifications of the concept of genericity are investigated in [95, 109, 111].

Negative results are also interesting. The strongest negative result is that
relational calculus with polynomial constraints over the real numbers cannot
express even simple recursive queries like connectivity, transitive closure and
parity of a relation [18]. This results extends earlier work on linear inequality
constraints [6, 68, 94], and on rational numbers and order constraints [65, 137].

Finally, another negative result from [65] is that valid sentences of the
first-order predicate calculus when relations range over finitely representable
databases is undecidable. This case is similar to the finite relations case, that is,
validity here is also co-r.e. and not in r.e.

7 Further Extensions

There are a number of recent extensions of the constraint data model. Among
these are the addition of (1) integrity constraints, (2) aggregation operators,
(3) indefinite information (4) complex objects, and (5) spatial and topological
databases.

Integrity constraints play an important part in regular relational database
design and have been investigated in great detail (see [143]). Dependency the-
ory among integrity constraints for generalized databases is however a fairly
open area, which was investigated only recently [15, 103]. [15] defines constraint
generating dependencies and studies the computational complexity of their im-
plication and consistency problems. Let emp(name, salary,boss) be a relation
storing information about employees in a company. An example of a simple case
of constraint generating dependency is

Vn1V31Vb1Vn2V32Vb2((emp(m, S1, b1) A emp(ng, S92, b2) Ab = TLQ) — (81 < 82))

meaning that bosses always earn more than their employees. Even this is more
general than typical integrity constraints on relational databases because it as-
sumes that the domain of the second attribute is an interpreted domain with



order. (The usual assumption is an uninterpreted domain with no constraint
relations defined on it.)

Aggregation operators [87] have an important use in practical database
query languages such as SQL. It is a challenging problem to define meaningful
and efficiently evaluable aggregation operators on generalized databases. Maxi-
mum, minimum and area were proposed as aggregation operators in [95]. More
recent work on this problem appears in [40, 37, 67].

Indefinite information represented by null values is also a practical con-
cern. Null values represent either unknown or unexisting values. Evaluation of
constraint queries with null values is considered in [90, 91, 134].

Complex values are important for the convenient representation of many
kind of real-life data [3]. Values such as Booleans, strings, integer, real or ratio-
nal numbers are all scalar values. Complex values are built from scalar values
using in a nested way set and tuple constructors. It is a challenge to define con-
straints and find good constraint solving algorithms for complex objects. The
introduction of set constraints and a quantifier elimination algorithm on set
variables in [134, 122] can be considered as a preliminary step in that direction.
In [134] complex values are further enhanced by object identifiers, leading to
an interesting combination of constraint and object-oriented programming. An-
other proposal to combine constraints and objects is presented in [24]. Nested
databases with dense order constraints are considered in [66)].

Recent work on spatial and topological databases that extend the constraint
data model can be found in [93, 108, 126]. In [108] constraint queries where
variables range over regions instead of points are considered. In [126] constraint
database and knowledge-base change operators, including revision, update, and
arbitration are described. A survey on spatial databases can be found in [110].

8 Prototype Systems

It is encouraging to see that some prototype constraint database systems are just
starting to appear. The constraint database system DISCO (short for Datalog
with integer and set constraints) [25] implements two data types: integers and
(finite and cofinite) sets of integers. In DISCO the following constraint relations
are allowed: (1) between integers variables and constants: =, #, <,<,>,> and
gap-order constraint <j (see Section 5.2), (2) between set variables and con-
stants: =, C, and (3) between integer constants ¢ and set variables or constants
X:c € X and ¢ ¢ X. Seminaive evaluation and projection and selection pushing
is implemented in DISCO. The DISCO system was used recently for example in
genomic database applications [127].

An implementation of Datalog with periodicity constraints was described re-



cently in [144] . Also, a compile-time constraint-solving method is implemented
within the DeCoR database system in [63]. The C® constraint object-oriented
system is also being implemented recently [28]. These prototype systems are
important feasibility demonstrations for the theoretical ideas about constraint
databases. They also may give interesting feedback for further theoretical study.

9 Open Problems

There are obviously many research topics that need further consideration. The
list below collects only some of the most interesting and it seems difficult open
problems concerning constraint query languages and generalized databases.

(1) What is the relative expressive power of relational calculus queries over
generalized databases with polynomial inequality constraints over the reals under
the unrestricted vs. the active-domain semantics? This problem was studied
in [109)].

(2) What is the size of the generalized database output for Datalog queries
with integer order constraints, i.e. in Th(Z, <)? This problem was studied in [121].
Note that without constraints, this problem reduces in an obvious way to the
data complexity problem. A similar reduction however still needs to be shown
when constraints are present.

(3) What is the data complexity of relational calculus with only linear in-
equality constraints, i.e., in Th(R, +,<)? For k-bounded queries, that is, queries
where the number of occurrences of the addition symbol in each constraint is
bounded, it was shown that the problem is in ACq in [65]. Is the data complexity
still in ACy without this restriction?

(4) Ajtai and Gurevich [9] showed that the queries that are expressible in
both Datalog and relational calculus over regular databases are those that are
bounded. Here bounded means that the number of iterations needed in the naive
evaluation of the query is always a constant for any input database [3, 79]. Is
this result true also if we allow generalized databases?

(5) What is the upper bound for the computational complexity of testing
containment, of conjunctive queries with quadratic equation constraints? The
lower bound of IT}-hard is shown in [82].

(6) Can we design a data structure that implements insertion, deletion,
and range searches with optimal worst-case access to secondary storage? This
problem is investigated in [84, 117, 116].
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