)

Check for

updates

B DIGITAL Assoiation foe
AL LIBRARY Compng iaciney @m open>
{y Latest updates: https://dl.acm.org/doi/10.1145/3787521

RESEARCH-ARTICLE
A practical partitioner for distributed simulations on sparse dynamic
domains using optimal transport

JOEL WRETBORN, Weta Digital Ltd., Wellington, WGN, New Zealand
MARCUS SCHOO, Weta Digital Ltd., Wellington, WGN, New Zealand
NOH-HOON LEE

CHRISTOPHER BATTY, University of Waterloo, Waterloo, ON, Canada
ALEXEY STOMAKHIN

Open Access Support provided by:
Weta Digital Ltd.

University of Waterloo

PDF Download

q
'}\Q 3787521.pdf

28 January 2026
Total Citations: 0
Total Downloads: 107

Published: 27 January 2026
Online AM: 14 January 2026
Accepted: 25 November 2025
Revised: 18 November 2025
Received: 25 June 2025

Citation in BibTeX format

ACM Transactions on Graphics, Volume 45, Issue 2 (April 2026)

https://doi.org/10.1145/3787521
EISSN: 1557-7368


https://dl.acm.org
https://www.acm.org
https://libraries.acm.org/acmopen
https://dl.acm.org/doi/10.1145/3787521
https://dl.acm.org/doi/10.1145/3787521
https://dl.acm.org/doi/10.1145/contrib-99659230553
https://dl.acm.org/doi/10.1145/institution-60116455
https://dl.acm.org/doi/10.1145/contrib-99661801332
https://dl.acm.org/doi/10.1145/institution-60116455
https://dl.acm.org/doi/10.1145/contrib-99660533465
https://dl.acm.org/doi/10.1145/contrib-81320487818
https://dl.acm.org/doi/10.1145/institution-60014171
https://dl.acm.org/doi/10.1145/contrib-81551706356
https://libraries.acm.org/acmopen
https://dl.acm.org/doi/10.1145/institution-60116455
https://dl.acm.org/doi/10.1145/institution-60014171
https://dl.acm.org/action/exportCiteProcCitation?dois=10.1145%2F3787521&targetFile=custom-bibtex&format=bibtex
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3787521&domain=pdf&date_stamp=2026-01-27

A practical partitioner for distributed simulations on sparse dynamic

domains using optimal transport
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This work addresses the challenges of distributing large physics-based sim-
ulations often encountered in the visual effects industry. These simulations,
based on partial differential equations, model complex phenomena such
as free surface liquids, flames, and explosions, and are characterized by
domains whose shapes and topologies evolve rapidly. In this context, we
propose a novel partitioning algorithm employing optimal transport—which
produces a power diagram—and designed to handle a vast variety of sim-
ulation domain shapes undergoing rapid changes over time. Our Power
partitioner ensures an even distribution of computational tasks, reduces
inter-node data exchange, and maintains temporal consistency, all while
being intuitive and artist-friendly. To quantify partitioning quality we in-
troduce two metrics, the surface index and the temporal consistency index,
which we leverage in a range of comparisons on real-world film production
data, showing that our method outperforms the state of the art in a majority
of cases.
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1 Introduction

In the context of distributed simulation, the role of a partitioner is
to allocate the computational workload across multiple machines
(a.k.a. nodes or ranks) to maximize performance. Since the exact
computation and communication costs are rarely known up front,
the optimal allocation is typically defined by a set of heuristic objec-
tives, such as ensuring an equitable distribution of computational
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Fig. 1. Fighting kids. For a scene from Avatar: The Way of Water (top) a
sparse particle-in-cell splashing water simulation with surface tension
and viscosity (bottom) [Stomakhin et al. 2023] and peak total memory
consumption of ~500GB has been split into 8 ranks (indicated by col-
ors) using our Power partitioner. Top image from AVATAR: WAY OF WA-
TER (©2022 20th Century Studios, Inc. All rights reserved. Bottom image
(© Weta FX Ltd.

tasks to prevent overburdening individual nodes (a.k.a. load bal-
ancing) and reducing the communication overhead required for
inter-rank data exchange. The inherent conflicts among these goals-
where enhancing one may detract from another—pose significant
challenges.

Our work focuses on simulation applications tailored for the
visual effects (VFX) industry. These simulations are grounded
in physics, utilizing partial differential equations (PDEs) to
model intricate phenomena, such as liquids or smoke. They are
typically discretized using Cartesian grids or hybrid particle-in-cell
methods. The focus is placed primarily on the aesthetic quality
and visual richness of the output, capable of captivating audiences
in film, gaming, or other media, rather than raw computational
accuracy. Consequently, practitioners tend to employ computa-
tionally less heavy lower-order methods compared with those

ACM Trans. Graph., Vol. 45, No. 2, Article 20. Publication date: January 2026.
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used in traditional engineering applications. As simulations
scale to higher resolutions, practitioners reach for distributed
techniques when a simulation no longer fits in working memory
(typically ~256-512 GB).

Since the defining feature of VFX simulations is the emphasis
on visually striking and dynamic outputs, the simulation domains
tend to exhibit highly dynamic behavior, characterized by sparsely
distributed topologies that evolve rapidly over time. Such rapid
evolution places additional importance on minimizing the commu-
nication costs specifically associated with restructuring the domain
from one frame to the next, as opposed to the costs of ghost trans-
fers of adjacent neighbor data in a statically partitioned domain.

Below we give a concise summary of the partitioner requirements
we identified to meet the unique demands of our application.

Equitable work distribution. The workload assigned to each
rank should be as uniform as possible. Since accurately predicting
the actual computational effort up front is not straightforward,
many approaches rely on approximate or proxy metrics, such as
the number of grid cells (a.k.a. voxels) or particles assigned to a
given rank, which we adopt in the current work.

Minimized ghost transfers. In PDE-based simulations, inter-
rank ghost data transfers are governed by spatial locality: transfers
occur at the border layers, where data regions from different ranks
meet spatially. Minimizing the border size reduces the amount of
data exchanged, lowering overhead and improving efficiency.

Temporal coherence. A critical consideration in the VFX con-
text is the need for temporal coherence, which entails minimizing
substantial shifts in the distribution of computational work between
consecutive simulation frames, thereby curtailing the volume of
inter-rank data movement.

Artist friendliness. The partitioner must prioritize simplic-
ity, transparency, and reliability, ensuring that artists in the visual
effects industry can focus on creativity rather than technical ad-
justments. It should operate seamlessly out of the box, requiring
no manual tuning or deep understanding of distributed systems.

In order to understand the shortcomings of current state-of-
the-art partitioning algorithms for sparse dynamic domains,
to be discussed in Section 3, we first present in Section 2 the
mathematical underpinnings of our domain structure. To tackle
the outlined challenges we propose a novel partitioning algorithm
based on regularized optimal transport. It maps buckets (= units of
computational work, see Section 2) to ranks, modeled as points in
the simulation world space, by minimizing the total transportation
distance of work. The resulting partitioning turns out to be a
power diagram with rank positions as sites, and in combination
with Lloyd’s algorithm [Lloyd 1982] we can ensure a balanced
distribution and minimal neighbor transfers while maintaining
temporal coherence without any user intervention. We introduce
this Power partitioner in Section 4, which we compare to existing
methods in Sections 5 and 6.

2 Sparse Domains and Partitioning

Sparse grids are ubiquitous in computer graphics and VFX appli-
cations [Bojsen-Hansen et al. 2021; Bridson 2003; Museth 2013;
Setaluri et al. 2014]. Instead of allocating a full tensor-product (or
dense) grid, sparse grids employ a hierarchical structure that selec-
tively includes grid points based on their proximity to the region of
interest, drastically reducing the memory required while maintain-
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Fig. 2. Sparse grid domain. An illustration of a 2D sparse grid simulation
domain, composed of blocks / buckets (large squares), each of which con-
tains 4 X 4 voxels (small squares) and, in this example, some particles (small
circles). The coloring depicts a partitioning of the buckets into 2 ranks.
© Wata FX Ltd.

ing sufficient spatial coverage. A popular implementation choice,
especially for uniform grids, is a sparse-block structure [Lesser
et al. 2022; McAdams et al. 2011; Wang et al. 2005; Zhu et al. 2010],
where the grid domain is represented as an array of axis-aligned
non-overlapping dense cubic blocks of voxels (see Figure 2), which
we adopt in this work. In addition to representing a unit of min-
imal spatial coverage, such blocks simultaneously double as the
units of parallel work. Smaller blocks allow for precise coverage
of detailed regions of interest and enhanced parallelism, but han-
dling the resulting large number of blocks can become cumbersome.
Conversely, larger blocks simplify management by reducing their
total count, though they may not exactly conform to the simula-
tion domain causing unnecessary padding, and are also harder to
partition evenly. The literature suggests that the optimal block size
lies between 4 X 4 x 4 and 8 x 8 x 8 grid voxels [Lesser et al. 2022;
McAdams et al. 2011; Zhu et al. 2010].

Below we give formal definitions related to our sparse domain
representation. We will assume that our simulations happen in 3D
space, and will set d = 3 unless stated otherwise.

Definition 2.1. A region of interest is a time-varying subset
Q; ¢ R? with t € R representing time, where we wish to
track the evolution of some (discretized) functions representing
visual, physical, or geometric features, such as smoke density,
temperature, liquid signed distance fields, particles, and/or other
properties.

Definition 2.2. A bucket b is a half-open, cubic, axis-aligned re-
gion of space RY, which will represent a block in our sparse-block
grid structure. The buckets are assumed to be chosen such that the
set of all buckets B gives an overlap-free tiling of the whole of R,

Definition 2.3. A bucketization is a function 8 : R¢ — B which
maps any point x € R? to the bucket b € B that contains it.

Definition 2.4. A neighborhood function N : B — 2B defines
the list of neighboring buckets!, for any bucket b € B. In gen-
eral the neighborhood concept does not necessarily imply prox-
imity in the physical space, but rather describes the interaction
pattern within the simulated system at hand, which may become

12B is the set of all subsets of B.
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rather complicated for long range forces. In the case of PDEs,
however, the neighborhood corresponds to immediately adjacent
buckets.

Definition 2.5. A domain description (8, N) is a pairing of a buck-
etization and a neighborhood function.

Definition 2.6. A uniform grid domain description is defined by
choosing a bucket size A > 0 and setting

Ba(x) = 3| 1)

which is to say that the set B is composed of cubic voxels of a
uniform grid with spacing A. The neighborhood function considers
two buckets to be neighbors if the Euclidean distance between them
is zero, meaning their closures share a face, an edge, or a corner.

Definition 2.7. A bucket subset is a (finite) collection S € 2B. The
simulation domain, which is the area where the volumetric data is
allocated for computation, is specified via a bucket subset, which we
will refer to as the (simulation) domain subset Dy = {Uxeq, B(x)}.

Definition 2.8. A padding function 7 : 28 — 25 is defined as
T(5) = (b UN(b).b € 5}, @

and dilates a given domain subset by a single layer of buckets.

Definition 2.9. A partitioning is a function that maps buckets of a
given bucket subset S to ranks, P : S — [R], where [R] = {0...R—
1} and R is the total number of ranks. The partition corresponding
to rank r is the subset of buckets that has been assigned to that rank,
specifically P, = {b € S : P(b) = r}.If not otherwise stated we will
assume that a partitioning is computed on the domain subset, i.e.,
S = D;. We refer to the algorithm used to produce a partitioning
of a bucket subset S as a partitioner P, so that P(S) = P.

Given a measure of the computational work W} per bucket b
the computational work for the partition P, associated with rank
ris Wy = ¥ pep, Wp. We are specifically interested in partitioners
that would (1) produce the minimal variation of work W, across all
ranks, (2) for each partition P,, minimize the number of neighbor
buckets |7°(P,) \ P N D;| that do not belong to it, and (3) keep
partitions coherent across time as D, evolves.

Remark. The definition of the domain description in Definition2.5
admits more general shapes (e.g., an adaptive octree) than the
uniform grid we define with Equation (1), without any required
changes to the partitioner algorithm we outline in Section 4.

3 Existing Methods

There are a number of partitioners available in the literature.

Graph-based partitioners. Graph-based partitioners model the
computational domain as a graph: the vertices represent compu-
tational units—such as buckets in our sparse grid structure—while
edges encode spatial dependency relationships derived from the
neighborhood function N. The partitioning problem is then cast
as a graph-cut optimization task, where the goal is to minimize
the number of edges connecting different ranks while balancing
the computational load, represented by vertex weights W;. The
widely adopted METIS [Karypis and Kumar 1998] and ParMETIS

SFC

Power

P(s") P(s?)
Fig. 3. Partitioning consistency. Left column: Visualizations of SFC and
Power partitionings on a crescent-shaped domain S! for 4 ranks. Middle
column: A single new bucket b is added, yielding S2 = S U b, and the
domain is re-partitioned. Right column: The difference between P(S!) and
P(S?) is visualized by marking buckets that changed ranks white. The
significant shift in the SFC partitioning is due to the change in the domain
bounds. (©) Weéta FX Ltd.

Difference

[Schloegel et al. 2003] employ multilevel recursive bisection or
k-way partitioning strategies to achieve these aims.

For sparse and irregular domain topologies these methods pro-
duce close-to-optimal cuts. However, small changes in the domain
subset often cause drastic changes in the partitioning, resulting in
low temporal coherence across frames. This sensitivity arises be-
cause graph-based methods operate purely on connectivity and are
largely oblivious to the domain’s world-space geometry, making it
difficult for them to preserve spatial consistency over time. In VFX
applications, where the domain subset can change substantially
between frames, our testing shows poor performance for these
kinds of methods (see Section 5).

Space filling curve (SFC) methods. A number of methods use
geometric heuristics that lead to reasonable approximations of
optimal partitionings. SFCs [Borrell et al. 2020; Tsuzuki and Aoki
2016], such as the Hilbert curve or Morton (a.k.a. Z-order) curve,
provide a computationally efficient way to map multi-dimensional
data into a one-dimensional sequence. A popular claim is that
this mapping preserves locality, which means nearby points in
the original multi-dimensional space stay close together in the 1D
ordering. This in turn implies that when dividing work (i.e., buckets)
among ranks using this 1D ordering, the communication overhead
is minimized. Alas, the starting claim above is only approximate:
while small, there is a nonzero chance of encountering non-local
patterns in the mapping, occurring in places where different coils
of an SFC meet spatially. In practice, this leads to SFC partitioners
producing visually prominent artefacts that compromise locality.
Additionally, the 1D bucket ordering varies rapidly with changes in
the bounding box of the domain subset, leading to poor temporal
coherence properties for domains with fast-changing topologies.

To illustrate the last two points consider Figure 3 (top-left) where
a crescent-shaped domain is partitioned with a Hilbert SFC (see
Section 5 for algorithmic details). The purple partition has buckets

ACM Trans. Graph., Vol. 45, No. 2, Article 20. Publication date: January 2026.
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mainly located in the top left, but also a few scattered buckets
at the bottom, demonstrating poor locality. Then, when a single
bucket is introduced outside of the current domain (Figure 3, top-
middle), the domain subset bounding box changes, causing a drastic
change in the partitioning. Although seemingly contrived, this case
is remarkably common in VFX simulations: a water splash can send
single droplets flying into the air, causing temporally incoherent
partitions.

Voronoi methods. Voronoi methods (e.g., Ref. [Koradi et al. 2000])
are intuitive and powerful, aligning well with our goals of locality
and work balance. However, traditional implementations, such as
standard centroidal Voronoi tessellation, face challenges in dynamic
VFX simulations. Constructing explicit Voronoi meshes, as done by
Fu et al. [2017], adds computational overhead and implementation
complexity as buckets must be classified into cells. Importantly,
when W}, is spatially nonuniform, load balancing becomes increas-
ingly inaccurate since Voronoi partitions depend only on geometry
and cannot adapt cell sizes to heterogeneous work distributions.
It may also not be possible to directly partition a domain of an
arbitrary shape, instead requiring embedding into a convex hull,
leading to even more overhead and meshes with overly stretched
elements.

Our Power partitioner was heavily inspired by and is an improve-
ment over Voronoi methods. It produces Voronoi-like structures,
hence preserving all of the desired locality properties, while also
being capable of equally partitioning domains of arbitrary shapes
and spatially varying work functions. Conceptually, the Power par-
titioner occupies a middle ground between graph-based and purely
geometric heuristic methods. The regularized optimal transport
formulation (Section 4.1) can be viewed as a continuous analogue
of graph partitioning, replacing the discrete edge-cut minimiza-
tion with an optimization based on world-space distances between
ranks and vertices. However, it does not explicitly minimize com-
munication volume, but instead offers a practical balance between
load equality, spatial compactness, and temporal coherence. Thus
for domains with stable connectivity, graph-based methods can
achieve lower ghost communication overhead, albeit with reduced
temporal stability. Table 1 gives a qualitative summary of how
SFCs (Hilbert curve), graph-based methods (METIS), and our Power
partitioner score on different partitioning properties. We evaluate
these partitioners more quantitatively in Section 5.

There exist other partitioning strategies best-suited to simulation
domains that are compact, box-shaped, or essentially static. Given
our stated objectives, we explicitly do not consider methods that are
tailored to such limited domain shapes—for example static partition-
ing techniques [Irving et al. 2006; Wang et al. 2020] or axis-aligned
plane-cutting techniques [Qiu et al. 2022; Surmin et al. 2015]. Al-
though plane-cutting has been commonly used in VFX applications
([Bailey et al. 2015; Flores and Horsley 2009; Lait 2016]), it only
works well when there is a “preferred” simulation direction. For
highly dynamic simulations, like the fluid simulation highlighted in
Figure 1, such a direction is not always possible to specify. Addition-
ally, plane-cutting techniques often require the simulation operator
to specify up front the number of cutting planes as well as their
directions, which conflicts with our previously stated goal of artist
friendliness. Flexible recursive variants of plane-cutting (analogous

ACM Trans. Graph., Vol. 45, No. 2, Article 20. Publication date: January 2026.

Table 1. Qualitative Partitioner Comparison

Partitioner Speed Work balance Locality Temporal

Graph-based *k Hkkk *hokk *

Hilbert curve sk Hok ok *k *k
Power diagram *k ko *okk HokAkok

to kd-trees) are classical in computational fluid dynamics [Berger
and Bokhari 1987], under the names orthogonal recursive bisec-
tion or recursive coordinate bisection; however, such methods are
known to produce much lower quality partitions than the modern
graph-based schemes discussed earlier [Bruaset and Tveito 2005].

Another example is the speculative partitioning technique by
Shah et al. [2018], who account for the temporal aspect of partition-
ing by predicting the future region of interest via a low-resolution
simulation run concurrently with the main simulation. Since many
of the features we are interested in are scale-dependent—for ex-
ample surface tension effects (Figure 1) or chemical combustion
(Figure 9)—a low-resolution simulation is seldom predictive of the
actual future simulation state.

We emphasize that our approach harmonizes well with general
load-balancing frameworks, such as those of Kale and Krishnan
[1993] and Pearce et al. [2012], which utilize on-the-fly self-profiling
tools to further enhance the partitioning quality with real-time data;
however, we consider those techniques to be complementary to the
partitioner presented here and outside the scope of our work.

Optimal transport in graphics. We end this section by highlight-
ing the increased use of optimal transport across computer graphics.
One of the earliest examples is the work of de Goes et al. [2012], who
showed how to use optimal transport for blue noise sampling. Since
then there has been a variety of work applying optimal transport
to discrete domains ([Mandad et al. 2017; Solomon 2018; Solomon
et al. 2015]) and to physics simulation ([de Goes et al. 2015; Qu et al.
2022, 2023; Wretborn et al. 2025; Zhai et al. 2020]).

4 The Power Partitioner

The need for a new partitioner arose when we observed SFC par-
titionings on very dynamic scenes (e.g., Figure 1) or sparse non-
convex domains (e.g., the “River” shape in Figure 10), where in-
dividual rank partitions would visibly flicker across neighboring
frames or exhibit severe non-locality. See also the supplementary
video.

Our goal was to develop a new technique that would improve
on both the locality and temporal coherence of existing methods.
To that end, we introduce a novel partitioner based on regularized
optimal transport and power diagrams, hence the name “Power
partitioner”. This approach produces geometric structures, similar
to Voronoi cells, that can be used to create high quality partitionings,
while also being computationally efficient. In this section we first
describe the application of regularized optimal transport to our
problem domain (Section 4.1), and then define our partitioner and
discuss implementation considerations (Section 4.2).

4.1 Regularized Power Diagrams

We will leverage regularized power diagrams as our spatial heuris-
tic of choice, which can be viewed through the lens of optimal
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transport. For a primer on optimal transport we recommend the
review by Peyré and Cuturi [2019].

We use x;, € R? to denote the fixed reference position assigned
to a given bucket b € B, and similarly associate a position x, € R?
with each rank r € [R]. In summation expressions, we will omit
indicating set membership for brevity where the scope is obvious
from context, e.g., ), will imply summation over all b € D;. We
will also omit the subscript t when the time is irrelevant or clear
from context. Let C : [R] X D — R, be the so-called cost function
where each entry C,p is the squared distance’ between a rank
and a bucket, C,p = ||x, — x3||%. We define the desired workload
per rank as L = ), Wp/R. Then there exists an optimal coupling
T : [R] X D — R, that satisfies

T = argmin Z T,5Crp — eH(T), (3)
T r.b
subject to Z T,p =LVr, (4)
b
DTy = W Vb, ()

where ¢ € R, is a user-defined regularization parameter and # (T)
is the discrete entropy, H(T) = — 3, , Tp (log T)p — 1) .

The coupling matrix T represents a joint assignment of work
between ranks and buckets, encoding R X |D| unknowns. These are
constrained by prescribed marginal distributions: each rank must
receive a total workload of L, while each bucket’s entire work W,
must be assigned across the ranks.® The objective function balances
the transportation cost },;, T,5C,p—favoring proximity between
ranks and buckets—with an entropic regularization term ¢H (T).
This regularization induces strict convexity, ensuring the existence
and uniqueness of the optimal solution T, in contrast to unregu-
larized optimal transport, where multiple optima may exist. This
uniqueness is a desirable feature for our problem: it makes parti-
tioning more temporally stable, because it reduces the likelihood of
toggling between quite distinct but equal-quality solutions as the
domain evolves.

The geometric interpretation of T is an approximate power dia-
gram with rank positions as sites and diffuse edges/faces that turn
progressively sharper as ¢ — 0; see the top row in Figure 4. Notably,
¢ has units of length and can be viewed as a characteristic width
of the diffuse transitions between power cells. The work center of
mass for a rank can be computed via the power kernel [Qu et al.
2022, Equation (6)] as

1
¢ = I Z T,pxp Vr. (6)
b

The specific choice of the entropic term given in Equation (3)
implies that the solution takes the form [Peyré and Cuturi 2019,
Prop. 4.3]

T, = gre"Crb/¢qy Vr, b, (7)
for unknown variables ¢, and qp, defined for each rank and bucket
separately. This reduces the number of unknowns to R+|D|, making
computing a solution computationally tractable.

2The squared 2-norm will create power cells, which are attractive for their spatial com-
pactness, but other cost functions can be chosen [Peyré and Cuturi 2019, Section 5.2].
3We temporarily assume here that W}, (i.e., one bucket’s work) may be split among
multiple ranks.

AAAA
ARARAA

£
Fig. 4. Effect of regularization on Power partitioning. The coupling T (top)
and resulting partitioning P (bottom) is visualized for varying € on a non-
convex domain. Ranks are drawn as circles with color y,. In the top row,
the color is computed on buckets as yp = (X, ¥+ Trp) /||Zr y,T,b”Z. In
the bottom row the color is computed as yp = yp(p). © Weta FX Ltd.

4.1.1 Sinkhorn Iterations. Equation (7) allows for an efficient
solution procedure to find T by performing so-called Sinkhorn itera-
tions. Let s = 0, 1, ... be an incrementing index denoting the current
iteration. We perform interleaved projections by substituting Equa-
tion (7) into the load and work constraints Equations (4)-(5) as

L

s+1
==V 8
9y Zb e*Crb/Sq;7 ( )
A
s+1
=————— Vb 9
b T e Cnleg ®)

Equations (8)—(9) can each be viewed as one matrix-vector multi-
plication and one vector-vector componentwise division, and thus
a single Sinkhorn iteration has complexity O(R|D|). The iterations
will converge linearly, and as stopping criterion we use the largest
relative deviation from Equation (4),

2 T}y

max -1

r

< Tsinkhorns (10)

for some user defined threshold zinkhorn- We construct T® by evalu-
ating Equation (7) using g; and g; . Although C can be computed on
the fly from the rank and bucket positions, we found it beneficial

to precompute e~¢/% and store it in a R x |D| matrix.

4.1.2 Log-Domain Sinkhorn Iterations. Smaller regularization
parameters ¢ produce sharper power diagrams but lead to poor
convergence [Peyré and Cuturi 2019, Remark 4.7]; in particular,
the calculation C/¢ may overflow numerically. We address this by
detecting when overflow is likely to occur (Section 4.2.1), in which
case we instead use the following log-domain computations,

s+1

P =pl+elogl + smoolt,hmin (Crp —p; — pjp€) Vr, (11)

Pyt = pj + elog Wy, + smoothmin (C,p, — pj, — pi*',¢) Vb, (12)

for the log-domain Sinkhorn variables p, = ¢log gy, * € {r,b} and
smooth minimum function

: - _ —yYx/e
smoolhmln(y*, €) elog Z*: e . (13)

Equations (11)—(12) are the log-domain equivalents of Equations (8)-
(9) and are stable for arbitrary ¢ > 0 given a good initial guess [Peyré
and Cuturi 2019, Remark 4.23]; we use p? = 0 and pg = min, C,p

ACM Trans. Graph., Vol. 45, No. 2, Article 20. Publication date: January 2026.
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ALGORITHM 1: Regularized Power Partitioner

Input: Wy, xp, X,
Output: P, x,

(optionally coarsen; Sections 4.2.4, 4.2.5)

L« Yy Wp/R
for Lloyd iteration [ = 1,2,... do
Clrb — |lxr — xp H% (compute cost function; Section 4.1)
(Section 4.2.2)
(Sinkhorn iterations; Sections 4.1, 4.2.1)

(compute partition, Equation (15))

Compute el
Compute T!

1
P — arginax T,,

Xy — Cr (update rank centroids, Equation (6))
if max Ap (r) < Tjpaq then (Section 4.2.3)
r
break
end if
end for

which guarantee that the iterations do not overflow. The coupling
can be reconstructed via

pr+rp=Crp

T,p=e ¢  Vrb, (14)

which is the log-domain equivalent of Equation (7).

4.2 A Partitioner from Regularized Power Diagrams
Equipped with the optimal coupling T (Equations (3)—(5)) we define
the partitioning as

P (b) = argmax T,p. (15)

Equation (15) assigns each bucket to the single rank with which it is
coupled most, and since % is a function on D it is a valid partitioning
according to Definition 2.9. However, Equation (15) converts the
optimal coupling from a continuous to a discrete function, and as
such the constraints Equations (4)-(5) may no longer be satisfied.
Let T? : [R] x D — R, be the function that evaluates to Wj, if
r = P(b) and 0 otherwise, and consider each equation with respect
to T?.

By construction };, TZ; = W, since each bucket is assigned to
exactly one rank; thus T? satisfies Equation (5). The rank load equal-
ity constraint, Equation (4), is in general not satisfied, )’ Tf; #1L,
because the “rounding” induced by Equation (15) can cause signifi-
cant deviations of T# from T. This is clearly true for sufficiently
large values of ¢, as in the limit ¢ — co the optimal coupling T is the
maximal entropy solution where every bucket is equally coupled
to every rank. In practice the errors become significant when the
ratio C/e gets small. Thus, we prefer partitionings where ranks
are located close to the center of their respective power cell, and a
small regularization parameter. For the former, we adopt Lloyd’s
algorithm [Lloyd 1982] and iteratively move rank sites to the work
center of mass (Equation (6)) in an outer loop. The resulting full
partitioning algorithm is outlined in Algorithm 1. The effect of the
regularization parameter on the partitioning of Equation (15) is
visualized in the bottom row of Figure 4.

4.2.1 Check for Overflow. Numerical overflows in C/¢ are prob-
lematic when—due to the exponentiation in Equation (7)—they
cause all T,p = 0 for a particular bucket b, rendering Equation (15)
meaningless. The element in C that is most likely to induce such
scenarios is determined by the bucket that is furthest away from
its closest rank, since such a bucket is comparatively far from all
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Lloyd iteration [ [1]
Fig. 5. Power partitioner convergence plot. We study the convergence of
the Lloyd iteration loop in Algorithm 1. The domain subset is a box with
|_\5/ 10*R | buckets on all sides to keep the size of each partition P, roughly
equal. We set 7jp54 = 0 to ensure the break in Algorithm 1 is never triggered
and we vary the number of ranks R = {2, 4, 8,16,32}. (© Weéta FX Ltd.

ranks. We denote that value

T(C) = max (mrin Crb) . (16)
Numerical issues are likely if e T(€)/% is below the precision of the
floating point type. We use 64-bit precision for all of our operations
and fall back to log-domain Sinkhorn iterations if e ' (€)/¢ < 10712
(Equations (11)—(12), (14)), otherwise we use standard Sinkhorn
iterations (Equations (7)-(9)).

Regular Sinkhorn iterations are significantly faster to compute
than their log-domain counterparts due to the per-component expo-
nentiation in Equation (13), so keeping the above threshold small is
beneficial. We have chosen the threshold value 102 conservatively
and have not experienced convergence issues in any of our testing,
indicating that it may be possible to reduce the threshold further.

4.2.2 Choosing the Regularization Parameter. As seen previously,
large values of the regularization parameter ¢ tend to produce sub-
optimal load balancing, while lower ones may lead to numerical
overflows and reduced performance of the Sinkhorn algorithm. To
work around these shortcomings, we propose to gradually decrease
¢ with Lloyd iterations. Specifically, we define the regularization
parameter ¢ for the first Lloyd iteration [ = 1 in terms of T’ (Equa-
tion (16)), and then successively lower it by a fixed factor € (0, 1)
so that ¢! = I'(C')/E and ¢/ = pe!~! for some user-defined pa-
rameter E € R,. This way we start by making crude estimates of
the rank positions, moving them into the ballpark of the solution
quickly, and then refine them to achieve better load balancing with
more precise iterations at lower values of e. We found E = 10 and
n = 2/3 to work well in practice, and used those values for all of
our examples.

4.2.3  Partitioner Convergence Criteria. We stop the Lloyd iter-
ation loop when a target load index 70,4 has been reached (see
Section 5.1 for an explanation of our partitioning metrics). All our
examples use 7jo,4 = 0.01, which typically takes 1-3 Lloyd itera-
tions to reach. We test the convergence to equal load between ranks
of our method in Figure 5.

4.2.4 Initialization. We estimate the computational work Wj
following Qiu et al. [2022]. For hybrid particle-in-cell simulations
(Figures 1 and 6; all other examples are purely volumetric), we set
Wp, equal to the number of particles in the bucket; for volumetric
simulations, we set a constant workload W}, = 1 for all buckets.
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ALGORITHM 2: Partitioner Timestep Overview

Input: D?, P

. DO
Output: D, .,

Pr — IP’(D([)) (partition domain; Algorithm 1)
for algorithm in {advection, emission, rasterization, ...} do
D! algorithm(D?)

Extend ¥, via Equation (17) (assign nearest rank; Section 4.2.6)

Bucket positions xp, are determined by picking a random (but
temporally constant) position within the extent of the bucket. For
domains where the optimal coupling T produces (close to) axis-
aligned power cells for a given rank r, we have found this strategy
beneficial, as opposed to, e.g., choosing x} to be the center of each
bucket. Using bucket centers, all buckets b along the border of
such a power cell r would have T, roughly equal to each other,
making it difficult for individual buckets to change rank and thus
causing poor convergence of Algorithm 1. The added positional
randomness helps avoid this kind of degeneracies.

Rank positions x, are initialized on the first simulation frame by
picking a random xjp, in the domain subset. For subsequent frames,
we “warm-start” the Lloyd iterations by using the rank positions of
the previous timestep, which facilitates temporal coherence across
timesteps.

4.2.5 Coarsening for Efficiency. Partitioning domains with a
large number of buckets can be time consuming, and it is often
possible to reduce the problem complexity by coarsening D without
adversely affecting the partitioning quality. We present one such
coarsening procedure here, by introducing a coarser uniform grid
(Equation (1)), Ba guee (%), for Acoarse = A-k. Here, k (typically 2 or 3)
merges k> fine buckets into one coarse unit, with k chosen to target a
manageable bucket count. For example, we target | D°**¢| ~ 64 000
for the coarsened domain in Figure 10. For each coarse bucket, we
sum the work from its fine constituents and average their positions,
and store these as new sets {W;*"*°} and {x;°*"*}. The coarsened
sets are used as inputs to Algorithm 1, and the resulting partitioning
is mapped back to the original bucket structure.

4.2.6 Managing Dynamic Domains. Our partitioner is intended
to be run once per timestep. In practice, however, the domain subset
may also change at any point during the computation of a single
timestep. When and how depends on the particular simulation type
and scenario; for our fluid simulator changes may happen during
algorithms for emission, advection, or rasterization of boundaries.

Consider a domain subset D! and associated partitioning P, =
P(D?) for a particular simulation time ¢, where the superscript °
indicates that D! is the initial domain subset for that time t. An
algorithm may then change the domain subset by removing or
adding buckets, creating D}, D?, and so on. It is too costly to fully
re-partition every time a change in the domain happens; instead, as-
suming such incremental changes are modest, we take a heuristic ap-
proach and assign any new bucket to the rank to which it is closest,

P;(b) = argmin ||x, — xp||,, for b ¢ DY. (17)
r

Removing buckets from DY can be done without any change to the
partitioning, since a partitioning on DY is also a valid partitioning

SFC  METIS

Power

Runtime [s]

ol METIS
0.2 B SFC
B Power

o 1]

v[1]

T T

10 60 110 160 210 260

Frame [1]
Fig. 6. Boat wake. A hybrid particle-in-cell fluid simulation around a mov-

ing boat is run on 4 machines, the domain expanding as the simulation
progresses. Simulated particles are colored according to their rank for the
different partitioners; on the last frame there are 169M particles in total
(top). Runtime: METIS was more than 3X slower than Power due its tem-
poral incoherence and the plot is clipped by the partitioning visualizations.
Surface index: max, o is drawn as a solid line. The shaded colored region
represents [min, o, max, o]. (©) Wéta FX Ltd.

on any subset S C D?. At the next simulation time ¢ + At we ini-
tialize the domain subset with the last domain subset from the pre-
vious time, D? AL T Dia“, and compute a new partitioning Priar =

]P’(D? .az)- An overview of this procedure is shown in Algorithm 2.

5 Evaluation

The end goal in designing a good partitioner is to reduce the run-
times for a certain class of simulations. Performance losses may
come from multiple sources, such as sub-optimal locality, poor
temporal coherency, or the cost of re-partitioning. In addition, the
quality of partitionings derived from spatial heuristics (like SFC
and our Power partitioner) depends on the geometric shape of the
domain, emphasizing the need to evaluate partitioners on domains
representative of the application. Consequently, we introduce a
number of partitioning metrics in Section 5.1 which we evaluate
and relate to runtimes on a few simulation scenarios typical of VFX
in Section 5.3. Then, to ensure the domain shapes were not cherry-
picked, we also perform comparisons of the metrics with different
partitioners on a large corpus of pre-computed fluid simulation
cache sequences.

5.1 Metrics

To evaluate the effectiveness of partitioners in satisfying our goals,
we define several quantitative metrics.

Load index. Following the equitable work objective, we would
like each rank to receive 1/R of the total workload }’;, Wj, which
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Table 2. Dynamic Averages. We Present the Data for all Dynamic Domain Experiments. Surface Index is Presented by Computing max, o for Each Frame,
Averaged Across All Frames. Temporal Index v is Averaged Across All Frames. Runtime is the Total Runtime for the Simulation. Values in Parenthesis (-) are
Computed by Dividing with the Same Metric for the Power Partitioner. Performance Metrics for these Simulations are Summarized in Table 5

SFC METIS Power (ours)
R |Dy| o v Runtime o v Runtime o v Runtime
Boat wake 4 [104K, 671K] | 0.120 (1.27x) 0.006 (1.83x)  2h29m (1.12x) | 0.070 (0.74x) 0.736 (210.98x)  7h26m (3.35X) | 0.094 0.003  2h13m
Flamethrower 4 [150, 207K] | 0.205 (1.67x) 0.044 (2.56X)  5h1lm (1.22X) | 0.093 (0.75X)  0.737 (42.70x)  7h10m (1.69x) | 0.123 0.017  4hld4m
Turntable 1 [397K, 599K] - - 49m34s - - 49m34s - - 49m34s
2 [397K, 599K] | 0.025 (1.25X)  0.036 (2.25X) 35m20s (1.12X) | 0.013 (0.65X)  0.544 (34.41x) 43m25s (1.38X) | 0.020 0.016  31m34s
4 [397K, 599K] | 0.052 (1.31x) 0.078 (2.45X) 21m52s (1.18%) | 0.030 (0.75X%) 0.746 (23.54X) 30m7s (1.63X) | 0.040 0.032 18m28s
8 [397K, 599K] | 0.136 (1.52x) 0.205 (5.54x) 18m33s (1.51x) | 0.082 (0.92x)  0.858 (23.16X) 19m38s (1.60X) | 0.089 0.037  12m18s
16 [397K, 599K] | 0.266 (1.97X)  0.328 (6.19x) 13m33s (1.44x) | 0.122 (0.90x) 0.901 (16.97Xx)  13m36s (1.45%) | 0.135  0.053 9m24s
32 [397K,599K] | 0.395(2.04x) 0.503 (7.45x) 10m1lds (1.29%) | 0.162 (0.84X)  0.939 (13.92x)  9ml8s (1.18X) | 0.193 0.067  7m54s
Fight scene ) [32.5K, 369K] | 0.214 (1.48x) 0.318 (3.55x) - 0192 (133x)  0.668 (7.46x) - 0145 0.089 -
Corpus [2,32] [10k 1.2M] | 0.155(1.83x)  0.041 (9.34x) - | 0.081(0.82x)  0.569 (505.41%) - | 0.100 0.008 -

we have previously introduced as the desired workload L. We thus
define the load index Ap : [R] — R, for a given partitioning # and
rank r as a relative deviation from L

Ybep, Wh 1‘

In(r) = | =22

(18)

Assuming Wj, reflects the actual computation needed to process a
given bucket, a load index close to zero ensures the work is split
evenly across machines.

Surface index. Any nontrivial parallelizable simulation involves
accessing some form of neighbor data, which in a distributed setting
must be communicated between machines. We desire a metric
to reflect the costs associated with such communication, which
generally occurs at the borders between partitions. Consider the
set of neighboring buckets to the buckets of rank r that are still
part of the domain subset D, that is (7(P) \ Pr) N D;. We define
the surface index op : [R] — Ry as

onr) < (TP \BY 0D 19

|Pr |
which measures the number of buckets that need to be communi-
cated to rank r relative to the number of buckets it owns.

Temporal consistency index. The other major source of com-
munication arises when the partitioning is recomputed between
timesteps in response to changes in the shape of the domain subset,
leading to reshuffling of data ownership among ranks. To measure
this effect, we define the consistency index v : (P!, P2, 5) — R,
between partitionings P! and P? on a given bucket subset S by
counting the relative number of buckets in S that changed rank,

[{b € S : P1(b) # PX(b)}|
N '

v(PLPLS) = (20)
A value of zero implies that the partitioning remained unchanged
and hence no data needed to be transferred between ranks; larger
values correspondingly reflect increased transfer costs.

In practice, we are interested in tracking the consistency of a
partitioning across time, or more specifically, between subsequent
simulation timesteps. In our implementation, re-partitioning
P, = P(D?) is performed at the start of every simulation step on D?
and is compared with the previous partitioning $;_a, = P(D?_, )
extended to D!, . = D?, where any new buckets had already been
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added according to Section 4.2.6. We set S = D? = Dia_StAt, as both
configurations have this same bucket set allocated in memory,
and hence the metric value would be indicative of the transfer
costs. A visualization of the temporal consistency is shown in

Figure 3.

5.2 Comparison to other Partitioners

We perform comparisons w.r.t. METIS and SFC, which are com-
mon state-of-the-art partitioning techniques. Relevant details on
how to fit these into our sparse domain framework are presented
below. In particular, we handle dynamic bucket creation and dele-
tion as in Section 4.2.6, with the exception that instead of rank
positions x, in Equation (17), we use the average bucket position
Xr = Xpep, X¥p/|Pr| which is computed and stored immediately
after every call to the partitioner.

SFC. To partition a sparse grid domain D, with an SFC, the do-
main is embedded into a bounding cube. It is then subdivided into
n X n X n sub-boxes, to which the SFC is applied, where n is a power
of 2. Typically, 1024 suffices for our applications. Algorithmically
this means assigning each sub-box a unique index from 0 to n® — 1,
corresponding to its position along the curve—a procedure well-
established for Hilbert, Morton (Z-order), and other SFCs—so that
all sub-boxes are ordered in a 1D array of length n®. Mapping the
buckets of the domain D; to the sub-boxes based on proximity
in turn orders the former in a 1D array as well. This 1D array of
buckets is then divided into R contiguous intervals for distribution
across ranks. Tsuzuki and Aoki [2016] provide further details of
this approach. We used Hilbert curves for all SFC tests that we
performed.

METIS. We leverage METIS by building a graph G of the domain,
using D, as vertices and N to create edges. We then pass G on
to METIS_PartGraphRecursive [Karypis 2013], which returns a
graph partitioning that we map back to D;.

5.3 Application Experiments

In the following sections, we will use £ = {SFC, METIS, Power}
as labels for partitionings created by the respective partitioner.
We will omit presenting the load index (Equation (18)), since all
partitioners produce approximately even loads across ranks (i.e.,
max, Ay < Tload = 0.01 for all examples). Unless stated otherwise we
always report the largest surface index max, op (r) (Equation (19)).
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Fig. 7. Simulation corpus. We run METIS, SFC, and our Power partitioner
on 133 simulation data caches. For each frame in each cache we com-
pute a partitioning £ = {METIS, SFC, Power} and report relative met-
rics METIS/Power (olive) and SFC/Power (green) as a data point on a his-
togram. Top: the relative maximum surface index (Equation (19)) per frame
is recorded. Bottom: the relative temporal index (Equation (20)) per frame
is recorded. The mean of each histogram is drawn as a dashed vertical line;
the dashed blue line corresponds to the Power partitioner and can be used
as a guide to determine how it compares against the other two methods.
On average, Power outperforms both SFC (9.34X) and METIS (505X) in
temporal index; for surface index, Power outperforms SFC (1.83x) but is
mildly outperformed by METIS (0.82x). (© Weéta FX Ltd.

In what follows, we summarize the experiments we performed and
report the resulting data, deferring observations and discussions
until Section 6.

All simulations were run on machines with 64 physical CPU
cores and 256 GB of available RAM, with hyperthreading disabled,
using OpenMP to parallelize across all physical cores. The machines
are connected via a multi-level tree network topology, providing
roughly 20 Gbps full-duplex bandwidth and inter-node round-trip
latency in the range of 0.1-0.5 ms.

Weak scaling on static domains. We choose three analytical do-
main topologies intended to loosely resemble common simulation
scenarios: a meandering river, a smoke plume, and an ocean surface;
see Figure 10. The shapes are defined by analytical signed distance
fields, and the region of interest Q; = Q is defined as the set of
points within the zero isocontour (i.e., values less than or equal to
zero). We manually picked a uniform grid size A such that |P,| ~ 70k
for every simulation. For a simple representative simulation, we
perform a volumetric fluid simulation using the incompressible
Euler equations, consisting of a pressure projection—solved using
Successive Over-Relaxation (SOR) with a fixed number (100) of
iterations—and semi-Lagrangian advection [Stam 1999] with trilin-
ear interpolation and first order Runge-Kutta backtracing, which
we run for 10 timesteps. Each simulation step is initialized with
random velocity values to induce greater variety, each simulation
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Fig. 8. Turntable. A rectangular domain is rotated rapidly for 24 frames,
where we perform a Poisson solve followed by an Eulerian advection step.
Partitionings for frames 1, 8, and 23 are shown (top); METIS produces
similar partitionings every frame, but they shift in time; SFC creates non-
local partitionings when the domain is non-axis aligned (see frames 8 and
23); Power (ours) produces local and temporally stable partitionings. The
temporal index v is recorded for every frame in a box plot (middle), together
with the total runtime (bottom). (© Wéta FX Ltd.

receiving the same random inputs. All metrics and timings are
reported in Tables 3 and 4.

Strong scaling on a dynamic domain. We perform a strong scaling
test on a rapidly rotating rectangular box, as shown in Figure 8,
using the same volumetric fluid solver as for the weak scaling test
above. The changing domain was designed to stress test temporal
consistency of different partitioners. Throughout the simulation
|D;| =~ 500k (the number varies depending on the orientation). All
metrics and timings are reported in Tables 2 and 5.

Simulation corpus. We run the partitioners on a corpus of 133
fluid cache sequences—including smoke, fire, and explosions from
actual film productions—constituting a total of 102580 unique
frames of volumetric and particle data. For each cache sequence
we identified the frame with the most buckets, max; |D;|, and
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Fig. 9. Flamethrower. A volumetric combustion simulation (left) was run on 4 machines with our Power partitioner. Here fire/smoke density (middle) and

sparse simulation domain buckets (right) are colored by rank. (©) Weta FX Ltd.
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Fig. 10. Weak scaling. Results from the River, Plume, and Waves weak scaling examples are shown, comparing different partitioning algorithms on a static
domain, where we perform a Poisson solve followed by an Eulerian advection step. We provide the surface index op (r) (Equation (19)) from the final frame
(top row), as well as performance numbers (middle row) from the frame with the lowest total runtime (out of 10 frames). We explicitly mark the time spent
computing the partitioning and time spent transferring ghost data. Since the domain is static, we do not provide the temporal consistency index. For a visual
comparison we also visualize the partitionings for 8 machines; the color of the image border indicates what algorithm was used. Performance metrics for

these simulations are summarized in Table 4. (©) Weta FX Ltd.

chose the number of ranks R = max; |D;|/50k rounded to the
nearest multiple of 2" ranks for the entire sequence. For each
frame+partitioner combination we calculated the temporal index
and recorded the maximum surface index across all ranks. To re-
move the noise and scaling effects associated with the wide variety
of domain sizes and topologies and hence vastly different mag-
nitudes of indices, we calculated relative values, SFC/Power and
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METIS/Power, for the corresponding indices and organized them
in a histogram, see Figure 7. Aggregate values are displayed in
Table 2.

Fight scene. We highlight one particularly challenging cache se-
quence from the corpus: a water simulation shot from Avatar: The
Way of Water, shown in Figure 1. In this extremely chaotic scenario,
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Table 3. Static Averages

SFC METIS Power (ours) Power|q4 | (ours)

R |Dy| o Runtime o Runtime o Runtime o Runtime
River | 1 69.6K - 17s (1.00X) ~17s (1.00X) ~17s (1.00X) B 17s
2 141K | 0.030 (2.02x) 225 (1.01x) | 0.007 (0.47%)  20s (0.92x) | 0.015 (1.00x) 215 (0.96X) | 0.015 22s
4 281K | 0.096 (3.57x) 285 (1.16X) | 0.020 (0.76X) 225 (0.91x) | 0.032 (1.19x)  23s (0.94x) | 0.027 24s
8 453K | 0.143 (1.61x) 355 (1.46X) | 0.040 (0.45%) 265 (1.07x) | 0.051 (0.57x) 265 (1.07X) | 0.089 24s
16 1.09M | 0.192 (2.56X) 425 (1.31X) | 0.072 (0.95%) 315 (0.98x) | 0.079 (1.05X) 365 (1.13x) | 0.075 32s
32 2.14M | 0.261 (2.54x) 1m31s(2.37X) | 0.120 (1.17x) 44s (1.16x) | 0.121 (1.18x) 51s (1.33x) | 0.102 385
Plume | 1 607K - 155 (1.00X) — 155 (1.00X) —15s (1.00X) - 15s
2 126K | 0.039 (0.68x) 225 (0.88X) | 0.030 (0.52%) 215 (0.84x) | 0.057 (1.00X) 24s (0.98x) | 0.057 255
4 235K | 0.163 (2.06x) 385 (1.70x) | 0.048 (0.61x) 215 (0.95x) | 0.081 (1.03x) 24s (1.09x) | 0.079 225
8 453K | 0.132 (1.48x) 255 (1.07X) | 0.090 (1.01x) 235 (0.96x) | 0.103 (1.16X) 27s (1.15X) | 0.089 24s
16 921K | 0.174 (1.55X) 375 (1.22%) | 0.112 (1.00x) 295 (0.95x) | 0.127 (1.13x)  31s (1.02x) | 0.113 31s
32 1.85M | 0.353 (2.50x) 1m17s (1.97X) | 0.168 (1.19x) 40s (1.02x) | 0.157 (1.11X)  46s (1.20x) | 0.141 395
Waves | 1 70.8K - 17s (1.00X) —17s (1.00X) -~ 17s (1.00X) . 17s
2 136K | 0.024 (1.11x) 215 (0.93X) | 0.016 (0.75%) 205 (0.89x) | 0.021 (1.00x) 225 (0.95x) | 0.021 23s
4 273K | 0.061 (1.73%) 255 (1.08X) | 0.033 (0.96X) 225 (0.98x) | 0.041 (1.18x) 27s (1.18x) | 0.035 235
8 453K | 0.115 (1.30x) 295 (1.22X) | 0.073 (0.82%) 255 (1.04x) | 0.101 (1.14X) 29s (1.21x) | 0.089 24s
16 1M | 0.162 (1.66X) 395 (1.32%) | 0.102 (1.05%) 30s (1.01x) | 0.119 (1.22x) 425 (1.41x) | 0.098 30s
32 2.05M | 0.218 (1.44x) 455 (1.20x) | 0.145 (0.96X)  40s (1.07x) | 0.168 (1.11x) 52s (1.37x) | 0.151 38s

We present the data for the static domain experiments in Figure 10, picking the frame with the shortest runtime out of 10 frames. Surface index is presented by computing

max, o. Runtime is the runtime for the frame. Values in parentheses (-) are computed by dividing by the same metric for the Power| ¢4y partitioner.

the Power partitioner outperforms both METIS and SFC in both
surface and temporal metrics (see Table 2).

Boat wake and flamethrower. Lastly, we compare the different
partitioners on two common VFX simulation scenarios. First, a
moving boat on flat open water is simulated with a hybrid particle-
in-cell method [Fu et al. 2017a], gradually expanding the simulation
domain to capture the produced wake (Figure 6). Second, we use a
physically based combustion model [Edholm et al. 2023] to create a
moving flamethrower (Figure 9). Runtimes and metrics are reported
in Table 2.

6 Discussion

We have evaluated our novel Power partitioning algorithm, based
on optimal transport, in a range of challenging scenarios, demon-
strating significant advancements over other state-of-the-art parti-
tioning methods for sparse dynamic domain configurations with
runtime speedups of up to 70% (e.g., “Boat wake”, Table 2).

Temporal coherence. When averaging over the simulation corpus
(Figure 7), the Power partitioner has superior temporal proper-
ties compared with both SFC (9.34X) and METIS (505x). Notably,
METIS re-shuffles, on average, 57% of the domain subset every
simulation step (see Table 2), rendering it impractical for sparse
dynamic domains.

Data transfers related to re-partitioning can cause significant
performance losses. For example, in Figure 8 there are multiple
instances where the re-partitioning transfer time is longer than the
total ghost (i.e., neighbor) transfer time for the same timestep, when
using METIS. Additionally, in the boat wake example (Figure 6),
both SFC and Power simulate significantly faster than METIS due
to their low temporal consistency index, all while having a higher
average surface index. Importantly, re-partitioning, in contrast to
ghost transfers, is difficult to perform asynchronously, making it a
blocking part of the simulation code.

The high temporal coherence of our method is the result of two
key aspects. The first is the regularization term in Equation (3),
which ensures there is a unique (regularized) optimal coupling T,
and the second is our warm-start procedure for x,. The progressive
reduction of ¢ (Section 4.2.2) during the Lloyd iterations ensures
quick convergence to optimal coupling which, when converted to
a partitioning via Equation (15), satisfies the target load threshold
(Section 4.2.3). The resulting partitioning yields power cells that
evolve smoothly in time, even when the simulation domain under-
goes large topological changes. The convergence study in Figure 5
supports the reliability of our method, although we lack a formal
proof of convergence. While we limit Lloyd iterations [ to 10, con-
vergence typically occurs within 1-3 iterations to our target load
threshold, 710, = 0.01. In order for P to be a good approximation
of T (via Equation (15)) we set Tsinkhorn = 0.57load (Equation (10)) in
all of our examples.

One beneficial side-effect of the Lloyd iterations in Algorithm 1 is
that partitions tend approximately towards centroidal Power cells,
although only indirectly, since the termination condition is based
solely on 7jo,4. It is possible to introduce an additional criterion
that explicitly constrains ||x, — ¢,||, but doing so typically increases
the number of Lloyd iterations. While more centroidal Power cells
can yield slightly improved spatial locality, as their shapes tend
to be more compact, in our experiments the resulting reduction
in transfer time was marginal and did not justify the additional
iteration cost.

Spatial locality. METIS produces individual partitionings with
the highest spatial locality across all of our tests, as indicated by
a low surface index (Tables 2-3). This is not surprising: METIS
receives topological information of the domain via N, which both
Power and SFC lack. Despite this, the Power partitioner is able
to partition many challenging and non-convex scenarios close to
optimally, such as the crescent (Figure 3) and river (Figure 10, left).
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Table 4. Static Performance Breakdown

R RAM (GB) Runtime (s) Ghost data (GB) Ghost transfer Partitioner
and sync (s) compute (s)

River 1 1453 (1.00%) 17.32s (1.00X) B B B

SFC 2 885 (1.00X) 22.71s (1.06X) 1.93 1.96X) 2.62s 172X) T4ms 131x)
METIS 8.73 (0.98x) 20.57s (0.96X) 0.46 (0.46x) 1.04s (0.68x) 57ms (5.20x)
Power 8.89 (1.00) 21.40s (1.00%) 0.98 (1.00x) 1.53s (1.00X) 11ms (1.00x)
Power| g | 9.01 (1.01X) 22.39s (1.05%) 0.98 (1.00%) 1.57s (1.02X) 15ms (1.38%)
SFC 1 9.14 (1.00X) 28.54s (1.24%) 179 (0.90%) 6.99 (2.92X) 28ms (0.49%)
METIS 9.00 (0.99%) 22.41s (0.97%) 0.71 (0.36x) 1.98s (0.82x) 198ms (3.44x)
Power 9.10 (1.00) 23.08s (1.00X) 2.00 (1.00x) 2395 (1.00X) 58ms (1.00x)
Power | g 9.21 (1.01x) 24.57s (1.06X) 1.62 (0.81x) 3.425 (1.43%) 51ms (0.89x)
SFC 3 9.44 (1.00X) 35.62s (137X) 3.90 (1.24%) 12.22s (2.91X) 63ms (0.39%)
METIS 9.42 (0.99%) 26.03s (1.00x) 2.49 (0.79%) 4.11s (0.98x) 570ms (3.47x)
Power 9.47 (1.00x) 26.05s (1.00X) 3.15 (1.00x) 4.20s (1.00X) 164ms (1.00x)
Power| g4k 11.90 (1.26) 24.35s (0.93%) 4.85 (1.54x) 4.75s (1.13%) 111ms (0.67x)
SFC 16 10.90 (0.99%) 42.73s (T.16%) 975 (1.90%) 15.47s (T37%) 130ms (0.16x)
METIS 9.79 (0.89%) 31.98s (0.87x) 1.96 (0.38x) 7.32s (0.65%) 1.51s (1.83%)
Power 11.02 (1.00) 36.79s (1.00X) 5.14 (1.00) 11.32s (1.00X) 825ms (1.00)
Power| g4 10.24 (0.93x) 32.55s (0.88%) 4.79 (0.93x) 8.27s (0.73%) 250ms (0.30x)
SFC 32 1138 (0.36x) Tm31s (T.78%) 10.63 (T42x) 54.07s (@.25%) 266ms (0.03%)
METIS 11.26 (0.86X) 44.78s (0.87x) 6.15 (0.82%) 12.33s (0.97%) 3.94s (0.46%)
Power 13.16 (1.00) 51.33s (1.00X) 7.50 (1.00) 12.73s (1.00X) 8.49s (1.00)
Power| i) 11.07 (0.84x) 38.485 (0.75%) 6.45 (0.86x) 9.01s (0.71%) 986ms (0.12x)
Plume 1 13.75 (1.00X) 15.96s (T.00X) B B B

SFC 2 858 (0.99%) 22.03s (0.89%) 227 0.67X) 3435 (0.63%) T4ms 156X)
METIS 8.30 (0.96x) 21.03s (0.85%) 175 (0.52x) 2.24s (0.41x) 59ms (6.74x)
Power 8.63 (1.00) 24.70s (1.00X) 3.39 (1.00x) 5.40s (1.00X) 9ms (1.00x)
Power| g4 8.72 (1.01x) 25.13s (1.02%) 3.39 (1.00x) 5.73s (1.06X) 11ms (1.25x)
SFC 1 10.14 (0.73%) 38.85s (157X) 9.77 (332X) 14.18s (3.24%) 25ms (0.03%)
METIS 8.05 (0.58x) 21.73s (0.88x) 2.29 (0.78x) 2.57s (0.59%) 171ms (0.18x)
Power 13.81 (1.00) 24.78s (1.00X) 2.94 (1.00x) 4.37s (1.00%) 961ms (1.00x)
Power| g4k 13.75 (1.00) 22.82s (0.92%) 2.72 (0.92x) 4.07s (0.93%) 191ms (0.20x)
SFC 8 9.27 (0.77%) 25.955 0.93%) 6.65 T17%) 6.81s (0.95%) 47ms (0.13%)
METIS 8.19 (0.68x) 23.32s (0.83x) 3.07 (0.54x) 4.05s (0.56X) 531ms (151%)
Power 12.03 (1.00) 27.965 (1.00X) 5.67 (1.00x) 7.19s (1.00%) 351ms (1.00)
Power| g4 11.90 (0.99x) 24.35s (0.87%) 4.85 (0.86x) 4.75s (0.66X) 111ms (0.32x)
SFC 16 9.23 (0.34%) 37.94s (T.21X) 6.18 (0.90%) 14.86s (1.76X) 99ms (0.10%)
METIS 8.36 (0.76X) 29.30s (0.93%) 3.20 (0.47%) 7.03s (0.83%) 1.28s (1.29%)
Power 10.95 (1.00) 31.49s (1.00X) 6.85 (1.00) 8.44s (1.00X) 992ms (1.00)
Power| g4 10.90 (1.00) 31.00s (0.98%) 6.63 (0.97x) 7.495 (0.89%) 519ms (0.52x)
SFC 32 1175 T.07%) Tmi7s (1.64%) 23.12 2.78%) 36.84s (2.96X) 208ms (0.03%)
METIS 9.00 (0.82%) 40.08s (0.85%) 431 (0.52%) 10.00s (0.80%) 3.39s (0.44%)
Power 10.99 (1.00) 46.93s (1.00X) 8.33 (1.00) 12.43s (1.00X) 7.63s (1.00)
Power| i) 10.21 (0.93x) 39.20s (0.84x) 8.08 (0.97x) 11.89s (0.96X) 684ms (0.09%)
Waves 1 14.61 (1.00X) 17.265 (1.00X) - B -

SFC 2 8.97 (0.90%) 21.78s (0.98%) 1.50 (T12X) 2.50s (1.04X) T4ms 0.64%)
METIS 9.03 (0.90x) 20.83s (0.94x) 1.02 (0.76) 1.64s (0.68X) 55ms (2.58x)
Power 10.01 (1.00) 22.285 (1.00X) 1.33 (1.00x) 2.41s (1.00%) 21ms (1.00x)
Power| g4 9.98 (1.00) 23.35s (1.05%) 1.33 (1.00x) 3.77s (1.56X) 18ms (0.87x)
SFC ! 9.79 (T.00%) 25275 0.92%) 2.76 (1.04%) 1305 (0.61%) 30ms (0.15%)
METIS 9.53 (0.97x) 22.95s (0.83%) 2.06 (0.78x) 2.60s (0.36X) 192ms (0.96%)
Power 9.82 (1.00) 27.57s (1.00X) 2.64 (1.00) 7.21s (1.00X) 200ms (1.00)
Power| g4 9.62 (0.98x) 23.465 (0.85%) 2.25 (0.85x) 2.64s (0.37%) 71ms (0.35x)
SFC 8 10.97 (0.97) 29.80s (T.01X) 5.01 197%) 8.71s (T11X) 55ms (0.14%)
METIS 10.83 (0.96X) 25.34s (0.86x) 4.46 (1.75%) 457s (0.58%) 587ms (151%)
Power 11.30 (1.00) 29.365 (1.00X) 2.54 (1.00) 7.81s (1.00%) 389ms (1.00)
Power| g4 11.90 (1.05x) 24.35s (0.83%) 4.85 (1.91x) 4.75s (0.61x) 111ms (0.28x)
SFC 16 13.06 (0.99%) 39.98s 0.94%) 631 (0.92x) 15.865 (0.96X) 120ms (0.08x)
METIS 12.86 (0.98X) 30.61s (0.72x) 4.89 (0.72%) 6.99s (0.42%) 1.45s (1.02%)
Power 13.14 (1.00) 42.65s (1.00X) 6.82 (1.00) 16.58s (1.00X) 1.43s (1.00)
Power| g4 13.33 (1.01x) 30.20s (0.71%) 5.82 (0.85x) 8.08s (0.49%) 197ms (0.14x)
SFC 32 17.74 (0.98%) 45.63s (0.87X) 7.80 (1.21%) 16.35s (1.20X) 261ms (0.02%)
METIS 17.63 (0.98%) 40.81s (0.78%) 3.07 (0.48%) 10.66s (0.78%) 3.59s (0.33%)
Power 18.02 (1.00) 52.40s (1.00) 6.43 (1.00) 13.67s (1.00X) 10.84s (1.00x)
Power| i) 17.97 (1.00x) 38.13s (0.73%) 5.57 (0.87x) 9.79s (0.72x) 1.17s (0.11x)

Breakdown of memory usage, communication volume, and runtime for static-domain simulations (no changes in the domain subset over time). Each row corresponds to the
simulation and partitioner configuration listed in Table 3. All values are reported for rank 0. RAM usage is reported as the maximum over the simulation; all other values are taken
from the frame with the shortest Runtime. Ghost data includes both sent and received data, and the corresponding transfer time includes rank synchronization. Values in
parentheses (-) are computed by dividing by the same metric for the Power partitioner.

Importantly, the Power partitioner produces much more robust Note that the relationship between surface index and the amount
partitionings compared with SFC. Consider the still-frame parti- of ghost data transfers is nontrivial in practice. It depends on the
tionings with SFC in Figure 8 (2nd row from top). Since the SFC is implementation details of the simulator, since the data-access pat-
embedded into a bounding cube, small rotations of the domain can terns of individual algorithms, as well as the bucket data memory
have catastrophic effects on the partitioning quality. layout, determine what data must be transferred and when. We
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Table 5. Dynamic Performance Breakdown
frames | R RAM (GB) Runtime Ghost data Ghost transfer Repartition Repartition Partitioner

(s/frame) (GB/frame) | and sync (s/frame) | data (GB/frame) | transfer (s/frame) | compute (s/frame)
Boat wake
SFC 262 | 4 | 4979 (1.23%) | 34225 (1.12X) | 2.81 (1.90X) | 4.93s (1.54x) | 0.07 (1.60x) | 255ms (1.67%) | 18ms (0.44x)
METIS 6550 (1.62x) | Imd2s (3.35%) | 1.68 (1.14x) | 8.70s (2.72x) | 1835  (422.80x) | 59.57s  (389.41x) | 105ms (2.60x)
Power 40.50 (1.00x) | 30.48s (1.00x) | 1.48 (1.00x) | 3.21s (1.00x) | 004  (1.00x) | 153ms (1.00x) | 40ms (1.00x)
Flamethrower
SFC 240 | 4 | 1474 (1.18x) | 1m17s (1.22x) | 9.76 (1.80X) | 21.04s (2.02x) | 020  (3.14x) | 1.04s (2.52x) | 82ms (0.11%)
METIS 2033 (1.63x) | 1m47s (1.69x) | 6.58 (1.21x) | 14.93s (143x) | 7.54 (117.62X) | 30.62s  (74.48x) | 605ms (0.79%)
Power 1251 (1.00x) | 1m3s (1.00X) | 5.44 (1.00x) | 10.43s (1.00x) | 0.06  (1.00x) | 411ms (1.00x) | 763ms (1.00x)
Turntable 25 1 | 57.76 1m58s  (1.00%) - - - -
SFC 2 | 42.82 (1.27%) | Im24s (L.12x) | 546 (1.36x) | 4.18s (1.07x) | 076 (2.04x) | 2.38s (2.06%) | 53ms 0.77x)
METIS 83.40 (247x) | 1m4ds (1.38x) | 3.49 (0.87x) | 4.24s (1.09%) | 952 (25.49%) | 23.56s  (20.37x) | 297ms (4.28x)
Power 3373 (1.00x) | 1m15s (1.00x) | 4.00 (1.00x) | 3.91s (1.00x) | 037  (1.00x) | 1.16s (1.00x) | 69ms (1.00x)
SFC 4 [ 2449 (1.13X) | 52505 (L18x) | 463 (L.15X) | 557s (1.65%) | 0.40 (T.15%) | 2.84s (234%) | 56ms (0.55x)
METIS 49.82  (2.30x) | Im12s (1.63X) | 3.38  (0.84x) | 4.54s (1.34x) | 663  (19.19%) | 22595  (18.60x) | 436ms (4.31x)
Power 2162  (1.00x) | 44.36s (1.00x) | 4.03 (1.00x) | 3.38s (1.00x) | 035  (1.00x) | 1.21s (1.00x) | 101ms (1.00x)
SFC 8 [ 1463 (1.11X) | 44535 (151x) | 477 (1.34x) | 5.75s (178%) | 046 (2.70%) | 432s (452x) | 54ms (0.15%)
METIS 29.96 (2.26x) | 47.15s (1.60x) | 3.16 (0.88x) | 3.78s (117%) | 3.65  (21.15%) | 13.05s  (13.67x) | 560ms (1.56x)
Power 13.23  (1.00X) | 29.55s (1.00X) | 3.57 (1.00x) | 3.23s (1.00x) | 017 (1.00X) | 955ms (1.00x) | 359ms (1.00x)
SFC 16 | 1049 (1.33X) | 32.54s (1.44x) | 3.21 (1.29X) | 4.55s (136X) | 038 (3.82x) | 3.69s (3.73x) | 53ms (0.05%)
METIS 1597 (2.02%) | 32.66s (1.45X) | 2.53 (1.02X) | 3.35s (1.00x) | 1.98  (19.72%) | 8.61s (8.69%) | 644ms (0.57x)
Power 7.89  (1.00x) | 22565 (1.00x) | 2.48 (1.00x) | 3.35s (1.00x) | 0.10 (1.00x) | 991ms (1.00x) | 1.13s (1.00x)
SFC 32| 7.20 (1.07X) | 2457s (1.29%) | 2.85 (1.54x) | 3.46s (1.55%) | 0.29 (3.66x) | 3.00s (255%) | 53ms (0.02)
METIS 972 (1.44x) | 22355 (1.18x) | 191 (1.03x) | 2.95s (132x) | 1.00  (12.78%) | 4.24s (3.61x) | 759ms (0.26%)
Power 674 (1.00x) | 18.97s (1.00x) | 1.85 (1.00x) | 2.24s (1.00x) | 0.08  (1.00x) | 1.18s (1.00x) | 2.89s (1.00x)

Breakdown of memory usage, communication volume, and runtime for dynamic-domain simulations. Each row corresponds to the simulation and partitioner listed in Table 2.
All values are reported for rank 0. RAM usage is reported as the maximum over the simulation; all other values are averaged over the number of frames. Ghost data and
repartition data includes both sent and received data, and are separated to highlight the cost of spatial locality (ghost data) versus temporal coherence (repartition data).
Synchronization of ranks is included in the ghost transfer time. Values in parentheses (-) are computed by dividing by the same metric for the Power partitioner.

do not attempt to derive an exact relationship in this work, and
instead provide the timing breakdowns in Tables 5-4.

Performance. The computation time of the Power partitioner
deteriorates as R X |D| grows, caused by the dense matrix-vector
products in the Sinkhorn solve (Equations (8)-(9)) or log-domain
Sinkhorn solve (Equations (11)—(12)). We have found that a simple
coarsening procedure (Section 4.2.5) alleviates the problem (Fig-
ure 10), which ensures partitioning takes less than 2% of simulation
time even for R = 32 and |D| ~ 2M (see exact numbers in Tables 3
and 4). Interestingly, the coarsened Power partitioner sometimes
yields a lower surface index than the non-coarsened version (Fig-
ure 10), which we believe is due to coarsening creating beneficial
neighbor patterns. In principle, one could adapt the coarsening
level based on the regularization parameter, selecting a bucket size
that matches the effective “blurring” of the optimal coupling in-
duced by ¢. Since the scale of our typical problems is within R < 10
and |D| < 1M, we have not found coarsening to be a requirement
in practice and we leave such explorations of coarsening strategies
to future work.

The scaling, both strong (Figure 8) and weak (Figure 10), of our
solvers is suboptimal by supercomputing standards. We attribute
this partly to ghost transfer communication, which was imple-
mented with blocking calls to ensure we could accurately measure
time spent in communication vs computation. Asynchronously
overlapping communication and computation, however, is unlikely
to hide all communication costs, since many algorithms commonly
used in VFX are memory bound. Therefore, the need for a high-
quality partitioner remains relevant.

7 Conclusion

Our proposed partitioning algorithm, leveraging optimal trans-
port to generate a power diagram based on the distribution of

work in the domain, demonstrates significant advancements in
distributing large-scale physics-based simulations for VFX applica-
tions. We evaluated our method on real-world production scenarios,
which feature highly dynamic domain topologies on sparse and
non-convex domains. To analyze the quality of a partitioning we
introduced the surface index and the temporal consistency index, and
analyzed our method’s effect on simulation runtimes. The study
in Figure 7 indicates major improvements in temporal index over
SFC and METIS. The surface index is improved considerably over
SFC, while being slightly worse than for METIS. Overall, our pro-
posed method strikes a solid balance on the qualitative objectives
we stated at the outset, generally outperforming both METIS and
SFC in total runtime.
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