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In this paper we describe the evolution of DOME, a diverse outdoor testbed for mobile
experimentation. In addition, while highlighting the challenges faced in construction of
DOME, we describe a concrete set of scientific results derived from this experience in a
retrospective study. First, we argue that a broad range of mobility experiments could be
performed in a testbed which provides the properties of temporal, technological, and spatial
diversity. We demonstrate these properties in our testbed through analysis of data collected
from DOME over a period of four years. Second, we crystallize a set of design principles
that others should use when constructing testbeds of their own, including those related to
deploying and managing a diverse testbed, distributing experiments remotely, and fostering
collaborations among testbed stakeholders. Finally, using traces collected by DOME, we
provide insights into several important problems in mobile systems research.

I. Introduction

Mobile systems and networking researchers confront a
myriad of challenges, including power consumption,
channel and radio characteristics, mobility, and node
density. Each of these factors alone is complex, and
their combination can be difficult to model. Moreover,
mobile systems span a wide spectrum of rapidly evolv-
ing radio technologies (WiFi, Bluetooth, UWB, 3G,
GPRS, and 900MHz radios), mobile devices (laptops,
tablets, smartphones and music players), and network-
ing paradigms (mobile ad hoc, disruption tolerant, and
infrastructure-based networks). Models that consider
such complex interactions still may not cover indirect
factors such as social trends and real-world distribution
of resources. To account for these difficulties, most
mobile systems researchers advocate driving evalua-
tion with testbeds. To support the comparison of a
wide array of systems, testbeds must provide spatial,
technological, and temporal diversity, realistic mobil-
ity patterns, power consumption, latency, throughput,
programmability, and end-user participation. For in-
stance, measuring how the performance of cellular and
organic WiFi have changed over time across urban and
rural areas requires a testbed with a broad range of
capabilities.

Unfortunately, building a sufficiently general testbed
is typically infeasible due to the time and expense

required—the majority of existing testbeds are tuned
to a particular area of research. For example, Car-
Tel [18] and VanLan [24] study dense vehicle-to-access
point (AP) communication over WiFi links. On the
other hand, deployments like UCSB MeshNet [23],
CitySense [26], GoogleWiFi [1], RoofNet [19], TFA-
Mesh [13] study performance issues in WiFi based
mesh networks. On the other hand, a primary goal of
mobile computing research is the ability for systems
to transparently move among any of these scenarios.
Hence, testbeds for mobile computing research ideally
possess both technological and spatial diversity, en-
abling the evaluation of different radio technologies
and network architectures in varied densities.

Another major shortcoming of many existing
testbeds is the relatively small time scale of data collec-
tion. Many trends in mobile computing take place over
longitudinal time scales. For example, a great many
projects rely on opportunistic connections to open WiFi
APs, yet trends in open AP availability have not been
measured. Similarly, the populations and geographic
areas of most testbeds are small. Results based on only
a few mobile or stationary nodes covering a relatively
small area cannot, in general, be extrapolated to more
extensive scenarios.

To address these shortcomings, we have deployed
and evolved an architecture and implementation of
a testbed, the Diverse Outdoor Mobile Environment
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(DOME). To our knowledge, DOME is the longest-
running large-scale, highly diverse mobile systems
testbed. The testbed has been operational since 2004
and provides infrastructure for a wide range of mo-
bile computing research. It includes 40 transit buses
equipped with computers and a variety of wireless
radios, 26 stationary WiFi mesh APs, thousands of
organic APs, and half a dozen nomadic relay nodes.
It provides support for diverse radio technologies, in-
cluding WiFi, 900MHz, 3G, and GPRS. It covers an
area of 150 square miles and provides spatial diversity;
parts of the network form a sparse, disruption-tolerant
network while others are more dense. With proper iso-
lation the testbed can be used for research ranging from
infrastructure-based networking to sparse and dense ad
hoc networks.

While the construction of the testbed represents a
significant engineering challenge, this paper describes
a concrete set of scientific results derived from this
experience in a retrospective study extending our previ-
ous work [36]. Based on the data collected from May
2004 to October 20081, we show that the properties
of temporal, technological, and spatial diversity are es-
sential in producing a generally useful mobile testbed.
Second, we offer a set of design principles unique to
mobile testbeds as compared to wired testbeds, such as
PlanetLab [31] and EmuLab [38], or stationary wire-
less testbeds, such as Orbit [33]. These principles
include notions of flexibility, consistency, experiment
pre-staging, resource reservation, failsafe operation,
and third-party collaboration. We demonstrate the abil-
ity of the testbed to measure temporal, technological,
and spatial diversity by providing insight into several
open questions in mobile systems research. The most
significant of these results show: WiFi coverage be-
came sufficient for some low-bandwidth vehicular ap-
plications, as many regions offer small amounts of
throughput; users continued to operate open WiFi APs
with no sign of abating; cellular coverage (such as 3G)
provided greater coverage than WiFi, and far superior
throughput; and interference did not play a significant
role in degrading throughput for vehicular WiFi users.

II. The Case for DOME

After examining the motivation for building a great
number of testbeds, both wireless and wired [1, 13,
17–19,23, 24,26,31,33, 38], several common themes
emerge.

1While the testbed has been operational since 2008, we stopped
constant collection of the presented data in support of conducting
other experiments.

• They are short lived or are no longer operating.

• They lack sufficient hardware diversity.

• They lack sufficient geographic diversity.

• They cannot compare systems on equal footing.

• They cannot be programmed remotely or lack suf-
ficient control over certain hardware or software.

• They lack appropriate or realistic mobility.

• They lack real users and traffic.

• They have insufficient scale.

• They cannot be combined with other testbeds.

Most common are the first three limitations: mo-
bile testbeds typically lack the temporal, technologi-
cal, and spatial diversity to answer a number of ques-
tions about mobile systems and technology, so new
testbeds are continuously created. However, as mobile
systems mature—much as wired networks matured—
centralized, remotely programmable testbeds must take
over from short-lived or narrowly focused deployments.
This evolution is needed to address a number of open
and ongoing questions in mobile research:

Challenges related to temporal trends: A large
body of recent work is based on the availability of open
WiFi APs that provide free, ubiquitous connectivity to
mobile users. At the same time, off-the-shelf APs in-
creasingly help less tech-savvy users to restrict access.
Are research systems that use open APs for ubiquitous
connectivity viable in the long term [1,15,37]? The an-
swer requires a study of the longitudinal trends in open
versus encrypted APs. Similar questions can be asked
of research relying on the popularity of peer-to-peer
networking connections [17] or ubiquitous cellular de-
ployment. Also, how do AP selection algorithms [27]
or other systems affected by changes in wireless envi-
ronments perform over the long-term?

Challenges related to technological diversity: The
use of different radio technologies, such as WiFi,
3G, and proprietary 900 MHz radios among others,
presents a fundamental cost-benefit trade-off. Oppor-
tunistic connections to open AP WiFi is free but can
suffer from disrupted coverage or poor quality. On
the other hand, cellular technology like 3G has better
coverage but comes at a higher monetary cost. Sev-
eral fundamental questions are relevant: What are the
performance characteristics of each type of network?
Which applications can be supported by only free AP
access? Can multiple radios support and complement
one another [34]? How does the performance of open
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free WiFi infrastructure [18] compare to self-deployed
mesh nodes [8, 13, 19, 24]?

Challenges related to spatial diversity: The perfor-
mance of many network scenarios is dependent on spa-
tial density of infrastructure or peers, spanning issues
of coverage, mobility, and interference. While spatial
density is easily parametrized, values observed in the
field are due to a complex set of user needs and demo-
graphics and off-the-shelf availability. Observations
about spatial diversity in the field can help address
questions such as, For what densities are MANETs
or DTNs practical [9]? Similarly, at what density
are infrastructure networks sufficient to support delay-
intolerant applications [4]? And are organic WiFi
deployments sufficiently ubiquitous to support mobile
computing [18]?

Some of these questions have been answered in iso-
lation, on a small scale, or for short periods of time;
however, there is a need to answer these questions on a
continuous basis, confirming trends or discovering new
ones, and evaluating systems over longer time scales,
wider geographic regions, and through heterogeneous
hardware living under a common testbed. We have con-
structed DOME to help address these challenges. How-
ever, it is important to note that DOME does not, and
cannot answer, all of these questions at present. Rather
the intention of DOME is to answer a large number of
questions, evolve the testbed to answer more questions,
and to create a set of principles that guide the devel-
opment of future DOME-like testbeds. One sign that
this maturation of testbeds is occurring is the Global
Environment for Network Innovations (GENI) testbed.
The goal of GENI has been to combine the largest, and
longest running, wired and wireless testbeds, including
DOME, PlanetLab [31], Emulab [38] and Orbit [33]
under a common framework. DOME is now integrated
with GENI.

III. Design Challenges and Princi-
ples

From our initial construction and subsequent expan-
sion of DOME, a number of design principles have
emerged that we enumerate here. Our focus in this
section is largely on challenges that are specific to, or
exacerbated by, the case of a wireless, mobile testbed;
this focus is in contrast to wired testbeds, such as Plan-
etLab [31] and Emulab [38], and wireless stationary
testbeds, such as Orbit [33] and CASA [32]. Like these
previous successes, we seek to support experimenters
through generality and programmability. To those

ends, we have followed several important tenets in-
volving flexibility, consistency, experiment pre-staging,
resource reservation, failsafe operation, and third-party
collaboration.

III.A. Flexibility and Consistency

At the highest level, our testbed architecture is shaped
by two competing principles. First, Tenet 1: Testbeds

must be flexible and evolve with changing stan-

dards, opportunities, and technology. Otherwise,
a great deal of effort can be put into a system that
is available to run only a limited set of experiments,
and then is quickly forgotten. Our own enhancements
have included the addition of 900 MHz, GPRS, and
3G radios, the upgrade of core hardware to support vir-
tual machines, and upgraded WiFi equipment to allow
virtualization. Our most significant change has been
modifying the software infrastructure to link into the
GENI confederation of testbeds. GENI similarly em-
braces a core principal of spiral development, which
seeks to leverage any newly available opportunity de-
veloped by the research community while not slowing
progress.

Conversely, Tenet 2: Testbeds benefit from stabil-

ity that enables consistent measurements and ob-

servations of long-term trends. Any change in node
mobility, hardware, and power regime can change fun-
damentals of network connectivity and performance
and subsequent experiments. For example, in Sec-
tion V.B, we report on the percentage and number
of APs that are open for third-party connections to
the Internet. These trends are key to a great deal
of research that leverages opportunistic WiFi connec-
tions [4, 6, 18, 37]. Updates to our WiFi hardware
and mesh network have greatly increased the testbed
connectivity. The increased connectivity had the un-
fortunate effect of changing our sample population,
resulting in two phases of the same experiment that
cannot be compared directly.

Balancing these two issues of flexibility and consis-
tency is perhaps simpler for wired testbeds, such as
PlanetLab, because the hardware is of secondary con-
cern to the testbed and typically does not constitute the
primary bottleneck. Further, the topology of a mobile
network is heavily determined by how the testbed is
built, whereas in PlanetLab, the testbed nodes form
a small percentage of the overall Internet. In a mo-
bile setting, evolving the testbed while still measuring
long-term topological-based trends is thus more chal-
lenging.
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Figure 1: The empirical cumulative distribution of
update propagation to mobile buses. The results are
averaged over 11 updates.

III.B. Remote Programmability

Systems testbeds are subject to a variant of Metcalfe’s
law. Tenet 3: The value of a testbed is proportional

to the number of experimenters that have access

to the system. Initially, DOME had been open to
researchers at UMass and partners that visited for an
extended time. More recently, DOME has become a
Global Environment for Network Innovations (GENI)
site, with the goal of following a community standard
for cross-linking resources with other testbeds in the
program. As part of that program, we have enabled
more automatic programming of DOME, including
virtualizing many of the resources.

However, the unique, primary challenge we have
confronted in providing PlanetLab- or Emulab-like
functionality to DOME is node mobility. Mobile nodes
that are unreachable through the (wireless) network
may still be functional and interacting with other nodes.
In contrast, PlanetLab nodes that can’t be reached are
assumed to be down since the network that connects
nodes is the stable Internet. Mechanisms for staging ex-
periments on PlanetLab, including PLUSH [2] assume
that unreachable nodes cannot be part of an experi-
ment; accordingly, PLUSH will not stage software on
unreachable nodes. In contrast, mobile testbeds like
DOME require the converse approach. Tenet 4: Dis-

connected operation of mobile nodes requires that

the administrative substrate support pre-staging of

software needed for experiments, before reserva-

tions of resources can occur. Once experiments are
pre-staged, then the experiment can be launched, and
then we take a count of the number of nodes used in
the experiment.

III.C. Robust Operation

There are several practical difficulties involved in sup-
porting experimentation on mobile testbeds. These
can be generalized as Tenet 5: Mobile testbeds must

have an automated update mechanism, sufficient

administrative bandwidth for updates, and a fail-

safe mode to recover from corruption.

Manually reprogramming all nodes in a mobile, dis-
connected testbed is impractical because it is too time
consuming to track down all components. DOME uses
a custom-built push-based mechanism to propagate
updates. Originally, DOME used the opportunistic
connections of buses to open WiFi APs to distribute
updates. This worked sufficiently, but was slow and is
impractical for supporting rapid reprogramming. Cur-
rently, each bus has a 3G data connection, which is
highly available and has high throughput, but we have
found that distributing updates to the full testbed takes
an inordinate amount of time. Figure 1 is a CDF of
the amount of time taken for an update to propagate
through all the nodes in the mobile network. The re-
sults are based on 10 actual updates with an average
size of 4.5KB (and a max of 18KB) all issued between
June 11 and Nov 25, 2008. Note that these updates
were sent while the buses had 3G access, and the up-
date sizes are very small. Several factors affect the
update times. For example, an update on a Friday or
weekend should, on average, take longer because of
reduced weekend schedules (where only about 5 buses
are in use). Also, some buses can be in maintenance
for extended periods of time.

High priority should be given to detecting and re-
covering from hardware and software failures. This is
especially important in a mobile testbed where hard-
ware failures are more prevalent and software failures
take much longer to diagnose and fix. Nodes deployed
in harsh environments, such as vibrating vehicles, out-
door building-tops, or attached to bicycles, suffer from
an accelerated failure rate. Furthermore, nodes of-
ten consist of experimental and commodity hardware,
none of which is necessarily hardened to the environ-
ment. For example, in our testbed, we suffer from
frequent disk-related problems, including shock and
vibration induced hardware failures, as well as corrup-
tion of the file system due to random power losses.

As our system has evolved, we have found the need
to track failures at a fine granularity and filter our traces
accordingly after the fact. In experimentation with
software components, such as routing protocols, it is
crucial to know how many nodes in the system are
operating correctly. Since physical inspection of the
mobile nodes is often not an option, the nodes must
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be able to detect and isolate failures. Using diagnos-
tic tests (see Section IV), checking peripherals and
software components is extremely useful to track the
quality of the data.

III.D. Resource Reservation

DOME was built with the intent that it be able to host a
variety of experiments and collect measured data over
a long period of time. It is designed to allow a varied
complement of technologies in numerous, configurable
topologies.

The PlanetLab testbed addresses this through sliv-
ers and slices, which are small segments of resources,
such as CPU and network) on distributed nodes [31].
However, the crucial issues are that many events are
ephemeral in nature, switching times can be long, and
nodes must be coordinated beyond the ability of the
testbed. Tenet 6: Mobile testbeds are not easily

amenable to fine-grained resource sharing. For in-
stance, two vehicular mobile nodes may pass one an-
other at high speed, but both nodes must be running the
same experiment at the same time, and must not switch
to running another experiment in mid-stream. While
some relatively fine-grained switching is available for
some WiFi devices [21], such a system would be ex-
tremely difficult to synchronize between two mobile
nodes at a sufficient granularity. Further, the routing in
a disconnected network depends on these rare events
for its performance and if multiple experiments are
competing for each opportunity, it is difficult to scale
the results accurately. Thus far, to support multiple ex-
periments accurately, we have instead opted for more
coarse-grained testbed-sharing, often with slices of a
week or a month. Though we support finer granularity,
we believe that the appropriate granularity of DOME is
on the order of a day, and we have developed a straight-
forward mechanism to run different experiments on
separate days.

III.E. Partnering with Third Parties

There are unavoidable political aspects to running a
testbed that relies on the cooperation of third parties.
In the case of DOME, we benefit greatly from the par-
ticipation of the public transit authority (Pioneer Valley
Transit Authority), the Town of Amherst, and IT staff
of UMass Amherst. We have found these relationships
to be a benefit for the project, but we know of other
projects where analogous entities prevented a testbed
from being deployed.

We believe our success benefited from the open
minds of the people in our community, but more impor-

tantly, we have pursued many goals that were mutually
beneficial: Tenet 7: The deployment of an outdoor

testbed must provide a reciprocal benefit to rele-

vant third parties. For example, each of the UMass
buses offers Internet access through the 3G modem to
riders of the bus. The benefit to the Town has been
even greater, giving free Internet access to thousands
of people in the downtown area. However, the Town
has greater goals in mind, including moving municipal
sensors, such as sewage meters and parking stations,
from expensive leased lines to WiFi. Wired testbeds
such as PlanetLab have followed a different model,
where the researchers using the testbed have donated
the resources, thus providing reciprocal benefit only
to the research community. This often doesn’t trans-
late into a mobile testbed—covering large geographic
regions requires more than researcher participation.

IV. Implementation of DOME

To give other testbed designers a starting point, and
to place our traces and evaluation in context, here we
provide an overview of the hardware and software that
comprises DOME.

IV.A. Hardware Components

The DOME testbed consists of three major hardware
components: the DieselNet vehicular network, a set of
nomadic throwboxes, and an outdoor mesh network.
At various times since DOME’s inception in 2004, we
have upgraded or improved virtually every hardware
and software component. This has created unique chal-
lenges for extracting longitudinal data, as we discuss
in Section V.

DieselNet Vehicular Nodes: Mobility in DOME is
provided by a vehicular network called DieselNet [11].
It provides nodes that operate year-round, across a
micro-urban and rural environment. DieselNet is
comprised of 40 transit buses, each equipped with
Hacom OpenBrick 1GHz Intel Celeron M systems
with 1GB of memory running Ubuntu Linux, 60GB
2.5 IDE inch hard disk, USB GPS receiver based on
the SiRF chipset, Compex WLM54AGP23 802.11abg
mini PCI cards using the Atheros AR5413 chipset (up-
graded from 802.11b Prism2-based USB WiFi don-
gles), 802.11g wireless AP used as a bridge to an Eth-
ernet port on the OpenBrick, Sierra Wireless 881 or
885 3G USB Modems operating on the AT&T network
(upgraded from a MultiTech GPRS modem attached to
a serial port), Digi XTend 900MHz USB RF modem,
and an inverter to convert 24VDC to 120VAC.
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Figure 2: DieselNet equipment in a bus locker

We have installed the DieselNet node, which we
generically refer to as a brick, in two different loca-
tions in the buses. In older buses, we have installed
the equipment above the driver’s head, behind an elec-
tronic sign that displays the bus route. Newer buses
contain a special locker to hold electronic equipment
including video surveillance and radios, as shown in
Figure 2. The locker also contains removable trays
that gives us easier access to the equipment over the
older buses. In both cases, we place antennas in the
best available locations without drilling through the
bus exterior.

A brick’s AP allows other buses, or bus riders, to
establish 802.11 connections into the brick, giving
them access to the Internet via the 3G modem, or to a
locally cached web page when disconnected. The WiFi
interface is used by a brick to connect to foreign APs,
including the APs on other buses. The SSID broadcast
by a brick’s AP allows it to be identified as belonging
to a DieselNet bus by other buses, throwboxes, and any
other DOME device.

Throwboxes: Throwboxes are wireless nodes that
can act as relays or mesh nodes, creating additional con-
tact opportunities among DieselNet buses [7, 8]. They
are essentially nomadic nodes allowing for flexible
placement in the DOME testbed. Unlike the vehicular
nodes, the throwboxes use batteries recharged by solar
cells. Also in contrast to the vehicular nodes, a throw-
box will often remain stationary for several hours or
days. We have deployed throwboxes within the testbed
by attaching the boxes to the front of bicycles and then
locking the bicycles to bicycle racks. This setup gives
us the ability to easily reconfigure nodes in the testbed
to support different placements and functions. While
we can place the nodes virtually anywhere, we have
typically used an algorithm that has provably good
performance [40].

Each throwbox contains a Crossbow Stargate board
with a 32-bit, 400MHz PXA255 XScale processor
(having 64MB of RAM and 32MB of internal flash
memory on board), TelosB Mote with an 8-bit 8MHz
microcontroller with 10KB of RAM and 1MB of ex-
ternal flash memory, D-Link Air 802.11b CF WiFI
card, modified to support a second external antenna,
DiGi XTend 900MHz OEM module attached to the
Mote, Three 1.2V 10Ah batteries (though we also have
configurations with a single 1Ah battery), a custom
board with a Maxim DS2770 fuel gauge chip to moni-
tor the batteries, a Maxim 2751 current-sense amplifier
to monitor power consumption, and two 5V PowerFilm
solar panels as an additional power source.

Mesh Network: In cooperation with the Town of
Amherst, we have installed 26 Cisco 1500-series WiFi
APs. These are lightweight APs, managed by a central
controller, and they support seamless hand-off for mo-
bile nodes. The APs use two radios: an 802.11g radio
for the public and mobile nodes to connect to, and an
802.11a radio to mesh APs together.

The nodes are mounted on a variety of town-owned
buildings and light poles. While both locations provide
power, only the buildings provide connectivity to the
local fiber infrastructure. Consistent with research
findings [13] and Cisco’s direction, the network is laid
out such that there are never more than three hops
without connectivity to the wired network. We have
also installed a Procera PacketLogic packet logger and
traffic shaping box for monitoring the network. This
yields statistics about users, node mobility, and traffic
patterns.

IV.B. Software Components

Virtual Machine: When we initially developed
DOME the only users of the DieselNet Vehicular
Nodes were people associated with the University. As
DOME became part of GENI and was made available
to researchers around the world, we needed to ensure
that rogue experiments could not corrupt the bricks.
We implemented Xen virtual machines on our nodes.
An active experiment in DOME is an instance of a
virtual machine. Experiments are distributed to the
nodes as files formatted as disk images. When DOME
starts a virtual machine, it mounts the appropriate disk
image. We also support experiments providing disk
images with their own customized kernels.

Experimenter Portal: The DOME experimenter
portal allows researchers to upload experiments (disk
images). Researchers use the portal to schedule when
their experiments will run on the test bed. The DOME
portal interacts with the GENI ORCA management
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Figure 3: An overview of the DOME testbed.

framework [14] to allocate slices. The bricks inter-
act with the portal to install experiments, and to get
leases issued by ORCA. The leases authorize a specific
experiment to execute on a defined number of buses.

DieselNet Control Plane: The computers on the
buses have many services active to ensure the proper
execution of experiments. These services include
prestaging and garbage collecting experiments, and
launching and terminating virtual machines based on
the availability of leases. Another service manages the
3G modem, testing connectivity and reestablishing con-
nections if necessary. The control plane also allocates
resources to experiments. This includes exporting the
WiFi card’s PCI address to the virtual machine, tun-
neling XTend radio data between the virtual machine
domain and the control plan domain, configuring the
network so that VM LAN traffic is routed over the 3G
link, and providing read access to the GPS device.

Remote Update Mechanism: We provide a mech-
anism for updating the DieselNet Control Plane soft-
ware. This is done by publishing an update on a DOME
server, and having the nodes periodically use available
3G connectivity to check for any updates. A challenge
to updating the software in our DieselNet testbed is that
we have no control over when a system shuts down; a
brick simply loses power when a bus’s engine is turned
off. A concern is losing power during a critical section
of an update, which can render the brick unusable until
we are able to physically access it and make manual
repairs. Our solution is to use a shadowing approach,
isolating a copy of the software being updated in a di-
rectory and preserving atomicity by modifying a single
symbolic link.

Logging: Logging of experimental results presents
a challenge in a disconnected network. Results must
be written to an intermediate but persistent location,
and then offloaded from the bus when the network is
available. The challenge is exacerbated since the user
has no control over when the bus is turned off. DOME
provides a logging service to experiments. DOME

ensures that data is eventually offloaded, even after an
experiment’s lease has expired.

Maintenance Monitoring: A monitoring service
allows us to track the health of the testbed and know
how many nodes are operational and which peripher-
als are malfunctioning. Even if components fail, the
DieselNet monitoring software will attempt to establish
connectivity to the DOME servers to provide notifica-
tion. We also correlate vehicular node activity with the
bus schedules, allowing us to detect nodes that have no
connectivity or that do not boot.

V. Characterization of DOME

One of our primary goals for DOME is ensuring that
the testbed is capable of supporting a wide spectrum
of research in mobile systems. In our previous work,
we have demonstrated that DOME’s components are
capable of supporting research efforts ranging from
energy management [7,20,40] to routing [3,4,8,11,12,
39] to security [10] to application enhancement [5,6].
In this section, we use traces from the project to answer
a series of open questions specifically not addressed in
our prior work.

• Has WiFi been trending towards ubiquitous de-
ployment and open availability outdoors? Have
WiFi APs been increasingly restricted, and what
impact has this had for research and services that
rely on opportunistic connections? How has cov-
erage been affected by WiFi technological im-
provements?

• What is the impact of WiFi AP density on usable
throughput from vehicles?

• What are the quantifiable and relative strengths of
commercial 3G infrastructure for wireless Inter-
net service over organically available WiFi con-
nectivity?

• How does the spatial diversity of a network im-
pact the available throughput from a vehicle?

8



• What are the relative strengths of a WiFi system
specifically planned and deployed for outdoor
coverage, versus organic connectivity deployed
for home use?

V.A. Evaluation Methodology

The DOME testbed has collected a number of logs
from May 2004 to October 2008 that we have used to
derive the results in this section. As mentioned earlier,
while the testbed has been operational since 2008, we
stopped constant collection of the presented data in
support of conducting other experiments. The most
crucial of these logs is a list of contacts between ve-
hicles and other vehicles, as well as between vehicles
and the infrastructure. Logs include duration, GPS
location, and speed at the beginning and end of every
contact. Since September of 2007, the nodes also col-
lected the number of APs seen in each scan, as well
as what portion of those employ some form of access
restriction (e.g., WEP or WPA). Also since September
of 2007, the vehicles collected additional information
about contact with APs, including successful associ-
ations and DHCP leases. During short term tests, we
have deployed measurement apparatus to measure the
fraction of time a node spends connected to a cellular
network (GPRS and 3G) and connected to WiFi APs.

We have been able to answer most of the ques-
tions posed above using data originally collected for
markedly different purposes. In other cases, we have
deployed short-term experiments for additional clari-
fication in this paper. To answer certain questions we
have made do with incomplete data, demonstrating the
principle importance of tracking the quality of data
with the data itself. Over the lifetime of the testbed
many changes have occurred, including: planned soft-
ware maintenance and upgrades, replacement of hard-
ware, long periods of neglected maintenance resulting
in reduced data points, increases and decreases in log
fidelity and measurements, and dedicated reservation
of the testbed for individual researchers.

We divide the area that the vehicles and infrastruc-
ture inhabit into 100m × 100m regions. This size is on
the order of the range of a WiFi AP. We do not know
the true locations of the majority of organic APs; thus,
connecting to an AP at a mobile node’s GPS location
is only a rough measure of the AP’s actual location.

In all cases, we have removed the effects of the vary-
ing number of vehicles operating, such as summers and
vacations, which have a much reduced bus schedule,
and aberrant vehicle behavior, such as temporary use
of a bus for a field trip. For experiments that depend
on regions, if there are less than 30 visits to a region

during a month, we discard all measurements from that
region, and normalize the results based on the number
of remaining regions. Given the scale of the testbed—
there are often 30 or more buses operating 18 hours per
day—-the testbed has yielded an enormous amount of
data. Our presented dataset includes 8,679,179 contact
attempts between our 40 vehicles and 28,776 unique
APs; of those attempts, 2,110,595 were successful. In
addition, 1,091,307 successful contacts between vehi-
cles on the road occurred.

V.B. Organic WiFi

A number of research projects have proposed the use of
organic, open WiFi APs for opportunistic networking,
particularly for vehicular networking [5,16,18]. While
the number of deployed APs has certainly increased
over recent years, it does not imply that coverage has
dramatically improved, as many of the additional APs
may have been deployed in the same region or are not
open to the public. To quantify this trend in our area,
we analyzed our traces from January of 2005 to Octo-
ber 2008 to find which 100m × 100m regions had at
least some connectivity, meaning that at least one suc-
cessful ping was sent to our server during that month
from a bus in that region. A plot of that analysis is
shown in Figure 4.Measuring the number of regions
that have some connectivity is somewhat complicated
by several changes that have occurred in our testbed
as shown in the timeline in Figure 5. (See our discus-
sion of Tenets 1 and 2 in Section III.) The strength
of this data is that it is a longitudinal study over a di-
verse geographic region (c.f., shorter tests over a more
homogeneous set of regions [18]).

From January 2005 to May 2008 we used USB
802.11 interfaces with the Prism2 chipset—these inter-
faces exhibit range similar to what one might find in a
laptop computer. Over the course of January 2005 to
May 2006, the vehicles only found connectivity in 20%
to 40% of the regions, with no significant trend over the
course of that year and a half. This data demonstrates
that building a mobile application on top of such a sys-
tem would have exhibited significant disconnections
and outages. During the summer of 2006, we added
the first cellular modems but failed to disambiguate
connections through the two interfaces, so that data is
omitted from the graph. During the fall of 2006, we
continued to use USB WiFi devices, and still found that
more than 50% of the regions had no WiFi coverage
whatsoever, although the increase in use of wireless
APs brought coverage to almost double the number of
regions that were covered in early 2005.
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Figure 4: This graph shows the number of regions that the vehicles frequent that could support at least one
successful ping through WiFi during a month. The summer of 2006 is omitted due to software problems, and the
summer of 2007 began access to the UMass and Town WiFi networks. From September 2007 on, we show which
regions supported at least one association or a scan with at least one AP (but not a successful ping).

January 2005
Full scale 
vehicular 
network

May 2006
Upgraded to 
2.6 Kernel

August 2007
Enabled access 
to UMass and 

Town WiFi June 2008
Upgraded to 

3G

May 2008
Upgraded to 

Atheros 
MiniPCI WiFi

May 2004
First 

vehicles 
operational

Figure 5: The timing of significant hardware and software changes made to the DOME testbed.

During the summer of 2007, we installed and en-
abled access to the Town Mesh (the network is open,
but requires a click-through agreement that we worked
around) and enabled access to the UMass wireless net-
work. This required several months to fully take effect
with full access starting in September of 2007. At that
point, we started to track pings, associations and re-
gions where scans revealed APs, but no connection
was possible. In May of 2008, we upgraded from USB
802.11 interfaces to Atheros MiniPCI cards with exter-
nal antennas. This yielded increased range and further
improved the number of regions covered. The col-
lection of improvements shows that given the proper
hardware in an environment with a combination of
managed and open APs connectivity can reach nearly
90% of regions. However, many environments do not
have the benefit of a deployed infrastructure and will
see much less coverage. Given applications that send
relatively short messages, or are insensitive to through-
put, organic WiFi will provide sufficient coverage in
our environment.

There has been anecdotal speculation that while the
use of WiFi is expanding, APs are increasingly pro-
tected by encryption as setup becomes easier and there
is more attention paid to the importance of encryption.
The previous experiment answers part of the question:
encrypted APs do not seem to have significantly im-
pacted coverage as far as our data-set is concerned.
However, the next questions are what portion of APs
have been encrypted, and if there has been any notice-
able trends. We show the results of analyzing our traces
for unencrypted versus encrypted APs in Figure 6.

The overall number of APs discovered per scan in-
creases as we upgraded the WiFi interface on the ve-
hicles. However, the increased range also discovered
an increased proportion of encrypted APs, but did not
show a noticeable trend of open APs disappearing. We
speculate that the increased proportion of encrypted
APs can be explained by the increased range of the
radios capturing more residential APs, as many of the
open APs are located in businesses with free WiFi.

We have also tracked the lifetime of organic APs
in the network. In Figure 8, we show the amount of
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Figure 6: The number of APs found per scan over a 13
month period, broken down by encrypted APs versus
non-encrypted APs. The increase in overall APs in
the summer of 2008 is due to replacing the USB WiFi
interfaces with MiniPCI cards with external antennas.

time between the first and last sighting of each organic
AP. We have limited this dataset to useable APs that
permitted ping messages on at least 10 different occa-
sions to avoid spurious contacts with distant APs. The
results show that open APs exhibit an extremely high
amount of churn, with most APs only visible for less
than three months. Some of this effect is certainly due
to the transient nature of college students, but other
effects may include users who were dissatisfied and
returned their APs or users who quickly upgraded their
hardware. However, there remain a number of APs
that have been available for up to three years.

In Figure 7, we demonstrate the spatial diversity
of DOME by plotting an estimate of the aggregate
throughput available from a vehicle in different regions,
sorted by the total amount of throughput available from
that region. The data presented in this graph comes
from an experiment from August 2008 to November
2008 in which the buses exclusively connected to APs
and not to other buses. For each region, we have calcu-
lated the average per-connection throughput and then
multiplied these values by the availability of bus-to-ap
links which we calculated as 12.3% for the duration of
this experiment. The results demonstrate the diversity
of the DOME testbed for experimenters, providing re-
gions that are well-connected to the infrastructure, as
well as regions that are poorly connected.

V.C. Density Effects

As DOME has collected data from a wide variety of ge-
ographic regions, we can also examine the relationship
between the density of APs found in a region to the
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Figure 7: Vehicle-to-AP throughput for each geograph-
ical region during experiments from August 2008 to
November 2008. The regions are sorted by the mea-
surement of the throughput. The throughput values are
normalized by 12.3% availability of bus-to-AP WiFi
links.
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Figure 8: This shows the lifetime of open, organic APs
in DOME that permitted pings to the Internet on at
least 10 occasions. The results show that organic APs
exhibit a large amount of churn, with most existing
less than three months within the network.

usable throughput between a vehicle and a single AP.
Due to the relatively small number of non-interfering
channels to choose from, a primary concern in the
dense deployment of APs has been the possibility of
interference between nodes. Using five months of data
collected from June 2008 to October 2008, we plot the
throughput attainable to a single AP. We divide these
results into bins by the aggregate number of unique
APs discovered in that region during an entire month.
The results are shown in Figure 9. Note that past 120
APs, there is considerably less data to form conclu-
sions, even over a five month period.

The results show several effects. First, for smaller
AP densities, the achievable throughput generally lies
between 50 and 125 kB/sec; however, the large num-
ber of outliers show that in low density environments
it is possible to achieve much higher throughput, but
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Figure 9: The correlation between WiFi throughput
and the density of APs in a region for a period of
five months from June 2008 to October 2008. The
box plots shows the first and third quartiles, while
the center line shows the median. The whiskers show
the maximum and minimum values, while the stars
demonstrate extreme outliers.

not predictably. As the density of APs grows there is
generally more throughput available, as the vehicle can
choose between a great number of APs and is more
apt to select those with greater signal strengths. How-
ever, as the number of APs grows to as high as 120 or
more, throughput is generally as good as lower num-
bers of APs. With the density of APs available in the
DOME testbed, which we believe to be fairly high, we
have been unable to demonstrate appreciable negative
effects from interference in real-world settings.

V.D. A Comparison of WiFi, GPRS, and
3G

Opportunistic WiFi offers the opportunity for no-cost
access, but it may provide less reliable access and lower
aggregate throughput. Using an experiment deployed
on the buses in November 2007 with USB Prism2 WiFi
and GPRS, and a second experiment in November 2008
using Mini PCI Atheros WiFi and 3G, we compare
the overall availability and upstream and downstream
throughput of each of the interfaces. This experiment,
shown in Figure 10, demonstrates several hardware
trends.

The results show that the availability of GPRS and
3G in the DOME testbed is excellent; however, in 2007
GPRS and WiFi provided very comparable aggregate
throughput over the course of a day. In 2008, the over-
all availability of WiFi connectivity from the vehicles
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Figure 10: The amount of throughput (upstream and
downstream) available from USB WiFi interfaces and
GPRS during a test in 2007 and MiniPCI WiFi inter-
faces and 3G during a test in 2008. The legend shows
the percentage of time that each interface was con-
nected to the Internet. WiFi availability would have to
increase to roughly 90% to surpass the throughput of
3G.

had substantially improved (due to the increased range
of the Atheros radios), but the overall throughput dur-
ing the course of a day lags behind 3G. To meet the
overall throughput of 3G, WiFi would need greatly ex-
panded coverage to give connectivity nearly 90% of the
time—we believe this to be generally infeasible given
the amount of time needed to search and associate with
APs.

V.E. A Comparison of Organic WiFi and
Planned WiFi

DOME incorporates three types of WiFi networks:
the Town of Amherst managed mesh network planned
and deployed specifically to support DOME, with APs
mounted outside and directly over the roadway; the
managed UMass WiFi network, which is a planned
deployment, but was deployed primarily for indoor
access with some outdoor coverage; and the organic
WiFi APs which are unmanaged and were deployed
in an ad hoc manner. To examine one aspect of these
deployments, we measured the durations of the WiFi
connections from vehicular nodes. It is clear that a
planned network should have greater connectivity du-
rations, as managed networks are capable of seamlessly
roaming between APs, but quantifying the effects of
planned versus organic networks remains an open ques-
tion. The results of this experiment are plotted in Fig-
ure 11, which shows the durations of connectivity using
the MiniPCI Atheros WiFi interface in 2008.
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Figure 11: The duration of connections for the vehicles
using the MiniPCI WiFi interfaces during a test in
November 2008. The connections are separated by
organic APs and managed APs (Town of Amherst mesh
and UMass wireless network).

The results show that most connections to open APs
cover 40 seconds or less, while connections to the man-
aged infrastructure sustain higher durations typically
100 seconds or less. However, one concern is that
there is some bias in the speed of the vehicles in re-
lation to the APs: the buses move at a slower rate of
speed while in downtown Amherst and near the cam-
pus where the planned networks were installed. To
examine this effect, we combine the previous data with
data about the speed of the vehicles while connecting
to those APs. We use the average of the speed of the
vehicle at the beginning and end of the connection. We
then corrected for speed by normalizing the data to
the overall average speed of the buses (14.4 km/hr),
and plot the results in Figure 12. Note that all of the
static connections during which the speed of the bus
was zero have been omitted in that graph. The legend
shows what portion of the connections fall into that cat-
egory. While the overall distribution does not change
very much, a larger portion of the organic contacts are
made while the vehicle is stationary. We believe this is
due to organic APs not supporting roaming, and thus
the managed nodes are more frequently used while the
vehicle is moving. However, most of the contact time
is spent using organic APs, marking them as a vital
contributor to WiFi connectivity.

V.F. Summary of Results

In this section we have presented a number of results
from the DOME testbed that highlight the goals of
enabling the measuring temporal trends, technological
diversity, and spatial diversity.
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Figure 12: The duration of WiFi connections normal-
ized by the average speed during each connection. The
connections to the managed WiFi infrastructure yield
longer connections.

We have shown that a network of organic and man-
aged APs covers nearly 90% of the regions visited by
the testbed vehicles. Although more than 40% of the
APs were encrypted, the data showed no indication
that this proportion increased over a year. The testbed
covers a large geographic region, from micro-urban to
rural, enabling a diversity of access profiles. Some re-
gions have extremely high throughput—more than 150
MB/hr— and some near zero. Thus, DOME can sup-
port experiments that depend on high throughput and
dense connectivity, or regions of sparse connectivity
and low contention. We have also presented one such
experiment, based on collected data, that demonstrates
the correlation between AP density on per-connection
throughput. At low densities throughput is impacted
as the small number of APs limits finding APs with
strong signals. At larger densities, interference limits
throughput, but the throughput is comparable to re-
gions with a small number of APs, showing the limited
effect that interference has on vehicular throughput.

DOME supports a wide variety of radio tech-
nologies, including historical results from previously
installed hardware. As recent as 2007, an older
USB WiFi interface provided much greater aggre-
gate throughput than cellular GPRS, even through the
GPRS connection was four times more available. How-
ever, in 2008, after upgrading the WiFi interface to
a more reliable and powerful MiniPCI card, and the
cellular modem to 3G, the results were very different:
3G provides four times as much aggregate throughput
as WiFi in our mobile setting. DOME also includes a
WiFi network deployed specifically for vehicular use,
as well as a managed University WiFi network, and
a large set of organic APs. We have shown results
that highlight the ability to compare organic APs and
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managed APs, focusing on the managed APs’ ability
to maintain longer connections through WiFi roaming.

VI. Related Work

There is a growing number of academic mobile
testbeds with similar goals to ours, and all are ad-
dressing a critical need within the mobility commu-
nity [22, 29]. These testbeds include CarTel [18], the
Drive-Thru Internet platform [28], CitySense [25], Van-
Lan [24], Orbit [33], DakNet [30] and KioskNet [35].
While CarTel, Drive-Thru Internet, VanLan, and City-
Sense are focused on urban environments, DakNet
and KioskNet are deployments in very sparse, de-
veloping regions. Orbit is a wireless testbed, in
that it uses actual wireless nodes, but the nodes are
fixed and mobility and interference are simulated ef-
fects. We see great value in both mobile and wire-
less testbeds; however, it is clear that many of the
insights we have gained from building DOME could
not have been discovered with a fixed deployment.
There are many other short-term experiments that
have been done whose traces have been collected at
http://traces.cs.umass.edu and the Dart-
mouth CRAWDAD site.

VII. Future Work and Conclusions

We reviewed many challenges and lessons learned from
our deployments and experiments with the DOME
testebed. While this paper highlights DOME’s varied
capabilities, we are constantly expanding the techno-
logical diversity of DOME. In particular, we have de-
ployed a WiMAX base station and installed WiMAX
clients on several DieselNet nodes for studying cellular-
like connections from both endpoints.
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