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Abstract. The IEEE 802.11 MAC protocol provides shared access to a wireless channel. This paper uses an analytic model to study the
channel capacity — i.e., maximum throughput — when using the basic access (two-way handshaking) method in this protocol. It provides
closed-form approximations for the probability of collisipn the maximum throughput and the limit on the number of stations in a
wireless cell.

The analysis also shows thap: does not depend on the packet length, the latency in crossing the MAC and physical layers, the
acknowledgment timeout, the interframe spaces and the slotsiaad S (and other performance measures) depend on the minimum
window sizeW and the number of stationsonly through a gag = W/(n — 1) — consequently, halvingv is like doublingn; the
maximum contention window size has minimal effect pand S; the choice ofW that maximizesS is proportional to the square root
of the packet lengthS is maximum when transmission rate (including collisions) equals the reciprocal of transmission time, and this
happens when channel wastage due to collisions balances idle bandwidth caused by backoffs.

The results suggest guidelines on when and Fowan be adjusted to suit measured traffic, thus making the protocol adaptive.

Keywords: IEEE 802.11 MAC protocol, capacity analysis, saturation throughput, closed-form approximation, analytic validation, win-
dow size adaptation

1. Introduction Our model considers the case where multiple stations use
the protocol to share a wireless channel without a coordinat-

With the proliferation of mobile computers, their limiteding base station. It assumes that the stations are homoge-
computing resources, and the popularity of Internet acce§§0Us in traffic generation, channel noise is negligible, and
there is a growing need for these computers to be network&g£re are no hidden terminals. A scenario that may fit these
In response, the IEEE 802.11 study group proposed a stagsumptions would be a classroom or meeting in which stu-
dard for wireless local area networks [8]. This standard sped€Nts Or executives exchange information on their laptops.
ifies the characteristics of the physical layer, as well as th€o™ the modeling perspective, it is not difficult (but some-
medium access control (MAC) protocols in the link layer. what tedious) to take noise into consideration; also, hidden

There are essentially two MAC protocols in the propos clerminals require a separate model and, in any case, should
— abasic accessnethod that uses two-way handshakin e analyzed together with RTS/CTS because the two are

) : . Closely related [2,3,7].
(DATA-ACK) and a RTS/CTS variant that uses request-to In contrast to previous simulation studies of the 802.11

send and clear-to-send messages in a four-way handshake .
(RTS-CTS-DATA-ACK). This paper analyzes the former b[]'tellxC protocqls [2,13,23], the perfor_mance analy§|s we
i . resent here is based on a mathematical model. This model
not the latter, for two reasons: (1) the basic access methO(Ebs[ only differs from previous analytic models of the 802.11
mandatory, whereas RTS/CTS is an optional variant; (2);? i

o ) Fotocols [3,6,7,10], it is also different from the other
performance for RTS/CTS is significantly different from th echniques in the CSMA literature [1,5,12,14,15,17-20].

for pasm access [2], and therefpre requires a separat_e Whereas these studies use stochastic analysis (e.g., Markov
alytic model. We also do not discuss the no-ACK 0ptiogpaing), our model uses the average value for a variable
meant for broadcasts and multicasts, noribit coordina- \\ herever possible — this is a methodology that is commonly
tion function which is an optional polling scheme defined,seq in the performance analysis of computer systems. This
on top of basic access. _ _ technique is simple, yet effective: It provides closed-form
Basic access uses carrier-sensing multiple access Witthressions for the probability of a collision and the satu-
collision avoidance (CSMA/CA). There are numerougtion throughput, thus facilitating the analysis of various
CSMA protocols, and their performance under low load cofissyes, such as the choice of window size, the limit on the
ditions are usually similar [22,24]. The many variations arisumber of stations, and the tradeoff between collisions and
because of efforts to improve on performance and push bagkckoffs. It also yields two rules of thumb: halving the ini-
the limits. Our analysis therefore focuses on the most irlal window sizeW (for the exponential backoff) is similar in
portant such limit — namely, the maximum (or saturatiorgffect to doubling the number of stations, and the optimum
throughput, which measures the capacity when the protoabloice ofW is proportional to the square root of packet size.
is used to access the channel, and which is lower than theA performance model is usually validated by comparing
raw bandwidth for the physical medium itself. its numerical predictions with simulation results. For our
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model, we also check its analytical conclusions against siffisior to support backoff timers, and a transmission typically
ulated performance — we call thisalytic validation We occupies multiple slots.
use Bianchi et al. simulator [2] for the validation. This sim- The packet is transmitted in its entirety, even if there is a
ulator is comprehensive in capturing the many details in tleellision, sinceX does not do collision detection. The re-
802.11 protocol, and although our model omits many ekiver uses the CRC (cyclic redundancy check) bits in each
these details and relies on many approximations, the cop#cket to check for collisions and, if no error is detected,
parison shows that it is accurate both numerically and argends an ACK (acknowledgment) after tirffigrs (SIFS is
lytically. short interframe spacelsirs < Tpirs). If the sender does
We begin in section 2 by describing the protocol, and iot detect an ACK within an ACK-timeout, it entersrer
troduce the performance model in section 3. We then chelgRnsmit backoff if W is smaller than thenaximum win-
the numerical accuracy of the model in section 4, before UBOW size2” W, then W is doubled (thusp is the number
ing it to analyze the protocol in section 5; there, we corf retransmission attempts befoké reaches its maximum

stantly use the simulator to check the results from the anafjze — thereafter, the window size remains unchanged until

a value uniformly chosen from less than the néwy and
(re)transmission is postponed to when this timer expires, as
before.

Finally, a station must separate two consecutive transmis-

sions by a random backoff, even if the channel is idle for

The basic access method for the 802.11 MAC prOtOCBllFS after the first transmission (e.g., statiBrin figure 1.)
works as follows: To send a packet, a statitrfirst listens
to the channel for timé&p,rs (DIFS isdistributed interframe
space. If there is silence foffpirs, X' proceeds with the 3 The performance model
transmission (e.g., statiotin figure 1); otherwise’ waits
for the first Tpirs of silence after the current busy periodihe signal propagation delay in a local area network is very
then backs off for a random interval (e.g., stationn fig-  small — about Jusec in our simulations — so a carrier sensing
ure 1). _protocol may be expected to have a negligible probability of

For each packeft initializes acontention window siz&#  collision. However, channel sensing and hardware switch-
to beW, theminimum window sizet sets a timer to a ran- ing take time, so time is slotted (with the help of synchro-
dom integer uniformly distributed over @, ..., W —1,and nizing beacons) to accommodate these delays and transmis-
decrements it after eveffg|o period ofsilence but suspendssions start only at the beginning of slots. Hence, a window
it if another statiorly begins transmission — this suspensiosize of 32 slots means that there are only 32 possible choices
spans the acknowledgment as well (see below); when thetransmission times within a range of B If, say,
timer reaches OY begins transmission of its packet (e.g.10 stations are choosing transmission times from the same
stationsB, D andE in figure 1). Time is thus discretized by 32 slots, then the probability of a collisignis very high.

2. Protocol description

DIFS DIFS DIFS DIFS DIFS DIFS

station A __ | NG

defer

Station B I [T 0 o

defer

Station D = r!

Station E ~ ’_!

N 0 s

transmission backoff remaining backoff

Figure 1. Basic access in the MAC protocol (with SIFS and ACK omitted).
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Basic access in the 802.11 MAC protocol is designed table 1 lists the variables used in our analysis. At saturation,
avoid collisions (e.g., using a random backoff if the channal transmitting station will always have a queue of packets
is found to be busy), but collisions can still occur. While it i40 send, so every transmission is preceded by a backoff (see
possible to stress the protocol with a workload that causeee final remark in section 2 protocol description). Since the
a high collision rate, the protocol is clearly not designebackoff is uniformly distributed over,@, ..., W — 1 for the
for such workloads. Specifically, workloads that capse  first attempt, the backoff timer i%/2 (slots), on average;
exceed, say, 0.5 should probably be considered incompddir simplicity, we useW /2 instead of W — 1)/2.
ble with the protocol, and require more access coordination, Each transmission has probabilipyof collision, and a
such as that provided by RTS/CTS. station transmits a packet multiple times until it receives an

Our performance analysis for basic access is therefore emknowledgment (thus indicating a successful transmission),
stricted to workloads for whiclp is less than 0.5. Note thatso we can model the number of transmissions per packet as
this is not the same as saying workload is low, since ogeometrically distributed with probability of success-Ip.
analysis is focused on the saturation throughput; in othEurthermore, each collision causes a dilation of the con-
words, saturation happens for smalas well. tention window until the maximum is reached, so the backoff

Indeed, simulation results show that our model is accwindow size is
rate even when the saturation throughput is decreasing as 1% W
more stations are added. It is a common misconceptionthat ~ Whbackoff= (1 — p)7 +p(l- p)T +---
throughput degrades (only) because of too many collisions om omyy
when, in fact, this can also happen because senders spend +p" (- P)T + Pm+1T
too much time waiting for each other in backoffs, and it is 1—p—p@p" W
something to guard againstin a CSMA/CA protocol. (A sim- =
ilar phenomenon occurs in transaction processing [21].) 1-2p 2

We now present our performance model. The perfoNote that the summation can be evaluategpat 0.5, al-
mance analysis of any real system requires approximation#ibugh the latter expression seems ill-definedifes 0.5.
it is to be tractable. Only idealized queues (e.g., M/M/1) and Consider now the probability that when statidnbegins
networks (e.g., product-form) can be analyzed exactly [1Xfansmission, it collides with another statiph SinceX’s
For example, stochastic analysis of a protocol must adopt &sckoff timer is suspended whenegris transmitting, it
sumptions (e.g., exponential distributions, independent vagsippears tot’ that )’s transmission occupies only one slot
ables) and techniques (e.g., state space aggregation) tha(tefirst slot of)’s transmission). Ott’’s time-line,)’ thus
— in effect — approximations of reality. appears to be silent except for evaBpackorth slot, as il-

Our model makes numerous approximations, some inustrated in figure 2. (As mentioned in the introduction, our
plicitly, but these approximations are carefully chosen kgchnique uses average values wherever possible.)
using the simulator to check their effect on the model’s accu- Assuming there are sufficiently many other stations so
racy. The tradeoff is between simplicity (to facilitate analythat X and)’s transmissions are not synchronized, tten
sis) and accuracy, since the conclusions drawn from the ageuld begin transmission anywhere along this time-line, so
proximate model are acceptable only if it is numerically adts probability of colliding with)) is 1/ Whackott The proba-

1)

curate. bility that X collides with any of the other stations can there-
We begin by estimating the probability of a collision, andore be approximated as-1 (1 — 1/ Whackof)” 2, i.€.,
-1

Table 1 =1 <1 2(1-2p) 1 )” @

Glossary 1-p—p@Cp)" W
" the number of stations in a wireless cell The next task is to derive the saturation throughput and other
w minimum window size f A . h f f |
m maximum window size is"W performance measures. fuccessis the rgte_o successfu
Whackoft (average) backoff window size transmissions andmit the rate of transmissions (including
Tgot  slottime collisior_15), then the average numb(_ar qf tr.ans.miss_ions per
Tges  time duration of short interframe space packet isxmit/Fsuccess SO the geometric distribution gives
Tpirs  time duration of distributed interframe space )
Thayload time to transmit payload bits 1 _ Ixmit 3)
Tphysical time to transmit packet (including headers) 1—p  rsuccess
Tack transmission time for an acknowledgement
Teycle time between the start of two payload transmissions b slots average b = Wbackoff
rsuccess rate of successful (i.e., uncollided) transmissions R N ————————————————————.

reollision rate of collisions

i rate of transmissions .
Pxmit ) - o Y silent
P probability of a collision . . L
N channel utilization by successful transmission of payload bits ™ first slotin a transmission by Y

Utotal total channel utilization (including collisions)
Figure 2.)'s activity as seen o&’’s time-line.




162 TAY AND CHUA

Table 2

We count multiple transmissions that collide as one colli- . . .
Packet format and parameter values used in the simulation.

sion; to a first approximation, each collision is between just

two transmissions, so the rate of collisiongiision iS given packet payload 8184 bits
by MAC header 272 bits
PHY header 128 bits
xmit — T'success= 2r'collision- (4) ACK length 240 bits
The transmission episodes along the time-line occur at rate , :
. . Channel Bit Rate 1 Mbitsec
1/Tcycle — Where Tgycle is the time between two payload Propagation Delay Lsec
transmissions — and consist of successful and collided trans- RXTx_Turnaround_Time 2psec
missions, so Busy_Detect_time 29sec
1 SIFS 28usec
—r Feallicion. 5 DIFS 130usec
Tcycle successt eollision ( ) ACK_Timeout 300usec
. . Slot Time 51usec
Equations (3)—(5) give
21-p) 1 o . -
Fsuccess= — = (6) between packet generation is exponentially distributed, and
P feycle there is no noise and no hidden terminal.
Fmit = 2 1 , @) The packet format and parameter values used in the sim-
2 — p Teycle ulation are shown in table 2. The latter values are those for
o 1 (8) the frequency hopping physical layer. In table 2, RXTx_
Feollision= 5" Teycte Turnaround_Time is the time between when the MAC trans-

The timeT: . f the phvsical .. .. _mission request is sent to the physical layer and when the
€ timeTcycle CONSISLS of the physical transmission timeg,; j; o transmitted; the Busy Detect_Time is the time be-

a SIFS, an acknowledgment, a DIFS (the last three are #een when the channel changes state and when the MAC

used to approximate the ACK-timeout for collided transmiqéyer receives notification

s?ons) and a silent ‘”‘er""’?'-. AL saturation, Most transmis- In the figures that follow, each sample point represents
slons are preceded by a minimum backoﬁib;‘vyhenn Sta-  ihe average from 10 simulation runs; each run is for 10 sec
t|on_s uniformly choose a time iw, th_e separation t_)etweenof simulated time, with the first 5 secs of transient behavior
chmces has ”.‘eaW/(” +1). In particular, th_e station tha’?i nored. The 95% confidence interval for each sample point
picks the earliest slot breaks the cha_mne_l silence after tIrfgeusually too small to be shown in the figures. The saturation
WTsiot/ (n + 1), SO we use the approximation

throughputs is obtained by choosing packet generation rates

Tcycle = Tphysicalt+ Tsirs+ Tack + ToiFs high enough that the send buffers are always occupied.
w To verify the numerical accuracy of our model, we com-
+ -y 1Tslot- (9) pare its prediction of the two most important performance

) i measurep (see figure 3) and (see figures 4 and 5) to re-
We can now derive expressions for performance measut&s from the simulator. The curves in each graph are plot-

such as the average number of retransmissions, the averglhy solving (2) and evaluating (11); fo¥ = 16 and
access delay to the channel, etc. Of these, the two that gre_"3- they are truncated at — 0.5 ,since higher val-
most important are total channel utilization ues of p are of no practical interest. The numerical values
Utotal = Fsucces&l physical+ TAack) =+ Tcollision physical (10) for these_ graphs are tabulated in tabl.es 8and9.
The figures show that the model is reasonably accurate,

and saturation throughput despite its many approximations. Moreover, the accuracy

2(1-p) holds good even wheSi drops as we increase (figure 4)
§ = rsuccesdpayload= o, D or W (figure 5). In particular, foW = 128 andW = 256
Tyayload (D and E curvesy is maximum wherp is small (around 0.1

, (11) - compare figures 3 and 4), thus indicating the oppressive
effect of backoffs. Indeed, we will show later (in the proof

i.e., the fraction of channel bandwidth that is used to succe#gt claim 5) thats reaches a maximum when

fully transmit payload bits if every station’s buffer is always 2

occupied.

Tohysical+ TsiFs + Tack + ToiFs + 741 Tslot

P Tohysicart TsiFstTack +TbIFs |
2 + \/ = Tslot
4. Numerical validation which is small if Tphysical>> Tsiot-
Figures 4 and 5 have another significance: In essence,
For validation, we use Bianchi et al. discrete-event simulthe model makes several first-order approximations, so it is
tor (written in C++). The number of statiomsis fixed, all possible that we go overboard and end up with a monotonic
packets are of the same size and not fragmented, the tigpproximation that is good only for light workloads. These
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graphs show that, in fact, the approximations are not oveé®taim 2. When n is large (say,n > 5) but smaller

done, that they can still capture the non-monotonic behavitian 2-1w, the protocol’'s performance( rsuccess Fxmits

inS. reollision: Utotal, S) depends oV andrn only through the gap
We will present more data from the simulator, and study = W/(n — 1).

the interesting shapes in figures 4 and 5, in the next sec-

tion. Proof. Taking a first-order approximation of (2), we get
20-2p) n-1

, P=7 2oy (12)

5. Protocol analysis —-p—p2pm W
Now let

For many analytic models in the literature, once the model m
. . . o 1—x—x(2x) n—1
is numerically validated, it is used to analyze the system by fx)=x > — .
solving for various input values, and examining the result- 1-2x) w
ing graphs. This is not very different from analyzing graphBhen
produced by simulators, except possibly faster. We believe n—1
an analytic model must do better: it should dealytically [0 =- <0 and
tractablg i.e., serve as a tool for dissecting a system so that =1y _ (n — 1)
one can mathematically analyze the various forces inside fQ = W > 0.

that determine system behavior through their interaction.
We now use our model to do such an analysis of the protdloreover, from (1),
col. As with any approximate performance model of a sys- m—1
tem, one must be careful that the properties deduced from fx) = }<x +x2 Z(Zx)k> _n- 1
the model are in fact properties of the system, and not just 2 =0 w
properties of the approximation |tse_lf. In_the_ follqwmg, W_eS an increasing and continuous functiongfso £(x) = 0
always make an attempt at analytic validation, i.e., vemi){

. ; as exactly one root D, 1), as illustrated in figure 6. Thus,
that the results from our analysis apply to the simulated ba—z) gives{a valid andmuni)que value fpr Furtr?ermore for
havior of the protocol. '

largen, we can approximate (11) by

Claim 1. The probability of a collision does not depend on §— 2(1—p)
packet length, the latency in crossing the MAC/PHY layers 2—p
(i.e., RXTx_Turnaround_Time and Busy_Detect_Time), the Tpayload
7 H X .
acknowledgment timeout, the interframe spaces and the slot Tonysical+ TsiEs + Tack + Toies + nTw;LTslot

size; it only depends oW, m andn. (13)

Proof. This follows from (2). O The claim follows from (12) and (13). O

To validate this claim, we ran the simulator for various The requirement < 2™~1W is not severe: even for
choices of RxTx_Turnaround_Time, Busy_Detect Timenodest values ofz andW (m = 3 andW = 16, say, SO
Tpayload TsiFs, Toirs andTsior. Table 3 shows that only, 2"-1w = 64), the condition accommodates a number of
m andn affect p. (In fact, the effect ofn is minimal — see stations that is large for a wireless local area network.
claim 3.) The approximation in (12) is gross, and the one in (13) is

Even the dependence & andn can be simplified: arbitrary, so claim 2 may, in fact, not hold for the simulation

Table 3
Validating claim 1:p only depends onV, m andn.

RxTx  BusyDT Tgiot Tsirs Tpirs ACK_T  Tpayload 7 w m P

10 15 27 18 120 270 512 10 256 3 0.062
20 29 51 28 130 280 512 10 256 3 0.065
20 29 51 28 130 280 8184 10 256 3 0.061
40 50 92 48 150 300 512 10 256 3 0.065
40 50 92 48 150 300 8184 10 256 3 0.067
10 15 27 18 120 270 8184 5 32 3 0175
20 29 51 28 130 280 8184 5 32 3 0.179
20 29 51 28 130 280 512 5 32 3 0.181
40 50 92 48 150 300 8184 5 32 3 0178
40 50 92 48 150 300 512 5 32 9 0.180
20 29 51 28 130 280 8184 5 32 9 0.186

RxTx is RxTx_Turnaround_Time, BusyDT is Busy_Detect_Time, ACK_T is ACK-timeout.
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fOh Table 4
: Validating corollary 1: halvingW has the
same effect oi§ as doubling:.

n W m  Sonwy Swmuw/2)

5 16 3 0.70 0.71

5 16 5 0.71 0.72

5 32 5 0.76 0.77

10 32 3 0.68 0.70

15 32 3 0.63 0.64

10 128 3 0.80 0.80

15 128 3 0.77 0.77

o 10 256 3 0.82 0.83

0 Ty 50 256 3 0.73 0.78

Proof. This follows from (12) and (13) and the fact that

Figure 6. Fom < 2n=ly, approximation (12) gives exactly onebe-
tween 0 and 1. W/2 ~ K 0
n—1 2n

data. To validate this claim, the simulator’s values faand ) )
S in figures 3 and 4 are plotted againsin figures 7 and 8 Let S be the saturation throughpgt for some choicéigf
forn > 5. We see that the data points do in fact form & @ndn, Si,w/2) the newS whenW is halved, ands2,, w)
single curve, despite large variationsih (16 to 256) and: the newS whenn is doubled. Table 4 shoyvs simulation
(5 to 50). measurements of, w,2) andSe, w) for a wide range of

Claim 2 now makes the complicated, unintuitive behay2!ues inW andr; indeed, each pair is approximately equal,
ior in figure 4 easy to understand: all the curves are mafilUs supporting the corollary. _
ifestations of the same curve in figure 8. P8F = 16 This is another example of what we mean by analytical
andW = 32, the A, B and C curves are taken from thalidation of the model: Analysis of our model leads to the
pre-maximum segment in figure 8 (becaués small), so Claim thatSe, w2 = S, w), @nd this claim is then checked
there are no maximums; the D and E curvestor= 128 With simulated values oS, w/2) andSc,.w). This is unlike
andW = 256 are two segments of the same curve that difte numerical validation in the previous section, where the
scaled, reflected, translated and superimposed in figurec@mparison is between the model's prediction and the simu-
The choice ofn splits the curve foWw = 32 (B and C) in lation'sresult. _ N
figure 4 whenn is comparable to¥ because the relevant Corollary 1 points out the importance of the minimum
segment (neag = 0) in figure 8 is steep in this range andgvindow size. We now show that, in contrast, the maximum
sensitive to the window size. window size has Only a small effect WandS.

Claim 2 thus reduces the three input parameliéra and
m that determing (claim 1) to just two: the gag andm. Claim 3. Supposep < 0.5. The choice of maximum win-
Intuitively, if » points are equally spaced over an interval ddow size has minimal effect (namely,(@2p)™)) on the

lengthW, with one point at each end, thgn= W/(n — 1) collision rate and saturation throughput.
is the separation between two points — hence the taam

In other words, the protocol’s performance is determined tfwroof

s : L Suppose
how the minimum window size is divided among the sta- PP
tions; t_he gap thus encapsulates the effect of_ shared access. 1, p(2pm)" n—1 1— poo
(A. Weiss pointed out to us that a parameter similay teas DPm =2 =PooT 5 >
1-2p, w 1-2ps

observed in the Aloha protocol as well [4,16].)

It is intuitively obvious that: has a strong effect oA, ie., pn is the root of (12) for maximum window size
. - " m
and one would expect that the effect&fis secondary. Af- 2" W and pe is the root for unbounded window size (using

ter all, the protocol can enlarge the window beyond its mirk-p <1, solim 2p)" = 0). LetA , = (poo— pu)/p
’ —> 00 - . p — [e¢] m m-

imum size through backoffs. However,. Bianchi et al. hay noring the termA2, this gives
observed that throughput performance is strongly dependent P

onW. The following corollary of claim 2 shows that, in fact, 1-9
W andn haveequivaleneffect ons: Ap=—pu@pm)" Prm

1-2pm + ZP,ZH 1 - 2pm)™) 7

Corollary 1. Halving the initial window size has similar g
impact on saturation throughput as doubling the number of

stations. A, < pm(pm)™. (14)
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added for D and for Eat = 7 (g = 21.3 andg = 42.7).

Similarly, if S,, and S, are the corresponding saturation To validate this claim with the simulator, table 5 exam-

throughputs and\s = (Sec —
(13)

Ag =

_ 21— pn(1+ Ap)) 2— pm

Su)/Sn, then we get from ines the effect of choosing betweefi® and 2W as the

maximum window size for some values 8f andn. The
simulations show that the effect is even smaller than the tight

2—p(l+A)p)
PmAp

20— pm)

bounds derived with our model.
Using claim 3, we can now expregsandS explicitly in

terms of the parametersin table 1:

T Q= pu@H A= pa)

SinceA, < 0, we have

Claim 4. For largen, the saturation throughput can be ap-

proximated by

1A 2(1—
As| < =P8l ) s=20-P
2= pw)A - pw) 2—p
T;
For p < 0.5, this bound is smaller than x payload , (16)
Tphysical+ TsiFs+ Tack + Tpirs + gTsiot
2
31801 = O(Pu(pm)™). O where
_ _ 1 4 42

For example, ifn = 3 andp,, = 0.3, then the right-hand p=3|1+- -1+ () ) (17)
side of (14) is less than 0.065 and the right-hand side of (15) & &

is less than 0.017, showing that the choicenofbetween 3
andoo) has minimal impact op andsS.
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Table 5
Validating claim 3: The minimal effect of maximum window size prandsS.
w n 8 m i Pm Pi [(Pi — Pm)/Pml Sm Si [(Si — Sm)/Sm]|
16 5 27 3 10 0.268 0.268 0.0% 0.769 0.769 0.0%
32 5 53 3 9 0179 0.186 3.9% 0.809 0.805 0.0%
32 5 53 5 9 0.183 0.186 1.6% 0.806 0.805 0.0%
32 2 107 3 9 0.053 0.053 0.0% 0.848 0.848 0.0%
128 10 116 3 7 0.108 0.110 1.9% 0.829 0.828 0.0%
128 30 41 3 7 0257 0.254 1.2% 0.773 0.774 0.0%
256 30 83 3 6 0.170 0.165 2.9% 0.808 0.810 0.0%

Proof. Since the choice of: has minimal impact op, we  Sincev/b > 2, we getp ~ 2/+/b. This is small, so (18)

can approximate (12) by givesg ~ 2/p ~ /b, and the claim follows. O
pd=p = E (18) For the parameter values in the simulation, claim 5 puts
1-2p ¢ the maximum ag = W/(n — 1) ~ 13. Withg = 13 and
This has solution usingW = 32 (as recommended in the 802.11 specifica-
tion), the optimunn is just 3 stations in a cell; a class of
1 4 4\? 15 students, say, should instead Bet= 182 (assuming the
p=s\t+o—yitlg) ) ter val d traffi t ly). Since th
2 g g parameter values and traffic assumptions apply). Since the

curve for S is very flat around the maximum, the value 13
(The positive square root gives> 1, which is impossible.) here is just a “ballpark” figure — it wouldn't matter much to
The claim follows from (13). O S if the ratio deviates somewhat from 13.
Because the maximum is flat, randomness in the sample
Equations (16) and (17) are plotted in figures 9 and 18yerageS makes locating the maximum — and hence vali-
which show that the explicit expressions are reasonably atating claim 5 — difficult. However, the claim is consistent
curate in estimating andS. The numerical values for the with an analysis by Bianchi et al., who show that, for con-
figures are tabulated in tables 8 and 9. stant backoff (i.e., no exponential enlargement of the backoff
Figure 8 shows that there is a valuegfor which S is  window size),S is maximum at
maximum. The next claim locates this maximum.

Claim 5. Suppos&physicart-TsiFs+ Tack +TpiFs > 4Tslot
The saturation throughput is maximum when

W 2Tphysica|+ Tsirs+ Tack + Toirs
Tsiot )

It follows that, for the same, saturation throughput under
. \/Tphysical‘f‘ Tars+ Tack + Toirs constant backoff is maximum at a larger (initial) window

n—1). size than under exponential backoff; this formally confirms
one’s expectation that, with exponential backoff to help ad-

just the approximate window size, the protocol can afford to
Proof. Letb = (Tphysical+ TsiFs+ Tack + Tpirs)/Tsiot e aggressive and start with a smalér

Tsiot

From (16), Claim 5 leads to the following instructive rules:
d_S N -2 Tpayload < 1 d_p 1- P) .
de  2—p b+ Tsot\2—pdg  btg) Corollary 2. For maximum throughput,
so the maximum occurs when (i) W should increase linearly withh and
dp (2-p)(A-p) (i) W should be proportional to the square root of the
@ - b+g : packet size (in slots), assumirfnysical > TsIFs +
T, + Tpirs.
By (18), we have ACK DIFS
dp P2(1— p)? Although packe_t sizes do not affe_;_tzt(claim 1), they do af-
de T20-2p12p2) fect S, thus leading to corollary 2(ii).
& pep We have established in Corollary 1 that a smillis
These two equations give equivalent to a large, thus causing excessive collisions that

4 5 3 5 increase the variance in channel access time. On the other
b= A—-3p+4p°—p”) ~ <2(1_ p)) ie hand, a largeW leads to idleness and large access times.
p2(1—p) p ’ ’ The protocol should therefore try to adjugtto suit the con-
2 ditions, and corollary 2 suggests how this can be done: by
Vb+2 monitoring the traffic, the nodes in a cell can estimaf@]

p%



168 TAY AND CHUA

P

0.51@

041 w m
A 16 3

0.3 N B 32 3

E C 32 5

0.1 D | 128 3

ol E 256 3

o' 4 8 12 16 20 24 28 32 36 40 8

Figure 9. Validation of closed-form expression (17) for(Data points are as in figure 7.)
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Figure 10. Validation of closed-form expression (16) $oData points are as in figure 8.)

and the packet size, and scaleup or down when they in-
crease or decrease. Later, we will see (from claim 7) when
this adjustment should be made.

The protocol’'s behavior is thus driven by two underlying
forces, and the maxima ifiis a tradeoff between bandwidth
wastage by collisions and by backoffs. The next claim co
firms this intuition:

~ (2reollision + VsuccesﬁTphysical— 1
sinceTack < Tphysical
by (4).

Hence$ > 0 if and only if rymitTphysical > 1, and the claim
foliows. O

= I'xmit Tphysical— 1,

) ) The claim is intuitively appealing becausg¢Thhysical IS
Claim 6. Suppos&physicai>> Tack- Bandwidth wasted by he maximum transmission rate if packets do not overlap,
collisions exceeds idle bandwidth caused by backoffs if aRg the result says that to exceed this rate is to waste band-

only if width on collisions, while a lower rate causes excess idle
1 bandwidth. (Note thatitota) Need not be 1 whenmit =
Ixmit > T 1/Tphysicas because some transmissions may collide and
physical . . .
overlap; in other words, there may be significant idle band-
Proof. Letucoliision b€ the fraction of bandwidth wasted byWIOIth even ifranit = 1/ Tphysical)

collisions. We can estimate the channel silence due to bac

offs by 1— uiota. The difference between the two is

8 = ucollision — (1 — ttotal)
= reollision!physical— 1 + (”succesQTphysical'F Tack)
+ VcollisionTphysicaD by (10)

K.As validation, table 6 shows the simulator's value of
rxmitTphysical decreasing from one side of 1 to the other as
W increases, with the crossover happening near whieig
optimum (i.e.,S is maximum).

Having examined the choice & for a fixedn, we now
consider: for a giveriW and traffic rate ofs packetgsec
from each station, what is tl®ngestion point.e., the value
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Table 6 Table 7
Validating claim 6:rymit Tphysical= 1 WwhenW is optimum. Validating claim 7: Comparing the throughput at the conges-
n=5 m=3 tion pointn* and at saturation.
w 32 64 128 256 512 1024 A w m nsim n*
per station from simulation  eqgn. (19)
N 0.81 083 083 078 0.70 057
rxmitTphysical 1.04 098 091 0.84 074 0.60 3.0 32 3 28 27.5
3.0 32 6 29 275
n=20,m=3 3.0 64 6 30 29.3
w 32 64 128 256 512 1024 6.0 32 3 15 14.6
6.0 64 3 16 15.7
S 0.68 073 080 _®2 082 0.77 6.0 64 6 16 15.7
rxmitIphysical  1.24 115 104 099 0.91 084 6.0 1024 3 16 18.2
n=50m=3 9.0 32 3 10 10.2
9.0 32 9 10 10.2
w 32 64 128 256 512 1024 9.0 128 3 1 114
S 056 065 073 079 0.81 _.&B 12.0 8 3 7 6.9
rxmit Iphysical 148 130 116 1.06 _.01 094 12.0 8 9 7 6.9
12.0 16 3 7 7.3
12.0 32 3 8 7.8
Table 8
Numerical values for graphs.
)4 S
W m n W/m-1) sim. eqgn. (2) eqgn.(17) sim.  eqn. (11) eqn. (16)
fig. 3 fig. 9 fig. 4 fig. 10
16 3 1 0.000 0.872
A 16 3 2 16.0 0.110 0.110 0.110 0.839 0.833 0.787
16 3 5 4.0 0.268 0.286 0.293 0.769 0.748 0.738
16 3 10 1.8 0.411 0.425 0.394 0.688 0.660 0.681
32 3 1 0.000 0.837
B 32 3 2 32.0 0.053 0.059 0.059 0.848 0.834 0.748
32 3 5 8.0 0.179 0.182 0.191 0.809 0.796 0.780
32 3 10 3.6 0.291 0.302 0.310 0.758 0.737 0.729
32 3 20 1.7 0.425 0.432 0.399 0.681 0.655 0.678
32 3 30 11 0.503 0.511 0.432 0.631 0.595 0.656
32 5 1 0.000 0.837
Cc 32 5 2 32.0 0.053 0.059 0.059 0.848 0.834 0.748
32 5 5 8.0 0.186 0.181 0.191 0.805 0.797 0.780
32 5 10 3.6 0.288 0.293 0.310 0.758 0.743 0.729
32 5 20 1.7 0.395 0.401 0.399 0.699 0.677 0.678
32 5 30 11 0.456 0.461 0.432 0.662 0.635 0.656
32 5 40 0.8 0.495 0.502 0.449 0.636 0.603 0.644
128 3 1 0.000 0.672
D 128 3 2 128.0 0.017 0.015 0.015 0.764 0.731 0.524
128 3 5 32.0 0.055 0.057 0.059 0.824 0.791 0.748
128 3 7 21.3 0.085 0.082 0.085 0.826 0.801 0.777
128 3 10 14.2 0.108 0.116 0.121 0.829 0.803 0.789
128 3 20 6.7 0.196 0.203 0.215 0.801 0.782 0.772
128 3 30 4.4 0.257 0.265 0.278 0.773 0.755 0.745
128 3 40 3.3 0.305 0.313 0.321 0.750 0.729 0.723
128 3 50 2.6 0.340 0.352 0.351 0.731 0.707 0.707
256 3 1 0.000 0.532
E 256 3 2 256.0 0.008 0.008 0.008 0.665 0.615 0.370
256 3 5 64.0 0.027 0.030 0.030 0.783 0.725 0.658
256 3 7 42.7 0.039 0.044 0.045 0.807 0.756 0.717
256 3 10 28.4 0.057 0.063 0.065 0.824 0.780 0.758
256 3 20 135 0.120 0.121 0.127 0.822 0.798 0.789
256 3 30 8.8 0.170 0.167 0.178 0.808 0.792 0.783
256 3 40 6.6 0.209 0.206 0.219 0.793 0.779 0.770
256 3 50 5.2 0.233 0.239 0.253 0.784 0.766 0.757
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Table 9
Numerical values for graphs.
p S
w m n sim.  eqgn. (2) sim.  egn. (11)
fig. 5
F 32 3 5 0.179 0.182 0.809 0.796
64 3 5 0.110 0.106 0.828 0.812
128 3 5 0.055 0.057 0.824 0.791
256 3 5 0.027 0.030 0.783 0.725
512 3 5 0.015 0.015 0.699 0.613
1024 3 5 0.008 0.008 0.573 0.465
G 32 3 20 0425 0.432 0.681 0.655
64 3 20 0.302 0.309 0.752 0.732
128 3 20 0.196 0.203 0.801 0.782
256 3 20 0.120 0.121 0.822 0.798
512 3 20 0.061 0.067 0.821 0.775
1024 3 20 0.032 0.035 0.781 0.704
H 32 3 50 0.600 0.611 0.560 0.509
64 3 50 0472 0.478 0.651 0.621
128 3 50 0.340 0.352 0.731 0.707
256 3 50 0.233 0.239 0.784 0.766
512 3 50 0.145 0.147 0.816 0.795
1024 3 50 0.083 0.083 0.822 0.784

of n at which saturation sets in? SinSevaries withn (fig-

TAY AND CHUA

a backlog in their buffers and can no longer send at xate
Hence nisim is the congestion point for the simulator.

Table 7 comparessy, to n* calculated with (19). They
are in close agreement, except wh&n= 1024, which vio-
lates the hypothesis underlying claim 7.

Like for corollary 2, (19) suggests a way of makimg
adaptive: By monitoring: and the average packet rate, the
nodes in a cell can compareto »* and adjustW accord-
ingly. If n < n*, W can be reduced, thus reducing backoffs
and improving access time;iif approaches*, the conges-
tion can be relieved by increasiri§y. However, there is a
limit to how far the congestion point* can be pushed by
increasingW, since limy_, o n* = 1/AT".

6. Conclusion

We draw two sets of conclusions from our analysis, one on
the analytic technique, and one on the protocol’s behavior.

The technique of using average values is simple (sec-
tion 3), yet reasonably accurate (figures 3-5, 9 and 10); the
accuracy remains good even when the saturation throughput
is dropping. It provides closed-form expressions (claims 4,
5 and 7) and reveals several properties of the protocol.

ure 4), we cannot determine the congestion point by dividing These properties, first proved with the technique, are
§'s bit rate byA’s bit rate. Instead, we can use the followingonfirmed by the simulator. They include: how hardware

result:

Claim 7. SupposéphysicattTsiFs+Tack +Tbirs > WTsot

features (e.g., RxTx_Turnaround_Time and Busy_Detect
Time), protocol parameters (e.g., ACK-timeout and interfer-
ence spaces) and traffic characteristics (e.g., payload) affect

and each station sends packets at xat€ongestion (mean- — or do not affect — performance (tables 3 and 5); how win-

ing throughput is at saturation) occurs wher: n* where

, 1 1
n = 1—-— and
AT’ 3+ WAT’

T' = Tphysica+ TsiFrs+ Tack + TpiFs.

(19)

Proof. For all traffic to get through, we requiné. Tpayload <

S. By (16), and sinc&pnysicai+ TsiFs + Tack + Tpirs +
W/(n — DTsiot~ T', congestion is reached when

2(1— 1
nia = J—, or (20)
2—p T’
2—2nA\T’
=— 21
P 2 —nAT’ (21)
On the other hand, from (12),
pl—p) _n-1_ n
20-2p) W w
2(1— 11
= M—— from (20),
2—p T AW
S0 2pAWT’ ~ 4(1 — 2p). The claim follows wherp is
eliminated from this equation and (21). O

dow sizeW and the number of statiomsaffect performance
through the single parametgr= W/(n — 1) whenr is large
(figures 7 and 8); and how the optimuinis determined by
the tradeoff between collisions and backoffs (table 6). The
model also provides instructive guidelines on the effedvof
(table 4), when to adjust it (claim 7 and table 7) and how to
do so (corollary 2).

A performance model should help asalyzea system,
so that we carunderstandand control its behavior. The
model we present here substantially fulfills these three re-
guirements.
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