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Abstract [26] to discern the cause of packet loss and avoid making an incor-

This paper presents the design, implementation and evaluation &t bitrate change. Both techniques again incur overhead and reduce

Strider, a system that automatically achieves almost the optimal rdfE2ughput.

adaptation without incurring any overhead. The key component AnP(rjlor v;o_rk has_made con5|de;abt_>le progdress n redbucmf? the over-
Strider is a novel code that has two important properties: riatis- 1ea lar) dlmpr.owl:g ar::curgcy (f) Olltrate a laptzztlor), btljtt € dco?rvs n-
less and collision-resilientFirst, in time-varying wireless channels,1onal wisdom is that there is a fundamental undesirable tradeoff be-

Strider’s rateless code allows a sender to effectively achieve almpygen accuracy and overhead that cannot be avoided. Higher over-

the optimal bitrate, without knowing how the channel state variea€ad lowers network goodput, but inaccurate bitrate adaptation also

Second, Strider’s collision-resilient code allows a receiver to decogignificantly affects network performance. The performance impact

both packets from collisions, and achieves the same throughput as'%%SpﬁCia”y bad in mobile ordhighfcontentiop scenaar);os. d
collision-free scheduler. We show via theoretical analysis that Striderm_t IS paper we presedrider (Qr _Strlpplng Dec €, our de-
achieves Shannon capacity for Gaussian channels, and our empiﬁ@&llmg algorithm), a system that eliminates the undesirable tradeoff

evaluation shows that Strider outperforms SoftRate, a state of thegfween overhead and accuracy for rate adaptation. Strider designs a
rate adaptation technique By% in mobile scenarios and by upto novel coding technique that allows a node to achieve almost the opti-
2.8% in contention scenarios mal bitrate adaptation possible in any scenario without incurring any

overhead. Strider’'s code design has two important characteristics:

Categoriesand Subject Descriptors e Strider’s code igateless Hence, senders do not have to per-
form any probing or require any channel state feedback or ad-

C.2 [Computer SystemsOrganization]: Computer-Communication just their bitrates, they simply create a continuous stream of

Networks encoded packets using Strider’s algorithm until the receiver de-

codes and ACKs. We show that Strider’s technique achieves
General Terms the same effective throughput as the omniscient conventional
Algorithms, Performance, Design scheme which knows the channel state exactly in advance and

always picks the right bitrate to transmit at.
e Strider’s code iscollision-resilient i.e. it can take collided
1. INTRODUCTION packets and decode the individual packets from them. Hence
Rate adaptation techniques face two challenging scenarios in wire-  there is no need for the senders to discern the cause of packet
less networks: time varying wireless channels and contention. To losses and take measures to avoid collisions. We show that
pick the right bitrate in time-varying wireless channels, nodes have  Strider’s collision-resilient code achieves at least the same ef-
to continuously estimate channel quality either via probing [2. 13, 21,  fective throughput as the omniscient collision-free scheduler,
[15] or by requiring channel state feedback from the receivér [, 33 i.e. a scheme which knows exactly what nodes are contending
However, probing is inaccurate since packet loss is a coarse measure in advance and schedules them in a collision-free manner.
of channel strength. Channel state feedback from the receiverre&s mo L ) o . )
accurate but incurs larger overhead, and can still be inaccurate in mo! N® key intuition behind Strider is the concept aféimum dis-
bile scenarios when the channel varies every packet. The bitrate ad@pce transforme(MDT). The MDT technique works by transmit-
tation decision in contention is the opposite of time-varying wirele$§'9 linear combinations of a batch of conventionally encoded sym-
channels, i.e. do not adapt the bitrate due to contention related los88%S (6-9- QPSK symbols encoding bits that have been passed through
Hence in such scenarios, nodes have to use probe packets such a& R rate convolutional code). The intuition is that when we take

SICTS [1/35] or require explicit notification from the receiver![332 batch ofZ conventional symbols, and transmif linear combi-
nations of them, in essence we are mapping points frairdamen-

sional space (the conventional symbols) to pointsid dimensional

space. Depending on the relative values\$fand L, the minimum
Permission to make digital or hard copies of all or part of thiwkafor ~ distance in this new space can be controlled. Since every channel
personal or classroom use is granted without fee providaddbpies are code has a threshold minimum distance above which it can be de-
not made or distributed for profit or commercial advantage aatidbpies  coded correctly, in Strider a sender can transmit linear combinations
bear this notice and the full citation on the first page. Toyoatherwise, to yntjl the minimum distance in the new space goes above the required
republish, to post on servers or to redistribute to listguiees prior specific threshold and the packets are decoded correctly. Moreover, the min-
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achieves the best bitrate, since in effect it is finding the densest cameasure of channel strength. Further, none of these techniqukes wor
stellation possible that still allows correct decoding, which is whathen there are collisions, and therefore often need to augment the
conventional rate adaptation protocols are attempting to accomplishte adaptation protocol with extra overhead in the form of probing
The other important component of Strider is collision resiliencer feedback from the receiver to discern whether the packet loss was
Currently, collided packets are thrown away and receivers wait foaused by a collision.
retransmissions, hoping they wont collide again. Instead, Strider deStrider is related to prior work in rateless codes and hybrid ARQ.
codes both (or more) packets from a collision. The key reason for dRateless codes such as [T[19] and Raptor cadeés [28] allow one to au-
collision resilience is Strider’s rateless code: it allows the receiver tomatically achieve the capacity of an erasure channel without know-
treat the packets from the sender with the weaker channel as noisg,the packet loss probability in advance. However these techniques
and due to its rateless property, after the receiver has accumulatglire whatever packets are received to be correctly decoded, and
sufficient transmissions it can decode the packet from the sender vdthnot work in wireless channels where packets are corrupted [28].
the stronger channel. After decoding the first packet, we can subtr8etond, hybrid ARQ schemes used in 4G wireless systems based on
its contribution from the received signal and decode the packets fremnctured turbo codesT8.129] can be used to selectively provide ex-
the other sender. Hence, Strider's code has the nice benefit of cara-redundancy in the form of coded bits, to help the receiver decode
pletely eliminating hidden terminals. an erroneous frame. However, these techniques still need to pick the
We show theoretically that Strider's code asymptotically achievesrrect modulation and further do not work when there are collisions
Shannon capacity for AWGN channels. Further, Strider’s algorithor external interference.
has linear-time computational complexity and is efficient to imple- Strider’s collision resilience component is related to prior work on
ment. We have prototyped Strider in the GNURadib [6] SDR plainterference cancellation [L0] 8,116,117]. However, all prior tech-
form and evaluated it in an indoor testbed via experiments usingjues require that the colliding packets be encoded at the correct bi-
USRP2s, as well as trace drive simulations. We compare Stridertitate to enable them to decode collisions. For example in SIC, if the
the omniscient scheme and SoftRate| [33], a state of the art conveoliding packets have been encoded at a bitrate corresponding to the
tional rate adaptation scheme. The omniscient scheme has perilet channel (which will happen because the colliding hidden termi-
channel knowledge, and always picks the optimal bitrate and sched} senders cannot know in advance that they will collide), SIC will
ules nodes in a collision-free manner. Our evaluation shows that: fail to work [9]. Zigzag has a similar but less acute problem, since it
also needs correct decoding of its interference free chunks, wéich r
e . uires the packets to be encoded at the correct bitrate. Further Zigzag
mance of the omniscient scheme across a wide range of SNRS,ys the same set of packets to collide across successive collisions.
(5-250B). . ) Strider does not have any of these problems, since its rateless prop-
When collisions happen, our results show that Strider does@ly, 5 tomatically adjusts the effective bitrate to enable its stripping
least as well as the omniscient collision free scheduler, agdcoger to decode collisions, and it can decode even if collisions are
surprlsmgly in many cases Strldgr does better! .The. reasgAnyveen different sets of packets.
as we discuss later is that collision free scheduling is actu-gyjgers design is inspired by recent work on uplink power control
ally sub-optimal and in many cases concurrently transmitting e |jyjlar CDMA systems, as well as theoretical work on rateless
and applying our technique can deliver even higher througs e gesign |3, 34. 23] 5, 4]. As we describe later, Strider treats
put. Strider thus completely eliminates hidden terminals in 0, .y packet transmission as a set of virtual collisions among inde-

testbed. . . ) ) \Pendent blocks, very similar to how multiple packet transmissions
e In comparison with SoftRate [33], we show that Strider achievigs, cpma uplink wireless system collide. Hence decoding algo-
nearly70% throughput improvement in mobile scenarios. Fur

. . X ; - . fithms that are used in CDMA basestations have a similar structure
ther in networks with contention/hidden terminals, Strider prag, syriger's algorithm. Specifically, they need to control how power
vides a2.8x increase over SoftRate. is allocated to each uplink transmitter to enable successful decoding,

Strider is related in spirit to prior work on rateless codes such 88d we borrow from such algorithms to design Strider's encoding al-
fountain codes[19]. However, these rateless codes work only Wr@flthm. The key _contrlbutlon of Strider is t_he application of these
the packets are correctly decoded, and cannot handle wireless didfiiniques to design a rateless code for wireless channels, as well
tions such as noise and interference. Similarly, prior work on incr@$ @n implementation and detailed evaluation of the technique using
mental redundancy and hybrid ARQ [29.] 18, 7] provides a limitgeractical software radio experiments. Further, we also design a novel
form of rate adaptation by adaptively providing the right amount dechnique that extends the code design to handle packet collisions.
redundancy needed to enable decoding of partially correct packets.

However, these techniques still have to pick the right modulatio, |NTUITION

and further do not work in the presence of collisions or interference.

- ) . - enders have to adapt bitrates because of the threshold behavior of
Strider provides complete rate adaptation, and handles collisions an - . . .
: . - conventional techniques, i.e. they decode only at or above a particular
interference in a single framework.

SNR threshold depending on the coding rate and modulation choice.
Even though it is fairly introductory material, we first discuss the
2. RELATED WORK reasons for this thresholding behavior since it provides insight into
There is a large body of prior work on rate adaptation. Most tecbur eventual design.

nigues use one of two approaches: estimate channel strength via din current schemes, data bits are first channel coded to add pro-
rect channel state feedback (in the form of SNR or BER measuteetion against noise. The level of protection is parameterized by the
ments) from the receiver, or infer channel strength based on packeding rate (e.g &/2 rate code implies that every data bit is protected
delivery success/failures|[4.133[2) 3] 21,15, 27]. Channelfgate with one extra bit of redundancy). Coded bits are then modulated, i.e.
back in fast changing mobile channels can be expensive, and wdtsey are mapped to points in a complex constellation and transmit-
yet, inaccurate since by the time the transmitter uses the feedback téteon the wireless channel. For example in BPSK, bits are mapped
channel might have changed. Inference based on packet gediver to two points on the real linév/ P, —/P) (P is the transmission
cess can be highly inaccurate, since packet delivery is a very cogwewver) and transmitted. Due to attenuation and additive noise the re-

e Strider achieves a performance that is withfa of the perfor-



ceiver getsy = = + n, wheren is Gaussian noise with varianeg. static code itself might need a much smaller increment to decode.

When decoding, the receiver first demodulates the received symlialir key observation is that instead of operating over single symbols

i.e. maps it to the nearest constellation point and infers what codeslabove, we can spread the transmission power over a bafch of

bit was transmitted. Hence if the Gaussian noise value is greates/mbols belonging td< parallel blocks (each block is generated by

less thar(v/P/ — +/P) the receiver makes a bit error. However, th@assing data through the static code). Specifically, instead of trans-

channel code decoder can correct a certain number of errggeride mitting the K’ symbols separately one by one, Strider transmits ran-

ing on the amount of redundancy added) and decode the final dalam linear combinations of th& symbols

Thus as long as the number of bit flips at the demodulation (BPSK) —x

stage are less than the correcting power of the channel code, the data Y

eventually gets decoded correctly. (1/K) <Z Tixi) )
Assuming the channel code rate is fixed, the key to ensuring de- =t

coding success is to make sure that the demodulation stage doesniedre the,/1/K factor is needed to ensure that every transmitted

make more bit errors than the channel code can handle. This egpmbol has a power aP.

rate is dictated by theinimum distancéetween any two constella-  The transmitter picks separate random coefficients for each linear

tion points (e.g. for BPSK it i21/P) and how it compares with the combination. Assuming the transmitter has to saddsuch linear

noise power ). To get good performance, the minimum distanceombinations, the receiver receives the following system of linear

has to be sufficiently large so that no more than the tolerable numeeuations distorted by noise.

of bit errors occur. If its too small, the channel code cannot correct,

if its too large, the extra redundancy in the channel code is wasteful. ¥=+(1/K)RZ+ 1 3)

Modulation schemes have different minimum distances (e.g. BP% ., . .
. ; s eref is the K length vector corresponding to the batchioktatic
QPSK, 16-QAM, 64-QAM have successively decreasing minimu de symbolsR is the M x K matrix consisting of the random

d'StanC?S?’ and dependlng on th.e channel SNR, the rate adapt e coefficients; defined above, and all the other definitions are
module’s job is to pick the combination of modulation and chann e same

coding that correctly decodes and maximizes throughput. Hence, di To understand how this technique achieves minimum distance trans-

Iﬁrenﬁ] nréadulsltlon a'?dhcrhanngl c_odtm% sch;:mes have different S%'?mation, we can use the following visualization. Intuitively, this
resholds above which they begin to decode. operation is taking< dimensional vectorg and mapping it to ran-
3.1 Our Approach dom points in @/ dimensional space. A&/ increases, the minimum
. . . distance between the two closest points in this new space increases.
Strider takes a conventional fixed channel code and constellat . - .
N . henM = 1 the minimum distance 8/ P/ K. For any valueM,
which works only above a particular threshold SNR, and makes, | S ) OV, ; ’
. ) the minimum distance between points in the-dimensional space
rateless. In other words, it enables the fixed channel code and con- - . ) ;
responding to the closest constellation points for the static code

! e r
stellation to de_code at any SNR. We refer to this fixed channel Cos%;)?mbolsm (assuming BPSK) i$2R(i)y/P/K|| = 2/MP/K,
and constellation as thetatic codein the rest of the paper. For ex- R . : v .
o N S : - whereR (i) is the:'th column of matrixR. Thus the minimum dis-
position simplicity, we assume in this section that the static code,|s . - . .
; . X tance increases monotonically wiftf. Hence, by controlling the
using BPSK, but the actual implementation uses QPSK. . . L
) . o o value of M (i.e. by controlling the number of transmissions), we can
The key idea behind Strider’s rateless transformation is the con- o . . . ) .
- . . o control the minimum distance until the static code’s requirements for
cept of minimum distance transformation (MDT). Intuitively, MDT
. each of theK blocks are met and they can decode. Thus, we can
takes a batch of symbols from the static code and maps them tg @ S o .
. L ) eep on transmitting linear combinations until all tReblocks can
different space where the minimum distance between the two clo &3 ecoded

points can be tuned to meet the static code's requirements. To un'Stepping back, Strider’s technique has taken a static code that used

derstand how MDT works, we begln_w!th a simple (but suboptim erate at or above a fixed SNR threshold, and converted it using
approach that demonstrates the basic idea. Assume we have a B . L .
to work at any SNR by adjusting the minimum distance. In

sy_m_bola: fr_om the _statlc code. A simple approach _to_ ampll_fy th%ther words, we have converted the static code toadbeless To
minimum distance is to take the symhbal and transmit it multiple

(M) times, but multiply each transmission by a complex number g]ecode, the receiver estimates what are the likely symbglsen;

. k 0, o and the matribR, and then passes tti€ symbols through the decoder
unit magnitude but random phagg= ¢’%* (so transmission power ' . . . -
) . fqr the static code. In the following section, we describe the design
does not change). The receiver therefore gets the following symbals o . . S .
. oran efficient algorithm that realizes this insight, as well as extend it
after noise gets added

to decode collided packets.

J=7r+7 1)
wherer'is the M length vector of random complex numbers formed}, DES|IGN
by the coefficients of each transmission, ahid the noise vector for First, we describe the two main design goals for Strider, and dis-

the M transmissior)s. ) uss them in the context of how these goals fit into the larger picture
The transmitter in essence has mapped a simple BPSK symbcﬁf code design:

to a random pointj in a M-dimensional space. To see why this
amplifies minimum distance, lets compute the Euclidean distance in ¢ Complexity of the decoding algorithm: The efficiency of a
this new space between the original two BPSK constellation points  code (defined as how close it’s achieved throughput is to the

VP, —V/P. The new distance i§2v/P7]| = 2v/MP, which is Shannon capacity at any SNR) is typically proportional to the
Vv/M times the original minimum distance, providing much higher computational complexity of the decoding algorithm. For ex-
resilience to noise. At some value df (i.e. after a certaid/ num- ample, Shannon himself used a random codebook construction
ber of transmissions), the static code will meet its minimum distance  that achieves channel capacity, but incurs exponential decoding
threshold and be able to decode. computational complexity. Algorithms such as sphere decod-

As the reader can tell, the above naive approach is quite inefficient.  ing and maximum likelihood (ML)14] decoders try to mimic
It increases the minimum distance in large increments, whereas the the random decoding structure of Shannon’s design and hence



Subtract decoded block Decode one

perform quite well, but still require at least cubic complexity, from recenved packets oy
if not more. Recent code designs such as LDPC codes are the 1
one exception to the rule, since they come close to achieving v) "

capacity yet only have linear decoding computational complex- %:x:; { . J%\ + Noise

ity. For practical implementations, low complexity algorithms — Rreceive =

are of course highly desirable. Our goal is to design an efficient packet M

code withlinear decoding computational complexity. Y K Coded Blocks
e Feedback from the receiver: In conventional code design,

feedback from the receiver is often quite helpful in improving

performance. For example, HARQ systems [29] use feedbaglcks and ACKs. Lets assume the receiver requirepackets be-

from the receiver to determine how many extra parity bits t®re it can decode alk” blocks. We can express thigh symbol in

transmit and minimize wasteful transmission. Note that thisach of theM packets received as:

is not channel-state feedback, but rather feedback about what

data the receiver has already decoded. However, even suck yi = Ra; + 17 (5)

feedback can be expensive in wireless since spectrum is scayg erey; is the M length vector consisting of the received symbols at
and can complicate protocol design since these feedback p% = oY 9 9 y
Al

: . ed’'th position from theM received packets, angd is the K length
ets need to be scheduled and reliably delivered by the M - o
protocol. More importantly, such fee)élback goes :Zgainst tﬁrtout vector consisting of théth input symbols from thek coded
\ l?o

; ; 5% - . cks. R is the M x K matrix consisting of the coefficients used
g(r)atlrr]w a?ftrzzt?;iqs;vg?ﬂzsdﬁ)sgngdl: ]sivr\:g:ghAijt[évs e:c(:)kg? @ﬁl creating the linear combinations for the transmitted packets,
&vé_h each row corresponding to one received packet. Finaig/the

all packets have been successfully decoded. Our goal is to_ oise vector. Note that we did not include the channel attenuation in

sign a code that requires the minimum possible feedback, i.g. ) .
it requires onlyone bit of feedback from the receiver when it thé above equation, we assume that the noise power has been scaled
ﬁpé)ropriately to account for channel attenuation.

has successfully decoded everything that was transmitted.
negligible feedback requirement simplifies protocol design. 4.1 Decoding Algorithm

Strider’s encoding and decoding algorithms meet the above two deAs discussed before, we can visualize Strider as mapfingj-
sign goals. Before describing the algorithm however, we summarignsional vectorsi) to M dimensional vectors that are distorted
the operational algorithm in Strider to give the reader an overviaw noise after they pass through the wireless channel to praguce
of the end-to-end protocol, and also to harmonize notation. Whersmce the components af; can only take four discrete values (the
node has data to transmit, it uses the following four simple steps: four points of a QPSK constellation), the vectgrcan take at most
4% different values. Sinc® is known to the receiver, the receiver
can exactly estimate whaf® possible points could have been trans-
mitted. Hence one method to decode would be to calculate the closest
ety we se &/ ae chamel cod and s QPSK conse 7200 PO T, P bt 6 er ook e
lation as the static code), to produkeblocks with L = 5M /2 decoder for the static code to tti€¢ coded blocks and recover the

complex symbols each. r'iginal data

3. TheK blocks are passed through Strider to create a packet f However, this naive technique quickly gets complicated. For ex-

transmission. . ; : )
4. Use the standard carrier sense mechanism to check if the mel%rig%e'_'fK = 10 then the number of possible constellation points

| .
Is idle, and if it s transmit the packet. After transmission, wal e uire_ ei(ozt)gnsgr?t.ia;ll—omceonr?oprmgr:geccc)ﬁsﬁ; F;glsrgijiggsdwﬁgﬁrrmgilgut
for an ACK, which the receiver sends if it has successfully d(% a P y P ’

coded the entire chunk consisting &f blocks. If no ACK is his naive method.
received, go to step 3 and repeat. Move to step 1 when an Aqg 1.1 Stripping Decoder
is received. T

v

Figure 1. Strider’sdecoding algorithm

1. Datais divided into chunks of sis&B. In each chunk we have
K = 33 data blocks of lengtfd/ = 1500bits each.
2. Each of theK data blocks is passed through thimtic code

Strider’s key insight is thaihstead of trying to decode the entire

We expand on Step 3 which is the core encoding step in Strider. vgctorz; at once which incurs exponential complexity, we can try to
produce a packet for transmission, Strider linearly combinesiihe decode it one component at a tinfgince each component ifj can
coded blocks from the static code to create one packet. For examgtlenost taket discrete values (QPSK), the computational complexity
to create the first symbol in the transmitted packet we would do tiesignificantly lower. Hence, Strider first decodes the first coded
following computation block's components, and passes them through the decoder for the
static code to recover the original symbols. If decoding is successful,
we can re-encode the first block and subtract it from the received
wherex;; is the first complex symbol in théth block, andr; is the vectors ;) to remove the effect of the first coded block. Next, we
7'th complex coefficient used to create the linear combination. Than proceed to the second block and repeat the above process.
computation is repeated with the same coefficients forLalym- One way to visualize Strider’s decoder is as follows: remember the
bols in each block. We assume that the random coefficients haweeeived packets are each a linear combination of blocks belonging to
been normalized so that the energy of the symbolB,ishe trans- one chunk. Strider’s decoder is in effect trying to decode one block
mission power budget. The above technique produces one packet time strip it from the received signals, and then decode the next
for transmission. The header of each packet includes the coefficidnitsck and strip it, and so on. Hence, we christen the scheme Strider
used to create the linear combination of the blocks (i.e. the symb#ds stripping decoder
1. TK). Operationally, the above intuition implies that Strider attempts to

The sender creates packets using different linear combinationsdercode the first block while treating the oth€r— 1 blocks as inter-
each packet, and transmits them until the receiver can decodé alference. The algorithm would work as follows for the first block:

$1 ="T1T11 +reT21 +... +TrKTK1 (4)



Coded Coded

1. TakeR; (the first column of matrbR) and form its complex Data __fstatic1/5 Ratd Databits [ apsk Blocks
. = Chunk Channel Codej Modulator
transposed conjugafe;.
2. Take the dot product af; with R} to obtain one symbol. Re-
peatforallj = 1... L to obtainL complex symbols. w
3. Attempt to decode the symbols obtained in the previous step

Strider Encoder

Noisy symbol

using the decoder for the static code. Correctly decoded? Demod and Decode|  9fablock | syriger stripping
4. If decoding is successfd] block 1 is obtained. Subtract the Re-encode using static code Decoder

symbols corresponding to blodkfrom the received symbols, Re-encoded symbols [ btract from

i.e. subtractz:,;R,) from g to obtain a new vectoy’, and Received signal

remove the first column frof to obtain a new matriR’. Go

to step 1 and attempt to decode the second coded block using Figure 2: Strider’send-to-end design

the same steps but with the nefg\/ andR’. Repeat until all 4.2 En(;oding A|gorithm
blocks are decoded. Our key deduction from the above analysis is thatapgémal de-

To see whats going on, consider what we have after carrying Gt Will have the property that alk’ blocks get decoded at onceo
the second step in the above algorithm: see why, note that the receiver ACKs only when/ilblocks are de-

coded, and that senders keep transmitting until an ACK is received. If

R:ji = RiRizii+ RiRoxo; + ...+ RiRiaki + Rift at any point only a subset of tHé blocks are decoded, then the next

_ 2., transmission will be wasted since it will contain components from the
= Bz + 1 (6) L sty
already decoded blocks. However this is a contradiction, since an op-
whereR; is thei'th column vector in matrixR and is collapsing timal design by definition would not waste any transmission. Hence,
all the other terms except the contribution from tfté symbol of the optimal design would guarantee that/glblocks get decoded at
the first block. This computation is performed for al= 1,...L once.
symbols. The above insight has the following important consequettice:

In Step 3, we collect these symbols from the computation aboveminimum distance of all théS blocks_ sho_uld be greater than the
and attempt to decode the first block. We can show fhat [31] the dequired threshold for each block (defined in Ely. 8 below), when even
coding will be successful only if the square of the minimum distangy one of the blocks can be decod&dis ensures, that if any block
for block 1 (M D(1))?, is above a threshold' (I + N), where gets decoded, then all blocks get decoded. However the required
C'is a constant dependent on the static code, wh#@d N are the minimum distance depends on the actual noise power in the channel,
interference and noise powers respectively. The square of the midch the sender of course does not know. Hence the encoder just
imum distance for block after M transmissions and the decodingensures the following condition: after every transmission it estimates
condition while treating all other blocks as interference can therefdiée maximum possible noise power it can tolerate that still ensures

be expressed as: that the minimum distance of each block is higher than the required
threshold for each block. If the actual noise power is higher, then
M the sender will have to transmit more encoded packets. If the noise
2 12)2 .

(MD(L,M))" = (\@Z |Raal") Q) power is lesser than the maximum tolerable, then the receiver will

Z:;{ y y decode and ACK.

- To determine the entries &, we thus need to solve the following
* 2 2 2 !
> O <22 ’ ZR“RU’ + Z | Ria "1> set of equations where the left hand side of the first equation repre-
j= =1 i=1

sents the minimum distandd D (b, m) that blockb would need after

The right half of the inequality thus consists of terms from the» transmissions to decode,
other blocks which are treated as interference and the noise. m K m m

There are two key takeaways from the equation above. First, as t 12 > *po|2 1202
receiver gets more packets (i.e. with increasivig, the minimum fc%; Ral’)” 2 O (j:zb;rl | ;RZbRU} " ; Rl
distance improves. Intuitively this makes sense, we expect our abil-
ity to decode to improve with every successive reception. Second, 2 _
since the entries dR are picked randomly, any two columns in the 21 [Beul” < P Ve=1,...,m ®)
matrix will be uncorrelated. The magnitude of the dot product of two !
uncorrelated complex vectors of equal magnitude will be less thandn’ is an unknown noise variable representing the maximum tol-
the squared magnitude of either vector][31]. Hence, the right h&lfable noise at the:'th transmission. The second equation ensures
of the inequality above grows relatively slower than the first blocktat the total power of any transmission cannot exdée/e have to

minimum distance with\/. Hence, with increasind/, the mini- Solve the above for every valuebt=1,..., K andm = 1,..., M.
mum distance for block monotonically increases, until it exceeds The above set of equations constitute a non-linear optimization
the above threshold at which the static code can decode. problem that can be solved numerically [3], we omit the specifics

If block 1 is successfully decoded, we can subtract it and repegftthe solution. However, we make two comments:
the process for block. However, for this block, the interference will
be only from blocks3 to K, lesser than for the first block. Thus by
stripping blockl after decoding it, we reduce the minimum distance
required for block2 to decode, and as long as it is greater than the
required threshold, the block will be decoded and the algorithm pro-
ceeds. All blocks will be decoded when the minimum distance for
each is greater than the corresponding required threshold.

e First, the solver only provides the magnitudes of the entries
in the matrixR, while the phases of the complex entries are
completely free. Strider picks these phases at random for each
entry.

e Second, note that we have to compiReonly once and the
computation is performedffline After thatR is essentially a
codebook which all nodes know in advance. Hence the com-

each block has a CRC at the end to check decoding success putation above is not on the critical path.




To summarize, each row iR provides the coefficients for cre- fact that the size of the encoding matixas well as the data symbol
ating a separate packet. So the above computation is run to creeetor has doubled. Hence, we can use the same stripping decoder
a sufficiently large matrix of sizé” x K, such that we can createmethod as above. Specifically, Strider uses the following algorithm:
upto P packets. In practice we will likely require much less thian
transmissions and hence the receiver will only see a submatix of 1. Estimateha; andh g,y from the packet preambles. We discuss
The sender picks the rows B one after the other and uses them to how to estimate these quantities in detail in $ec. 5.0.2.
linearly combine thek blocks to produce packets for transmission. 2. Calculate which node has the stronger channel, i.e. calculate
The receiver decodes using the stripping decoder method described maz(|hai|*, |hsos|*). Next use Strider’s stripping decoder al-

before. gorithm on EqID to try and decode the blocks of the node with
] ] the stronger channel.
4.2.1 Why is the above design rateless? 3. If the previous step is successful, the signal after the contri-

Strider started out with the premise that it converts a conventional ~ bution from the decoded blocks have been stripped will only
static code that operates at a fixed SNR into a rateless one that oper- consist of blocks from the weaker node’s blocks. The result-
ates at any SNR. Remember that to decode the static code, the min- iNg equation will be exactly like a single sender case with no
imum distance of each block needs to be above a threshold. As dis- collisions, hence we can use the standard stripping decoder al-
cussed earlier, the minimum distance depends on two factors. First, gorithm to decode.
with increasing number of transmissions it monotonically increases. . ) . o
Second, with increasing noise strength (i.e. with a weaker channeljntuitively, assuming Alice has the stronger channel, the stripping
the required minimum distance increases. After the right number @fcoder is treating the packets from Bob as noise, and attempting
transmissions, the minimum distance for each block exceeds the d8rdecode Alice’s blocks. If successful, it subtracts the contribu-
responding required threshold, ensuring that the block decodes. THANS of all of Alice’s blocks and moves on to decode Bob’s blocks.
the above design converts a fixed static code into a rateless one. F{}¢ Steps above are reminiscent of successive interferencel-cance
ther, we show theoretically in Sectifh 6 that the rateless conversighion (SIC) [10]. However, there is one critical difference. Unlike
is efficient, i.e. if the static code achieves Shannon capacity at its S Strider does not need the colliding packets to be encoded at the
coding threshold SNR, Strider’s rateless conversion asymptoticarll9ht bitrate. Traditional SIC requires that the bitrates of the colliding

achieves Shannon capacity for Gaussian wireless channels acro2ackets be picked correctly so that the packet with higher power can
wide SNR range. be decoded while treating the other as interferente [9]. However, if

the nodes do not know that their packets are going to collide, they will
not pick the correct bitrates required for SIC to work. Consequently
5. DECODING COLLISIONS SIC will fail to decode. Strider does not have this issue, since due
Strider also transforms the static code to be collision-resilient, i its rateless property it ensures that after an appropriate number of

it enables us to decode all the component packets from collided sigmsmissions, the bitrate is sufficient to kickstart the decoding of the
nals. To see why, consider how the Strider decoding algorithm worst block, which then starts a chain reaction for all the other blocks.
even when there are no collisions. The stripping decoder initially at-

tempts to decode the first block, while treating all other blocks which.0.2  Practical Challenges in Decoding Collisions

have been add_ed to it as interference. If decoding is SucceSSfUh)ihsynchrony: The above description assumed that nodes were syn-
subtracts the first block and attempts to decode the second blgRfonized across collisions i.e. transmitted packets collide exactly at
while treating all other blocks as interference and so on. As we Cafk same offset across collisions. However, in practice due to random
see, Strider's stripping decoder is intrinsically treating every receivgd ckoffs nodes will not be synchronized, and different collisions will
packet as a set of collisions, where the collisions are between Eﬂﬁgin at different offsets.
blocks in a chunk. And the decoding works by decoding one b|°Ck®[CoIIisions between different senders, or different chunksfrom
a time, or in effect one component of the collision at a time. HeNgRe same senders In practice, successive collisions could be be-
intuitively, we can model a collision from two senders as a collisiofyeen packets from different senders. Second, in Strider the packets
between blocks of both senders, and apply the same stripping decqgi§ the node with the stronger channel will get decoded first, and
algorithm as above. We expand on this insight below. the node will move on to transmit the next chunk of blocks. Hence
Lets assume we have a scenario where two nodes Alice and BoRcessive collisions can be between different chunks from the same
are hidden terminals and their transmissions collide at the AP. Singg,qers.
they do notreceive ACKs after their first transmission, they re-eecod gyrier is actually invariant to both of these problems because of its
using Strider's algorithm and transmit a new packet again, which Wirinning decoder structure. Specifically, Strider attempts to decode
likely collide. Lets assume the AP geig collisions, we can repre- gach plock separately, while treating everything else as interference.
sent thei'th received symbols in tha/ collisions as: So lets say we are trying to decode the first block of Alice from the
7 = hAlRm;*"l n hsobing"b ‘q ) collisions. We collect all of the collisions, and can express the decod-

ing problem for Alice’s first block as follows:

whereh s; andhp.s represent the channels, anfl’ andz2°° rep-

W 5 Al 5 Al 5> Al 7
resent the blocks for Alice and Bob respectively. For exposition sim- Yyi = Raxyg + Rowyi + ...+ Riwpe + 1 11)

plicity we assume that the channel does not change through/the

transmissions, but the results hold even if it does. We can rearrafjire the termi; is theM Igngthi’th column vector ofR, and
the above equation into the following: I'subsumes all the contributions from Bob's packets or from some

other senders.

. x?l . The above equation is collecting all the terms that have collided
Yi = [hAlR hBobR] zBob +n (10) with thei'th symbol of Alice’s first block across th&f transmissions,

and is just rearranging the terms in Egl 10. To decode this block, we
In effect, the new set of equations is quite similar to Equdflon 5 foise the same stripping decoder technique. If successful, we reenco
the single sender case discussed in the previous section, except foitthed subtract its contributions from all other symbols where it had a



contribution. Thus, it does not matter what the identity of the terms @ient the static code is at its decoding threshold. For exampl¢2 a
T'is, since we do not use that knowledge in decoding Alice’s blocksate convolutional code with QPSK (used in the 12Mbps WiFi bitrate)
However, Strider does need to estimate the offsets where the cdias a decoding threshold of arouédB [11] and achieves a rate of
sions begin, so it knows where which symbol is. To do so we leveragje/s/Hz at that threshold. But the Shannon capacity at that SNR is
the preamble and postamble trick used in prior work [33[16, 9]. Wastually2.3b/s/Hz. Hence convolutional codes are off from capacity,
include a pseudorandom sequence in the preamble/postamble of éudhve use them because they can be efficiently implemented.
packet, and the receiver correlates the received samples against thigrider is orthogonal to the choice of the static code, and provides
known sequence. Since the pseudorandom sequence is uncorrefat&ghnique for converting any static code into a rateless code that
with any other sequence except itself, the correlation will spike eworks at any SNR. Hence, what we wish to prove is that Strider’s
actly when a packet starts, even if there is a collision. The locationfefteless conversion happemishout any loss in coding efficiendye.,
the spike gives us the offset where the collision begins. we would not achieve a higher rate than Strider by using a correctly
3) Compensating for Frequency Offsets: Different senders will picked conventional channel code and constellation at any SNR from
have different carrier frequency offsets (CFO) w.r.t the rezreiWhen the same class of static codes (e.g. convolutional codes in WiFi).
we decode a block and subtract, we have to compute and compdance, we will assume that the ra@T") our static code achieves at
sate for this frequency offset. Strider's current implementation i decoding threshold’ is equal to the Shannon capacityZatand
on top of a WiFi style OFDM PHY implemented with USRP2s anéntuitively show that after going through Strider's conversion it can
GNURadio. Hence, we use the standard Schmidl-Cox algorithin [2&}hieve Shannon capacity across a larger SNR range.
for OFDM carrier synchronization and offset estimation. The algo- When the sender uses Strider’s algorithm, he is in effect dividing
rithm is based on exploiting a repeating preamble by computing the the power among multiple blocks. Specifically, when he computes
cross correlation of a signal with a delayed version of itself, and cotiiie entries of matribR, the magnitude of the column vectors corre-
puting the phase offset across the correlation values at different 8gonds to the powers that are allocated to the blocks. Lets assume we
lays to compute the CFO. However, the algorithm needs to be mdw@vekK blocks and requird/ transmissions to decode. Hence, when
ified for collisions, since we wont have a clean copy of the repedbe receiver manages to decode, the following condition is asymptot-
ing preamble for the packet that starts second. Like prior [33gally true due to the way the matrRR is computed
we use the postamble to get a clean copy of the repeating preamble. p P,
The Schmidl-Cox algorithm is run on the postamble for the second K71 =...= K—] =
packet. The algorithm also estimates the symbol timing and sub- 2o Pit N Yicj i+ N
carrier spacing offsets apart from the CFO, which are then used in

OFDM demod. We refer the reader [0 [25] for a detailed descripti siggesp ;:f (;\cf)tgl t%z%?k%lgﬁgtr?gi;gh (E)J\?ecrk ?ﬁ;ossfh?%;{ ar(])ivrzlrsl;se d
of the standard Schmidl-Cox implementation. ' p ) P

4) Channel Estimation: The receiver needs to estimate the channe% fhe(lsae/?\?)eééirrd %ﬁ:nlkﬁ 6@21?&;2?:(:;'\]%?; Lheugzﬁmgl.:fst
at the receiver for decoding the collisions. We use the pilot tones’i o8 . d )

the OFDM subcarriers (e.g. WiFi uses 4 pilot tones) to estimate th%Statmg the condition we developed in €. 8 that ensured that the

channel using the Least Squares algoritam [32]. Strider uses 4 pﬁ%l imum distance for each block is guaranteed to be greater than the

; : required threshold for each block to decode.
;)iezlthat aer g]rzet:]tgfpl:;;th:y%icgitsgi?gﬁ; rselégﬁ/%?r' e’é)s e?:?i(\j/ely The Strider decoder is a stripping decoder, i.e. it decodes the first
ey b

. e ) ock treating the second as noise, strips it after decoding and then
The LS channel estimate is given by: decodes the second block. When the receiver decodds thlecks,

(13)

h= P 'y (12) So the effective rate achieved by Strider at this point is:
K K
whereP is diag(p1,...,ps), i.e. thed x 4 diagonal matrix of the Ry _ R(T) = log(1+T 14
8 known pilot symbols. To estimate the channel at the otisedata Strider ; (1) ; & ) (14)
subcarriers we use linear interpolation at every subcarrier between x
two pilot subcarriers. _ loa(1 Pj
- . . . = = 15
5) Collisions between more than two transmissions. Strider in ; og( Zfin P+ N) (15)
principle can handle collisions between more than two packets. Specif- X X
ically, Strider depends on the header of the packet being correctly de- - 1o H Zi:j Pj+ N (16)
coded to handle collisions. Hence, similar to prior waorkl [12], Strider = 8 LK  p4+N
. Jj=1 i=j+1"°*
appends the header to the end of the packet so that it can be recov- X
ered even under a collision. However if more than 2 packets collide, . D1 Py P
a receiver may not initially be able to decode all packet headers. But = log(l+ N ) = log(1 + N) a7

as decoding proceeds, one of the batches will get decoded after W]f's the effective rate is the same as the Shannon capacity at power
ficient transmissions, and the decoded symbols are then subtrag_t,e;ind noiseV. In other words, Strider achieves the same throughput
from all collisions. After subtraction, a hidden header will be '€ if the user'had used the fl:l|| powErto transmit with a capacity
vealed at which point Strider can recover it and incorporate the n

W, . .
batch into the decoding process. We note however that in our gf_hlevmg code at the unknown SNR.

eriments collisions between more than two nodes were quite r For our practical implemented algorithm, we use a convolutional

penr L q &8de at a fixed rate as the static code. Hence the practical perfor-
carrier sense works well enough that collisions happen only betwer%gnce of our scheme will be dictated by how good the fixed static
hidden terminals, and configurations that involved three hidden t%'ade is at its decoding threshold. However, we stressStriter is
minals were very uncommon. orthogonal to the choice of the static codelence, if in the future
efficient codes (e.g. LDPC codéd [8]) that achieve capacity at their
6. THEORETICAL ANALYSIS decoding SNR threshold become practically available in hardware,

Strider asymptotically achieves Shannon capacity for Gaussian eh@ican immediately use Strider to convert them into a rateless capac-

nels. However, Strider’s practical performance depends on hidw efty achieving code that works at every SNR.



7. IMPLEMENTATION

Strider is designed to work on top of a WiFi-style OFDM PHY,
with a64 length FFT out of whichl8 subcarriers are used for data,

for pilot tones and the rest are padding. In Strider the data stream is

first divided into chunks of< = 33 parallel blocks of siz& 500 bits

each. Each block is passed through the static code encoder, which

in our current implementation is B/5 rate channel code based on
convolutional codes and a QPSK constellation. Next, thi€ésmded

blocks are linearly combined to create a single packet. The symbols

in this packet are striped across tte data OFDM bins, which are

then passed through an IFFT to obtain the time-domain signal. At the

receiver, the process is reversed.

Strider’s current implementation builds on top of a 802.11 style

OFDM PHY implementation in GNURadio from MIT[33]. How-

ever, our frontends are USRP2/RFX2400s whose interconnects can-
not support the full 20MHz width required in Wifi, and are currently

configured to us6.25MHz (interpolation and decimation ratesidf)

due to PC processing constraints. Hence the subcarrier width in our

current implementation i87.6KHz.

Static Code: Strider’s current implementation uses a static code that
consists of a fixed /5 rate channel code. However, implementing a

convolutional code with such a large constraint length is infeasible in
practice. Strider adopts a standard communication theory trick, con-

catenate a/2 and1/3 rate code to together creaté @2«1/3 = 1/6
rate code, and then puncture it to make a tetecode. Bothl /2 and

1/3 rate codes are widely available and implemented in hardware.

We refer the reader t6 [20] for a description of this technique.

Packet Header: Similar to traditional WiFi, the Strider header has
a known preamble. After the preamble, the packet header includes
the following packet parameters: Sender MAC address, destination

MAC address, frame no, chunk no, the index of the rowRirthat is

used to create the linear combination and packet length. The head

is repeated at the end of the packet to protect it from collisions.
Complexity: The computational complexity of Strider is linear in th
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Figure 3: Strider Indoor Testbed L ayout

Table 1. WiFi Bitrates
BitRate Channel Code/Modulation  b/sHz

6 1/2, BPSK 0.5
9 3/4, BPSK 0.75
12 1/2, QPSK 1.0
18 3/4, QPSK 1.5
24 1/2, 16-QAM 2.0
32* 2/3,16-QAM 2.66
36 3/4, 16-QAM 3.0
48 2/3, 64-QAM 4.0
54 3/4, 64-QAM 4.5

e SoftRate: This is a state of the art rate rate adaptation protocol

that uses soft information at the receiver to estimate the BER
of a packet. The BER information is sent back to the sender
via control packets, which uses it to make rate adaptation de-
cisions. SoftRate’s evaluation [33] shows that it outperforms
almost all conventional rate adaptation techniques, so we com-
pare against it as a representative of the best possible practical
rate adaptation technique.

G‘éefore describing the experiments in detail, we briefly summarize
Qour findings:

number of input data symbols. Compared to traditional WiFi, Strider o | our testbed experiments, Strider achieves a throughput that

employs a stripping decoder in addition to the decoder for the static
code. Since we use convolutional style coding for the static code (the
same as WiFi), the only extra complexity in Strider is from the initial
stripping decoder component. The stripping decoder algorithm re-
quiresK x L complex multiplications for every packet received. If a
block is decoded, it is subtracted from the received signal, which re-
quires anothef. complex subtractions. Thus the two extra operations
are both linear in the length of the data block. Strider’s current im-
plementation is bottlenecked by the decoding complexity of the static 4
code, the extra overhead of Strider’s stripping decoder is only around
20% in terms of wallclock time. However, the static codes we use are
widely implemented in conventional wireless hardware for very high ¢
data rates, hence we believe Strider can be easily ported to a realtime

hardware implementation.

8. EVALUATION

driven simulations. We compare Strider with the following:

9

We evaluate Strider on an indoor testbed 8flUSRP2s and trace ~*

is within 5% of the omniscient scheme across a wide range
of SNRs (5-25dB). Note that Strider has no knowledge of the
channel SNR, while the omniscient scheme has perfect ad-
vance knowledge.

Strider eliminates hidden terminals in our testbed. Further,
Strider achieves at least as good a throughput as the omniscient
scheme which uses a collision free scheduler in most scenarios,
and in the majority of the cases outperforms it.

In comparison with SoftRaté€ [33], a state of the art rate adap-
tation technique, we show that Strider outperforms by nearly
70% in mobile scenarios.

In networks with contention and hidden terminals, Strider pro-
vides a throughput gain &f.8 x over SoftRate an80% over

the omniscient scheme.

INDOOR TESTBED EXPERIMENTS

In this set of experiments, we evaluate Strider using experiments

in our indoor testbed of USRP2s. We compare with the omniscient
e Omniscient Scheme: This scheme has perfect advance knowlscheme, since current USRP2s do not meet the timing requirements
edge of the channel strength, and picks the maximum possibleeded to implement dynamic rate adaptation techniques such as Sof-
bitrate that can be decoded error free. The bitrate choices #Rate. However note that the omniscient scheme is an upper bound
from the9 different bitrates available in the 802.11 standardyn the performance of any conventional rate adaptation technique.

listed in Tabldl. We augment the above rates with a 16-QA

2/3 code rate that achieves a ratedf6b/s/Hz to give the om- '\6-1 Strider’s Rateless Conversion
niscient scheme more fidelity in picking the right bitrate. Th& ethod: In this experiment, we randomly place two USRP2 nodes
omniscient scheme also guarantees that concurrent transrmseur testbed and measure the SNR of the link. We then trans-

sions are scheduled in a collision-free manner.

mit 1000 packets between the two nodes. For omniscient scheme,
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Figure 4: A) Strider performs aimost as well as the omniscient scheme at all SNRs. B) Strider works fairly well even when the transmitter has a
small amount of data to transmit. C) Strider’s performance at high SNRs can be improved by selecting higher rate static codes.

we transmit using all the different bitrates, and pick the one whicBtrider might be overkill. In such cases, the sender can simply use a
achieves the maximum throughput. For Strider, we use Strider’s dixed low rate code to transmit the packet, and switch to Strider only
coding and decoding algorithm. We repeat this experimériimes when the outstanding buffer is greater thidB.
for the same location of the nodes and take the average throughput fadn the other hand larger buffers (i.e. larger batch sizes) slightly im-
either scheme, expressed in terms of bits/second/Hz. We then chamgee performance, especially at high SNRs. However, larger batch
the locations of the two nodes to get a different SNR and repeat sizes come with the obvious tradeoff of needing more buffering at the
above procedure. We plot the average throughput achieved by trasmitter. We chos& = 33 as the default since it gives good per-
two schemes vs SNR in Figl 4. formance across our target SNR range, however the designeeis fre
Analysis. As Fig.[4 shows, Strider achieves a throughput that t® choose a higher batch size if he wishes to target higher SNRs.
atleast within5% of the omniscient scheme at all SNRs betweelmpact of Static Code Choice: Strider's parameters, the 1/5 static
4—24dB. We comment on two regions of the graph. First, at mediunode rate and the QPSK modulation, were picked to obtain the best
to low SNRs ¢ — 16dB), Strider often outperforms the omniscienperformance in our target SNR range3of 25dB that is commonly
scheme. The reason is that Strider has more granular steps, in faahd in deployed wireless networks. In the following experiment we
it can achieveK' = 33 different effective bitrates. The omniscientvary the static code rate to check if Strider is sensitive to that choice.
scheme is choosing within a relatively smaller set, thedifferent We note that varying the modulation is not necessary, since as we
channel coding and modulation choices listed in Table 1. Hencedi$cussed in SeE] 6 what really matters for Strider’s performance is
certain SNRs, the omniscient scheme is limited by the choices it htiee rate at which information is encoded in a block, because that pa-
However, note that Strider is close to the omniscient scheme at evegneter dictates the minimum distance required to decode a block.
SNR, implying that even if the omniscient scheme had more choic€hanging the static code while keeping the QPSK modulation is suf-
it could not have done better than Strider. ficient to control the encoding rate of a block. We plot the average
On the other hand, Strider is arousfd worse at high SNRs greaterthroughput vs SNR for different static code choices in Eig. 4(c).
than18dB. The same granularity that helped Strider at the mediuAmalysis: Fig.[4d(c) plots the relative performance of different static
and lower SNRs slightly hurts Strider in the high SNR region. Re&ode choices in Strider. As we can see, at most SNRs the different
member that Strider’s effective throughput drop8a83/5M where  static code rates among the convolutional family do not make a big
M is the number of transmissions needed. Hence, wieis small difference. The differences again are at high SNRs, and is mostly due
(around2 — 5), then the effective bitrate exhibits jumps. In highto the granularity of the effective bitrates achieved for different static
SNR regions, Strider decodes usifg- 5 transmissions, and doescode rates. Higher static code rates (e.g. 1/4 code rate) in factiperfor
not have the high fidelity to achieve close to the omniscient in thixetter at higher SNRs, achieving nearly 5.5b/s/Hz at SNR2dB.
region. However, Strider is still only% off omniscient. Thus changing the static code rate provides the designer another lever
if he wishes to optimize Strider for higher SNRs, outside our current
How sensitiveis Strider to buffering?: Strider buffers data so that it target range o8 — 25dB.
has enough to form a batch of blocks that it can code over. However,
in practice some applications might not generate enough traffic to &jl i ) i i
the buffer, and hence Strider might need to work with smaller buffergg.'2 Strider S COl,l ISOO DeCOdI ng ) .
Strider can handle these by changing two parameters: the size of 0 eyaluate Strider Wl.th collisions, we set up hidden tgrmlnal sce-
block, as well as the number of blocks in a batch. We conduct 3810 in our testbed using USRP2 nodes. To evaluate if a particular

experiment where the sender has different amounts of bufferied ode configuration is a hid(jen terminal scenario, we implement a
P 0%i:’(’nple threshold based carrier sense on the USRP2 nodes and check

available, and picks the best block and batch size for that buffer si?T h : ; ;
We plot the average throughput vs SNR for buffer size in[Hig. 4(b)_l they can carrier sense each other. The two hidden terminal nodes

Analysis: Fig.[4(b) shows that Strider works fairly well even wherfransmit to a fixed third USRPZ node, W.h'C.h acts a_s_the recelver.

the buffer size is as small as 4KB. There is a slight underperforma gthod: We compare against the omniscient collision-free scheme
at medium SNRs (12-16dB). The reason is that at small buffer siz841€re the two senders take turns transmitthdg0 packets to the
Strider has to use a smaller batch size than the normal valag. of "8C€IVEr; a_md use t_he_ maximum error free bitrate for their chgnnels
The smaller batch size impacts the granularity of the effective bitrafidring their transmissions. For Strider, the two senders transmit con-
Strider can achieve, and leads to slightly lower effective throughpu?é’.rrem_ly and the_ coliided packets are decoded at the receiver using
But overall, Strider works fairly well even when there is only asma”‘e Strider coII|_5|on decoding a'9°”_thm- We compute the average
amount of data (4KB) to transmit. In the extreme case where tH¥OUghput achieved by the omniscient scheme and Striderlover

amount of data queued up at the transmitter is smaller g, ~Cconsecutive runs. We plot the CDF in Flig. S(A).
q P Analysis: Fig.[3(A) shows that Strider surprisingly outperforms the



omniscient collision free scheduler in most of the scenarios! The m= [ - o oarisons Testbed Collsion scenari T Comparisans Allce moved closer to the AP
dian throughput gain over the collision-free scheduler is nex¥. 12

The reason is that in a hidden terminal scenario, if one node ha: s

stronger channel than the other, then collision-free scheduling is ¢ s .
tually suboptimal. The collision-free scheduler allows both node 2 -~ ELE < "'__
to transmit an equal number of packets, however the node with t - o
weaker channel will take longer to transmit the same number of pac ’
ets. ConseQuently’ even though the node with the stronger chan . ' Networi(Throughaput(h/s/:lz) : VSSNRVI;iﬁerVelncel:etwesenAliscea;d Buhg‘slinli(ls(dBl)S
can achieve higher rates when he is given the chance to transmit, A) (B)

is limited due to the weaker channel node. Hence overall networjgyre 5: A) Strider eliminates hidden terminals. B) Strider’s overall

——Strider

Cumulative Fraction
°
&

1 -8 Omniscient
—+-Omniscient

Network Throughput (b/s/Hz)

04

throughput drops. _ throughput improves as Alice is moved closer to the receiver.
Strider on the other hand lets both nodes transmit concurrently and

decodes from collisions. When the two senders have equal chan
it achieves the same throughput as the omniscient scheme. W
the channels are unequal, the node with the stronger channel get
packets decoded first, and moves on to the next chunk. Hence, un
the collision-free omniscient scheme it does not have to wait for t
weaker node to finish. Consequently, the medium is better utiIizga"
and leads to higher overall network throughput.

Stion for &20MHz 802.11 wireless channel. The channel sounder is
.QEquipment designed for high precision channel measurement, and
vides almost continuous channel state information over the entire
asurement period, and can measure channel SNRs as low as -3dB
r experiments are conducted at night on the band bet&een

d 2.448GHz which corresponds to WiFi chann@l and include
some interference from the building’s WiFi infrastructure which op-

. erates on the same channel.
Impact of Relative SNRs: To better understand the above phenomenon,

we conduct the following controlled experiment. We focus on a spe- e Mobility Trace: A mobile channel sounder node is moved at
cific hidden terminal scenario where the SNRs of either sender to the  normal walking speeck{3mph) in the testbed and the channel
receiver (when they are transmitting separately) is the same at around sounder node at the center (the blue node at the center of the
10dB. We then keep one sender (lets say Bob) fixed and move the testbed figur€l3) measures the channel from the mobile node.
other sender (lets say Alice) closer to the receiver. For each location, These nodes record and estimate detailed channel state infor-
we measure the average throughput achieved by Strider and the omni- mation for all frequencies in th20Mhz channel, and therefore
scient collision-free scheme as described in the previous experiment. include frequency selective fading which we would not have
We plot the relative throughput (i.e Strider throughput normalized by  seen with USRP2s that operate @25Mhz bands. We collect
omniscient throughput) vs relative SNR (SNR of Alice - SNR of Bob) around100000 measurements over1#®0 second period, and
for both schemes in Fifl] 5(B). get a CSl sample everyns for one trace. We usk) different

As Fig.[3(B) shows, the throughput of the collision free scheduler  walking path to collect 0 different mobility traces.
is slightly better £ 5%) than Strider when the relative SNR is close e Contention Trace: The channel sounder is placed at ten differ-
to zero. The reason is that for Strider’s decoding algorithm to get  entlocations in our testbed, and their channel to the central blue
kickstarted, it needs to be able to decode the first block. But when node is measured over a period18f0 seconds similar to the
the relative SNR is close to zero, Strider can take a long time before  mobility traces above. We therefore coll@étsuch traces. We
the first block can get decoded since collisions from the second node  also place two USRP2 nodes at all pairs of the&déocations
are treated as noise. However, as Alice moves closer to the receiver and use our hidden terminal technique described in[Sgc. 9.2 to
and her channel improves, Strider’s throughput increases retative determine if the two nodes are hidden terminals. We record
the collision-free scheduler. The reason is that Alice’s packets are  this information along with the trace.
decoded faster, while Bob achieves a throughput that is commensu-
rate with his channel. In the collision-free omniscient scheme, evEmulator: We feed this trace to a custom emulator written using
though Alice’s channel has improved, she cannot take full advantd§é the MIT Gnuradio OFDM Codé [83] and Strider's implementa-

of it because Bob monopolizes the channel time to transmit his paéen. For Softrate, the emulator implements a 802.11 style PHY aug-
ets. When the SNR gap is nearlpdB, the overall throughput is Mented with soft decoding since SoftRate uses it for BER estimation

nearly50% better than the collision-free scheduler. at the receiver. Further, for both Strider and Softrate, the emulator
implements a 802.11 style MAC with ACKs, CSMA and exponential
backoff with the default parameters.

10. TRACE DRIVEN EMULATION Simulating Mobility: To vary mobility, we replay the trace at dif-

Although Strider can run in real time on a USRP2 connected noderent speeds. For exampléx mobility implies the channel mea-

similar to prior work [33[ 1] we turn to trace driven emulation tssurements that spannéddseconds now spafi/4 seconds. When a

compare Strider with SoftRate, a state of the art conventional rgtacket is transmitted at tinién simulation, the symbols in the packet

adaptation technique. This is for two reasons. First, SoftRate requiegs distorted using the corresponding channel measurement from the

estimated BER control feedback immediately after every transmisace at time. If the trace has been sped 4 to simulate mobil-

sion from the receiver to the sender, but the USRP2s are not equipjigdthe channel measurement at time the new trace will be the

to quickly transmit ACKs after a packet is received. Second, we wactiannel measurement in the original trace at tihe

to compare the schemes over varied channel conditions, from st&8imulating Contention: To vary contention, we pick different sub-

to rapidly changing, from no contention to heavy contention, to asets of thel0 nodes from the contention trace and let them send

sess how consistently they perform across all scenarios. Howevepdtkets whenever the simulated 802.11 MAC lets them. If a node

is hard to generate controllable high-mobility and high-contention is allowed to transmit at time, then we look up the channel mea-

experimental settings. surements from its trace at timeand distort its transmitted symbols

Trace: We collect real channel information for the simulations viaccordingly. If two nodes concurrently transmit and collide, their

two traces: one for mobility and the other for contention. We use tisgmbols are individually distorted according to their respective chan-

Stanford RUSK channel soundér[22] to collect channel state infarel traces, and the distorted symbols are added up at the receiver.
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Figure6: A) Strider outperforms SotfRate with increasing mobility. B) Strider provides gains because of better medium utilization at low contention.
C) Strider outperformsboth omniscient and SoftRate due to better medium utilization and ability to decode collisionsin high contention scenarios.

10.0.1 Performance with Mobility mate BER. If the average around which the channel fluctuates stays

We compare the performance of Strider under varying mobiliﬂ?e same across packets, then SoftRate finds the correct bitrate de-
by playing the trace at increasing speeds, fror walking speed cision, and performance improves. This behavior is consistent with
( 3mph) to20x corresponding to vehicular speedi{80mph) to the findings of the SoftRate paper[33]. The SoftRate authors present
100x corresponding to300mph. Note that the omniscient schemeeValuations over slow and very fast fading scenarios, but mention that
has advance knowledge of all the channel states that affect edat pdB intermediate mobility where the channel changes every pack-
transmission, and picks the highest bitrate that can be correctly 8. their scheme suffers.
coded at every instant. The other schemes are implemented as de- .
scribed before. The performance metric is the average through %'0'2 Low Contention
achieved by each scheme over a trace. We run the simulation for eblo#thod: We compare Strider’'s performance with the omniscient
trace and for each compared approach and for each speed. We cgtheme and SoftRate under low contention scenarios.In these exper-
pute the normalized throughput (i.e. throughput divided by throughments, we randomly pick two nodes from the contention traces, and
put of omniscient scheme) achieved by each approach for all trasgsulate a 802.11 network with both of them communicating to an
and for each speed, and then calculate the average normalized thraAigh/Ve let both nodes transmit, with the 802.11 MAC scheduling ac-
put at each speed. FId. 6(A) plots the average normalized throughpegtss for Strider and SoftRate and run the simulatiori @0rseconds.
for the two schemes vs simulated speeds, along with error bars. If these two nodes are hidden terminals according to our testbed mea-
Analysis. Strider performs excellently, though it does exhibit somgeurements, then they cannot carrier sense each other in the simulation.
dropoff with increasing mobility compared to the omniscient schemamong theCs° pairs in our traces, only2 pairs are hidden termi-

At high mobility, Strider is around5% off the omniscient scheme’s nals. The omniscient schneme however uses a collision-free scheduler
rate. However, Strider still outperforms SoftRate by neéfl§, in  and concurrent transmissions will be scheduled one after the other to
vehicular mobility scenarios, and 150% in very fast fading scenar- eliminate collisions. We compute the average total throughput for

ios. each two node scenario, and then repeat for a different two node

All schemes do fairly well at low mobility, which is expected. Atscenario. Fig[16(B) plots the CDF of the throughputs for the three
human speeds, we do not see large fluctuations, the channel cobempared schemes.
ence time in our trace is arou®0ms, a relatively long time given Analysis: Surprisingly, Strider outperforms even the omniscient scheme
that a 802.11 sender would manage to transmit ar@Onuackets at in the low contention scenario. The median rate gain over omniscient
the lowest bitrate, and probably more. Hence, once a rate adaptatioaround25% and around35% over SoftRate. With SoftRate ap-
algorithm locks on to the correct bitrate (which SoftRate achiev@soximately15% of the simulations perform quite badly (shown in
within one packet transmission time), bitrate adaptations are relge first quartile of the CDF) because these topologies correspond to
tively infrequent. Therefore SoftRate performance is also close tite hidden terminals in our set. However, given that hidden terminals
the omniscient scheme. are relatively rare and the omniscient scheme uses a collision free

SoftRate exhibits interesting behavior at higher mobilities. First, asheduler, where do Strider’s gains come from?
mobility increases, channel coherence times drop, and bitrate adaptd-he key reason for Strider’s performancéetter medium utiliza-
tion decisions have to be made more frequently. Hence, the likelihdideh. Consider what happens when the 802.11 MAC schedules con-
of a packet being transmitted at the incorrect bitrate increases, letgihding nodes for transmission. If the nodes are within carrier sense
ing to the loss in performance. However, the surprising fact is thange, the MAC ensures that all nodes get equal number of opportu-
SoftRate performance drops and then recovers at very high mobilitities to transmit a packet. However, if the contending nodes have
corresponding to very fast fading scenarios. ¥geculatethat the differing channel qualities to the AP, then the node with the weaker
reason is the timescale at which Softrate adapts rate, which is evelignnel monopolizes the channel time because the same sized packet
packet. Hence if a wireless channel has a coherence time whiclieiguires a larger transmission time (since it has to use a lower bi-
on the order ofl — 2 packet transmission times, SoftRate is likely tdrate). Hence the stronger node is unfairly penalized, which hurts
make a mistake in the bitrate decision every second or third transmigerall network performance. As prior work has obserVed [3@, th
sion. The coherence time in the vehicular mobility scenarios is sight MAC policy in such scenarios is to ensure “time based fairness",
the order of a few milliseconds in our trace, just sufficient to transniie. give all nodes equal amount of channel time regardless of their
1 — 4 packets. Consequently SoftRate is constantly playing catchugspective channel strengths.
and often makes wrong bitrate decisions, leading to lower normal-In Strider, due to its rateless nature, all transmissions occupy the
ized average rate. However, as mobility increases further, the chaame amount of channel time. Since the 802.11 MAC ensures equal
nel changes several times within a packet. Here SoftRate managesumber of transmission opportunities for all contending nodes, Strider

average the channel over the packet transmission and accurately esti
please see Ses.4 of the SoftRate[[33] paper for a discussion.
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11. CONCLUSION

Strider provides a rateless and collision-resilient design, that cd#fl
sistently achieves very good performance across a wide variety[golﬁ
scenarios, ranging from low mobility to high mobility, from low con-
tention to high contention and unknown channels to hidden termingl)
We believe Strider can greatly simply wireless PHY design by elim-
inating the need for complicated rate adaptation protocols. Stride?
suggests a number of avenues for future work, including redesigni[ga
the MAC to take advantage of Strider’s collision resilient code and

extending it to 802.11n MIMO scenarios. -
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