
Web Server Workload Characterization:The Search for Invariants (Extended Version)�Martin F. Arlitt Carey L. WilliamsonDepartment of Computer ScienceUniversity of Saskatchewan57 Campus DriveSaskatoon, SK, CANADA S7N 5A9fmfa126,careyg@cs.usask.caMarch 15, 1996AbstractThe phenomenal growth in popularity of theWorld WideWeb (WWW, or the Web) has made WWW tra�c thelargest contributor to packet and byte tra�c on theNSFNET backbone. This growth has triggered recentresearch aimed at reducing the volume of network tra�cproduced by Web clients and servers, by using caching,and reducing the latency for WWW users, by using im-proved protocols for Web interaction.Fundamental to the goal of improving WWW perfor-mance is an understanding of WWW workloads. Thispaper presents a workload characterization study for In-ternet Web servers. Six di�erent data sets are used inthis study: three from academic environments, two fromscienti�c research organizations, and one from a com-mercial Internet provider. These data sets representthree di�erent orders of magnitude in server activity,and two di�erent orders of magnitude in time duration,ranging from one week of activity to one year of activity.Throughout the study, emphasis is placed on �nd-ing workload invariants: observations that apply acrossall the data sets studied. Ten invariants are identi-�ed. These invariants are deemed important since theypotentially represent universal truths for all InternetWeb servers. The paper concludes with a discussion ofcaching and performance issues, using the invariants tosuggest performance enhancements that seem promisingfor Internet Web servers.1 IntroductionThe popularity of the World Wide Web [1, 22] (alsocalled WWW, or the Web) has made Web tra�c the�A shorter version of this paper is to appear at the 1996 ACMSIGMETRICS Conference, Philadelphia, PA, May 1996.

fastest growing component of packet and byte tra�c onthe NSFNET network backbone [14]. WWW tra�c hasincreased from 74 Megabytes per month in December1992 to 3.2 Terabytes per month in December 1994.There are many reasons behind this explosive growthin Web tra�c. These reasons include: the ease of useof the Web; the availability of graphical user interfacesfor navigating the Web; the availability of editors andsupport tools for creating and \publishing" Web doc-uments; an emerging trend among researchers, educa-tional institutions, and commercial organizations to makethe Web the standard mechanism for disseminating in-formation in a timely fashion; the machine-independentnature of the languages and protocols used for con-structing and exchanging Web documents; and a con-tinuing exponential increase in the number of Internethosts and users [18].The phenomenal and alarming growth in Web traf-�c has sparked much research activity on \improving"the World Wide Web. For example, researchers haveproposed caching strategies for Web clients [3], cachingstrategies for Web servers [4], regional �le caching strate-gies for large internetworks [8], and improved protocolsfor Web interaction [15, 20].Much of this recent research activity has been aimedat improving Web performance and scalability. Thekey performance factors to consider are how to reducethe volume of network tra�c produced by Web clientsand servers, and how to improve the response time forWWW users.Fundamental to the goal of improving Web perfor-mance is a solid understanding of WWW workloads.While there are several studies reported in the litera-ture [3, 4, 6, 7, 12], most studies present data from onlyone measurement site, making it di�cult to generalizeresults to other sites. Furthermore, most studies focuson characterizing Web clients, rather than Web servers.The purpose of this paper is to present a detailedworkload characterization study of Internet Web servers,similar to earlier studies of wide-area network TCP/IP



Table 1: Summary of Invariants Found in Web Server WorkloadsInvariant Name Description1 Success Rate Success rate for lookups at server � 88%2 File Types HTML and image �les account for 90-100% of requests3 Mean Transfer Size Mean transfer size � 21 kilobytes4 Distinct Among all server requests, less than 3% of theRequests requests are for separate (distinct) �les5 One Time Approximately one-third of the �les and bytes accessedReferencing in the log are accessed only once in the log6 Size Distribution File size distribution is Pareto with 0:40 < � < 0:637 Concentration 10% of the �les accessed account for 90% ofof References server requests and 90% of the bytes transferred8 Inter-Reference File inter-reference times are exponentiallyTimes distributed and independent9 Remote Remote sites account for � 70% of the accessesRequests to the server, and � 60% of the bytes transferred10 Wide Area Web servers are accessed by 1000's of domains,Usage with 10% of the domains accounting for � 75% of usagetra�c [5]. Six di�erent Web server access logs are usedin this study: three from academic environments, twofrom scienti�c research institutions, and one from a com-mercial Internet provider. The data sets represent threedi�erent orders of magnitude in server activity, rangingfrom 776 requests per day to 355,787 requests per day,and time durations ranging from one week of activity toone year of activity.Throughout the study, emphasis is placed on �ndingworkload invariants: observations that apply or seem toapply across all the data sets studied. These invariantsare deemed important since they potentially representuniversal truths for all Internet Web servers.Our research to date has identi�ed ten invariants forWeb server workloads. These invariants are summarizedin Table 1, for easy reference, and are described in moredetail within the paper itself.The remainder of this paper is organized as follows.Section 2 provides background material on the WorldWide Web, Web clients, and Web servers. Section 3describes the Web server logs used in this study, andpresents summary statistics for the six data sets. Sec-tion 4 presents the detailed results of our workload char-acterization, identifying the main invariants. The paperconcludes, in Section 5, with a discussion of cachingand performance issues for Internet Web servers, draw-ing upon the invariants to identify the types of perfor-mance enhancements that seem promising for InternetWeb servers.2 The World Wide Web2.1 Web OverviewThe World Wide Web is based on the client-server model.A client accesses documents on the Web via a Webbrowser. The browser sends a request to a Web server,

which responds with the requested documents. Althoughthe information may be stored in almost any locationthroughout the world, the Web provides the user withthe illusion that the data is stored locally.A Web server can respond to requests from multipleWeb clients. Communication is always in the form ofrequest-response pairs, and is always initiated by theclient. Web clients and servers communicate using theHyperText Transfer Protocol (HTTP). HTTP runs ontop of TCP, a reliable bidirectional byte stream protocolat the transport layer [21].Communication between a Web client and a Webserver is carried out in the following manner. When aclient has a request to make of a particular Web server,the client must contact that server. A TCP connectionmust be established between the client and server, overwhich the request and response can be exchanged. Oncethe connection has been established, the client sends itsrequest to the server. The server parses the request,and issues a response. Once the response is complete,the TCP connection between the Web client and serveris closed. This process is repeated each time a clientwishes to retrieve a document from a Web server [15].2.2 Web ClientsA human user can gain access to the information onthe World Wide Web by using a Web browser, such asnetscape, mosaic, or lynx [22]. When the user selectsa document to retrieve (usually by clicking a mouse ona hyperlink), the browser creates a request to be sentto the corresponding Web server. The request includes:the name of the requested document, expressed as aUniform Resource Locator (URL) [2]; a set of Hyper-Text request headers, indicating which data formats theclient will accept; and user authentication information,which tells the server which documents the client has



permission to retrieve. Once the request has been sentto the Web server, the client machine waits for a re-sponse. When the response arrives, the browser parsesthe reply. Depending on the response, the client ma-chine may make another request to the server, or displaythe document for the human user to view.2.3 Web ServersThe purpose of a Web server is to provide documents toWeb clients that request them. Each Web pagemay con-sist of multiple documents (�les). Each �le is requestedseparately from the Web server.A Web server operates as follows. The server listenson a designated port (usually port 80) for a requestfrom a Web client to establish a TCP connection. Oncea TCP connection has been opened and the client hasmade its request, the server must respond to that re-quest. The response includes a status code to informthe client if the request succeeded. If the request wassuccessful, then the response includes the requested doc-ument. If the request was unsuccessful, a reason for thefailure is returned to the client [15]. Once the Webserver has sent its response and terminated the TCPconnection with the client, the server repeats the cycleand begins listening for its next request.2.4 Server LogsWeb servers can be con�gured to record informationabout all client requests. Four log �les are common toNCSA httpd version 1.4: an access log, an agent log, anerror log and a referer log. The access log records infor-mation about all the requests and responses processedby the server. The agent log records the type of browserthat was used by the client to issue the request. Theerror log records unusual Web server events that mightrequire the attention of a Web master or system admin-istrator. The referer log contains information on whichWeb pages (local or remote) are linked to documents onthe (local) Web server. Only the access logs are used inthe workload study reported in this paper.1Each line from the access log contains informationon a single request for a document. The log entry for anormal request is of the form:hostname - - [dd/mmm/yyyy:hh:mm:ss tz] request statusbytesFrom each log entry, it is possible to determine the nameof the host machine making the request, the time thatthe request was made, and the name of the requesteddocument. The entry also provides information aboutthe server's response to this request, such as if the serverwas able to satisfy the request (if not, a reason why theresponse was unsuccessful is given) and the number ofbytes transmitted by the server, if any.1We used the error log from the University of Saskatchewan'sWeb server to study the aborted connections in the access log.Aborted connections are discussed in more detail in Section 4.4.

An example of a line from an access log is:alfonso.usask.ca - - [15/Aug/1995:13:50:05 -0600]"GET / HTTP/1.0" 200 1265This request came from the host alfonso.usask.ca at1:50:05 pm CST on August 15, 1995. The requesteddocument was the home page (\/") of the Web server.The status code of 200 means that the request was suc-cessfully completed by the server, and 1,265 bytes weretransferred from the server to alfonso.usask.ca.The access logs provide most of the data needed forworkload characterization studies of Web servers. How-ever, they do not provide all of the information that is ofinterest. For example, the log entries tell only the num-ber of bytes transferred for a document, not its actualsize2; there is no record of the elapsed time required fora document transfer; and there is no information on thecomplete set of �les available on the server, other thanthose documents that are accessed in the logs. Further-more, there is no record of whether a �le access washuman-initiated or software-initiated (e.g., by a Webcrawler), or what caching mechanisms, if any, are inplace at the client and/or the server. These issues areoutside the control of our study: our focus is solely oncharacterizing the workload seen by a typical InternetWeb server in its default con�guration.2.5 Performance Issues and Related WorkThe overall performance of the World Wide Web is af-fected by the client, the server, and the capacity of thenetwork links that connect the clients to the server. Ef-�cient Web browsers (clients) can use caching of docu-ments to reduce the loads that they put on Web serversand network links, thereby improving the performanceof the Web. A recent study at Boston University [3]studied the e�ects of client-level caching on Web per-formance. Several other researchers have studied theuse of �le caching to reduce network tra�c and serverloads [4, 8, 10]. Web performance can also be improvedby enhancing client-server communication [15, 20].Although the primary focus of this paper is workloadcharacterization for Web servers, several relevant issuesa�ecting server caching and performance are discussedin Section 5. Client and network performance issues areoutside the scope of this paper.3 Data Collection, Reduction, and AnalysisThis section presents an overview of the six separatedata sets used in our workload characterization study.Section 3.1 describes the data collection sites, Sections 3.2and 3.3 present the \raw" log contents, Section 3.4 dis-cusses the reduction of the raw data from the access2These two values can di�er for several reasons. For exam-ple, there may be overhead bytes associated with the transfer ofcertain document types, which makes the transfer size reportedin the log slightly larger than the actual document size. Fur-thermore, in most Web browsers, users can abort a documenttransfer at any time, making the transfer size reported in the logmuch smaller than the actual document size.



logs into more manageable form, Section 3.5 analyzesdocument types and sizes, and Section 3.6 summarizesthe statistical characteristics of the six data sets.3.1 Data Collection SitesThe access logs used in this research were obtained fromsix World Wide Web servers: a department-level Webserver at the University of Waterloo (Department ofComputer Science); a department-level Web server atthe University of Calgary (Department of ComputerScience); a campus-wide Web server at the Universityof Saskatchewan; the Web server at NASA's KennedySpace Center; the Web server from ClarkNet, a com-mercial Internet provider in the Baltimore - WashingtonD.C. region; and the Web server at the National Centerfor Supercomputing Applications (NCSA) in Urbana-Champaign, Illinois. The Web server for the Univer-sity of Waterloo's Department of Computer Science isa SUNSparc2, running NCSA httpd version 1.3, andserving a population of 200 graduate students, facultyand sta�. The Calgary server is a SUN 4/490, serv-ing about 1300 faculty, sta�, and students (graduateand undergraduate). The Web server at the Univer-sity of Saskatchewan is a Decstation 5000/133, runningNCSA httpd version 1.4 for approximately 21,000 stu-dents, faculty and sta�. The NASA server consists of4 DEC Alpha 2100 servers on an FDDI ring, each with128 MB RAM and each running NSCA httpd 1.4. TheClarkNet Web server is a SUNsparc10 with two 60 MHzprocessors, providing Internet access for 5,000 people(as of August 1995). This machine is running Netscape'sCommerce Server 1.1. The NCSA server consists of 8HP 735 workstations, used in a round-robin fashion toprovide Web service [12]. Each workstation has 96 MBRAM and a 130 MB local disk cache. The workstationsall run NCSA httpd, and use AFS for �le access over anFDDI ring.3.2 Raw DataTable 2 summarizes the raw data from the six accesslogs. For ease of reference, the sites are presented inincreasing order of server activity, based on the numberof requests per day. The same ordering is maintained inall tables throughout the paper.The six access logs provide information on serverswith very di�erent workloads. Table 2 shows that theWaterloo server had a very light workload, while theSaskatchewan server had an order of magnitude morerequests to handle. The ClarkNet and NCSA servershad very heavy workloads, more than an order of mag-nitude greater than the Saskatchewan server. The levelof server activity represented in the six logs varies byalmost three orders of magnitude, so that our search forinvariants covers light, medium, and heavy workloads.The logs also span di�erent time durations, so that wecan study short term, medium term, and long term as-pects of Web server �le referencing activity.

3.3 Access Log AnalysisThe �rst step in our data analysis was to study theresponse codes in the Web server access logs. Thereare many possible responses to client requests. Theseinclude: (1) Successful: a valid document, which theclient has permission to access, was found on the serverand returned to the client; (2) Not Modi�ed: the client,which already has a copy of the document in its cachebut wishes to verify that the document is up-to-date,is told that the document has not been modi�ed at theserver (thus no data bytes need to be transferred); (3)Found: the requested document is known to reside ina di�erent location than was speci�ed by the URL pro-vided by the client, so the server responds with the newURL (but not the document); and (4) Unsuccessful: ei-ther no such document exists, the client did not havepermission to access this document, or an error occurred(at the server or during network communication).Table 3 provides an overall view of the response codefrequencies observed in the access logs. From Table 3,we can identify the �rst invariant in Web server tra�c.Successful responses made up approximately 88% of allresponses in the logs.3 Cache related queries that resultin Not Modi�ed account for about 8%.3.4 Data ReductionSince the Successful responses are responsible for all ofthe documents transferred by the server, only these re-sponses will be used for the remaining analyses in thispaper. This simpli�cation provides a reduction in thesize of the data sets, and focuses the workload charac-terization on the most common events.Table 4 provides a statistical summary of the re-duced data sets. This table shows that the number ofdistinct documents requested from the server is signif-icantly lower than the total number of documents re-quested, implying that some documents are requestedmany, many times. The mean size of the documentstransferred is quite small (5-21 Kbytes), as might beexpected. The table also shows that there is a high de-gree of variability (measured by the coe�cient of vari-ation, CoV) in the transfer size, particularly for theSaskatchewan data set.3.5 Document Types and SizesThe high degree of variation in document size is due inpart to the wide variety of document types accessed onthe server (e.g., HTML, gif, PostScript, audio, MPEG).The next step in our analysis was to classify documents3The Calgary data set is somewhat lower in its successfulresponse rate. Our initial study of invariants began in Au-gust 1995 with only three data sets: Waterloo, Saskatchewan,and ClarkNet. Among the three most recent data sets analyzed(Calgary, NASA, and NCSA), only the Calgary data set seems\anomalous" on this invariant. Rather than surreptitiously ex-cluding the Calgary data set from our �nal paper, we chose torelax our de�nition of \close enough" for invariants.



Table 2: Summary of Access Log Characteristics (Raw Data)Item Waterloo Calgary Saskatchewan NASA ClarkNet NCSAAccess Log Duration 8 months 1 year 7 months 2 months 2 weeks 1 weekAccess Log Start Date Jan 1/95 Oct 24/94 Jun 1/95 Jul 1/95 Aug 28/95 Aug 28/95Access Log Size (MB) 17.9 49.9 222.6 355.8 327.5 267.7Total Requests 188,636 726,739 2,408,625 3,461,612 3,328,587 2,490,512Avg Requests/Day 776 2,059 11,255 56,748 237,756 355,787Total Bytes Transferred (MB) 2,071 7,577 12,343 62,489 27,647 28,268Avg Bytes/Day (MB) 8.5 21.5 57.7 1,024.4 1,974.8 4,038.3Table 3: Breakdown of Server Responses for All Data SetsResponse Code Waterloo Calgary Saskatchewan NASA ClarkNet NCSASuccessful 87.8% 78.4% 91.1% 89.6% 88.8% 93.1%Not Modi�ed 8.2% 13.5% 6.3% 7.7% 8.1% 4.1%Found 1.6% 4.2% 1.7% 2.1% 0.9% 0.3%Unsuccessful 2.4% 3.9% 0.9% 0.6% 2.2% 2.5%Total 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%Table 4: Summary of Access Log Characteristics (Reduced Data)Item Waterloo Calgary Saskatchewan NASA ClarkNet NCSAAccess Log Duration 8 months 1 year 7 months 2 months 2 weeks 1 weekAccess Log Start Date Jan 1/95 Oct 24/94 Jun 1/95 Jul 1/95 Aug 28/95 Aug 28/95Access Log Size (MB) 10.4 20.9 143.9 221.2 195.5 172.6Total Requests 163,112 567,795 2,165,415 3,087,043 2,940,712 2,289,510Avg Requests/Day 671 1,608 10,119 50,607 210,050 327,073Distinct Requests 3,406 8,370 18,849 9,355 32,294 23,855Distinct Requests/Day 14 24 88 153 2,307 3,408Total Bytes Transferred (MB) 2,071 7,577 12,330 62,483 27,591 28,268Avg Bytes/Day (MB) 8.5 21.5 57.6 1,024.3 1,970.8 4,038.3Mean Transfer Size (bytes) 13,313 13,997 5,970 21,224 9,838 12,947CoV of Transfer Size 3.45 8.01 11.19 3.62 3.84 6.92



by type, using the generic categories HTML, Images,Sound, Video, Formatted, and Dynamic �les.Classi�cation was based on the su�x used in �lenames. The HTML category represents documents writ-ten in the HyperText Markup Language (.html, .htm,.shtml, or .map). The Images category represents vi-sual image and graphics �les, including Graphics In-terchange Format (.gif), Joint Photographics ExpertsGroup (.jpeg, .jpg), bit map (.xbm, .bmp), and manymore. Sound �les are audio recordings designated witha su�x of .au, .snd, .wav, .mid, .midi, .lha, or .aif.The Video category is for �les that are video sequences,such as .mov, .movie, .avi, Quick Time (.qt), and Mo-tion Pictures Experts Group (.mpeg, .mpg) �les. TheFormatted category includes PostScript (.ps or .epssu�x) and word processor (.doc, .dvi) documents. TheDynamic category represents CGI (Common GatewayInterface) scripts (.cgi), Perl scripts (.pl), and anyforms-based or interactive Web documents (e.g., click-able maps, cgi-bin, or CGI strings including the '?'character). All remaining unrecognized document typesare classi�ed as Other.For each of the data sets in Table 4, statistics onthe type of document requested were calculated. Theresults for each log are given in Table 5.Using Table 5, we can identify a second invariant inWeb server workloads. Across the six data sets, HTMLand Image documents accounted for 90-100% of the to-tal requests to the server.4 This observation is con-sistent with results reported by Sedayao [19] and byCunha, Bestavros and Crovella [7]. Both of these pa-pers reported that over 90% of client requests were foreither HTML or image documents.Table 5 also indicates that most transferred docu-ments are quite small, which is a third invariant. Thisphenomenon was also observed by Braun and Cla�y [4]for requests to the NCSA's Web server. Despite the factthat Web browsers provide support for the use of multi-media objects like sound and video, documents of thesetypes accounted for only 0.01-1.2% of the requests inthe six data sets. However, these types of �les accountfor 0.2-30.8% of the bytes transferred, since these �lestend to be much larger than other �le types. Futuregrowth in the use of video and audio �les, made eveneasier with tools like CGI scripts and Java, may soonchange Invariant 2 and Invariant 3.The large variation in the mean �le sizes for the dif-ferent document types helps to explain the large coef-�cient of variation (CoV) values reported in Table 4.The CoV values per document type are much lower inTable 5.Finally, Table 6 presents a breakdown of the distinctdocuments requested from each of the servers. Distinctdocuments are determined by looking at the URL in theaccess log entries.4In our data sets, there is no invariant for HTML documentsalone, or for Image documents alone. In fact, the usage ofHTML and Image document types di�ers dramatically for theSaskatchewan and ClarkNet data sets.

Table 6 illustrates two additional workload invari-ants. First, only 0.3-2.1% of the requests and 0.4-5.1%of the bytes transferred are for distinct documents. Thisobservation implies that caching documents (at the server,at the client, or within the network) could greatly im-prove the performance of the server, as has been pointedout by Cla�y and Braun [4]. Second, in all six data sets,approximately one-third (e.g., 22.6-42.1%) of all the dis-tinct documents are requested only once, and one-third(e.g., 14.3-42.5%) of the distinct bytes are transferredonly once. This observation is somewhat surprisinggiven that the six data sets represent time durationsranging from one week to one year. This \one time"referencing behaviour has obvious implications on themaximum possible e�ectiveness of document cachingpolicies. Further discussion of these implications is de-ferred until Section 5.3.6 SummaryThis section has summarized the statistical characteris-tics of the six data sets used for our workload charac-terization study. While the six access logs di�er greatlyin duration and server activity, �ve workload invari-ants have been identi�ed. These invariants are summa-rized in the �rst �ve rows of Table 1. The next sectionpresents an in-depth study of �le referencing patternsand �le size distributions for Internet Web servers, look-ing for further invariants.4 Workload CharacterizationThis section presents a detailed analysis of �le referenc-ing behaviours on Internet Web servers, as well as a lookat �le sizes, the e�ect of user aborts, and the presence ofself-similarity in Web server workloads. We begin withan analysis of �le size distributions.4.1 File Size DistributionFigure 1 shows the cumulative distribution of the sizesof the distinct documents (�les) transferred by each site.While there are a few very small �les (< 100 bytes) ateach of the sites, most �les appear to be in the rangeof 100 - 100,000 bytes, while a few �les (< 10%) arelarger than 100,000 bytes. This distribution is consis-tent with the �le size distribution reported by Braunand Cla�y [4].A more rigourous study shows that the observed �lesize distributions match well with the Pareto distribu-tion [11, 17], for � < 1. This observation has beennoted in the literature [6, 16], and is con�rmed in all sixof our data sets. In particular, the tails of the distribu-tions (for �le sizes larger than 1024 bytes) are Paretowith 0:40 � � � 0:63. This characteristic is present inall six data sets, and is thus added to Table 1.



Table 5: Breakdown of Document Types and Sizes for All Data SetsWaterloo DataItem HTML Images Sound Video Dynamic Formatted Other% of Requests 38.7 50.1 0.01 0.0006 0.3 3.7 7.184% of Bytes Transferred 35.0 18.9 0.10 0.10 0.2 25.2 20.5Mean Transfer Size 12,036 4,961 120,973 2,232,051 6,465 90,444 42,130CoV of Transfer Size 1.82 3.45 1.10 0.00 1.46 1.83 1.89Calgary DataItem HTML Images Sound Video Dynamic Formatted Other% of Requests 47.1 50.3 0.1 0.3 0.04 1.0 1.16% of Bytes Transferred 13.2 50.2 1.3 11.4 0.01 21.7 2.19Mean Transfer Size 3,929 13,971 258,196 496,992 4,702 305,444 27,112CoV of Transfer Size 1.86 3.95 1.49 1.60 1.26 2.77 4.09Saskatchewan DataItem HTML Images Sound Video Dynamic Formatted Other% of Requests 55.6 36.5 0.1 0.004 6.7 0.02 1.076% of Bytes Transferred 50.7 36.6 1.5 2.6 4.4 0.1 4.1Mean Transfer Size 5,447 5,980 84,154 3,602,176 3,969 36,055 22,441CoV of Transfer Size 2.19 2.77 2.62 2.29 2.91 0.08 11.30NASA DataItem HTML Images Sound Video Dynamic Formatted Other% of Requests 30.7 63.5 0.2 1.0 2.6 0.01 1.99% of Bytes Transferred 18.8 48.1 1.1 29.7 0.3 0.07 1.93Mean Transfer Size 12,981 16,059 110,311 439,151 2,817 136,436 26,349CoV of Transfer Size 2.71 2.37 0.80 0.84 0.68 1.85 2.55ClarkNet DataItem HTML Images Sound Video Dynamic Formatted Other% of Requests 19.9 78.0 0.2 0.007 1.2 0.01 0.683% of Bytes Transferred 15.0 76.6 2.4 2.4 0.8 0.04 2.76Mean Transfer Size 7,433 9,669 135,082 3,514,759 6,630 36,199 37,138CoV of Transfer Size 2.14 1.66 1.24 0.35 3.31 1.03 4.25NCSA DataItem HTML Images Sound Video Dynamic Formatted Other% of Requests 51.1 48.1 0.2 0.1 0.01 0.006 0.484% of Bytes Transferred 51.1 36.0 3.5 6.2 0.06 0.2 2.94Mean Transfer Size 12,950 9,679 197,605 594,796 6,535 369,590 103,783CoV of Transfer Size 3.56 2.46 5.79 2.18 6.69 2.60 4.38Table 6: Statistics on Distinct Documents for All Data SetsItem Waterloo Calgary Saskatchewan NASA ClarkNet NCSADistinct Requests/Total Requests 2.1% 1.5% 0.8% 0.3% 1.1% 1.0%Distinct Bytes/Total Bytes 5.1% 3.8% 2.1% 0.4% 1.5% 2.7%Distinct Files Accessed Only Once 29.1% 22.6% 42.0% 42.1% 31.9% 35.0%Distinct Bytes Accessed Only Once 22.8% 19.8% 42.5% 14.3% 24.7% 39.1%



0

0.2

0.4

0.6

0.8

1

1 100 100000 1e+07

C
um

ul
at

iv
e 

Fr
eq

ue
nc

y

File Size in Bytes

Waterloo
Calgary

Saskatchewan
NASA

ClarkNet
NCSA

__Waterloo

_______Calgary

___ NASA

___NCSA

___Saskatchewan

____ClarkNetFigure 1: Distribution of File Sizes, by Server4.2 File Referencing BehaviourThis subsection looks at a number of di�erent char-acteristics in the �le referencing patterns at InternetWeb servers. The analysis focuses on frequency of ref-erence, concentration of references, temporal locality,inter-reference times, and geographic distribution of ref-erences.4.2.1 Frequency of ReferenceOur �rst analysis focuses on the frequency of referencefor di�erent Web documents. Clearly, not all Web docu-ments are created equal. Some are extremely \hot" andpopular documents, accessed frequently and at short in-tervals by many clients at many sites. Other documentsare accessed rarely, if at all.We illustrate this non-uniform referencing behaviour,which we call concentration, by sorting the list of dis-tinct �les into decreasing order based on how manytimes they were accessed, and then plotting the cumu-lative frequency of requests versus the fraction of thetotal �les referenced. The resulting plot for all six datasets is shown in Figure 2.Figure 2 illustrates the non-uniform pattern of �lereferencing behaviour: 10% of the distinct documentswere responsible for 80-95% of all requests received bythe server, at each of the six sites. The NCSA data setshows the most concentration, while the Calgary dataset shows the least.This concentration phenomenon is another invari-ant in our Web server logs, and is thus added to Ta-ble 1. Braun and Cla�y have reported similar resultsfor NCSA's Web server in an earlier study [4].4.2.2 Mean Inter-Reference TimesOur next analysis focuses on the inter-reference timefor documents that are accessed more than once. The

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1

C
um

ul
at

iv
e 

Fr
eq

ue
nc

y

Fraction of Files (Sorted by Reference Count)

Waterloo
Calgary

Saskatchewan
NASA

ClarkNet
NCSA

__Calgary

______ClarkNet

\
NCSA

Figure 2: Concentration of References
0

0.2

0.4

0.6

0.8

1

1 100 10,000 1e+06 1e+08

C
um

ul
at

iv
e 

Fr
eq

ue
nc

y

Seconds

Waterloo
Calgary

Saskatchewan
NASA

ClarkNet
NCSA___Waterloo

___Calgary

__NASA

___NCSA

Sask_

_____ClarkNetFigure 3: Distribution of Inter-reference Timesinter-reference times are computed for each distinct doc-ument, and then combined together to form the cumu-lative distribution of inter-reference times for all docu-ments that are accessed more than once. The cumula-tive frequency distributions are shown in Figure 3.Figure 3 clearly illustrates the di�erent workload lev-els for the six servers. On the lightly-loaded Waterlooserver, documents tend to be accessed at long intervals(hours to days). Documents on the busy NCSA serverare accessed on a seconds or minutes basis.A separate statistical analysis (not shown in this pa-per) indicates that �le inter-reference times are expo-nentially distributed and independent. This observationapplies for all six data sets, and is added to Table 1 asan invariant. Clearly, however, the mean inter-referencetime depends on the server workload.
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ClarkNetFigure 4: Temporal Locality Characteristics4.2.3 Temporal LocalityAccess logs were analyzed to look for temporal local-ity in the �le referencing behaviour. Temporal localityrefers to the notion of the same document being re-referenced frequently within short intervals.Temporal locality can be measured using the stan-dard LRU (Least Recently Used) stack-depth analysis.When a document is initially referenced, it is placed ontop of the LRU stack (i.e., position 1), pushing otherdocuments down in the stack by one location. Whenthe document is subsequently referenced, its current lo-cation in the LRU stack is recorded, and then the doc-ument is moved back to the top of the stack, pushingother documents down, as necessary. When the entirelog has been processed in this fashion, temporal localityin referencing behaviour is manifested by a high proba-bility of references to locations at or near the top of theLRU stack.Figure 4 shows the results of our LRU stack-depthanalysis for all six data sets. The Calgary data setshows the highest degree of temporal locality, while theClarkNet data set shows the least. There is thus no in-variant evident in these data sets for temporal locality.Our speculation is that the level of multiplexing in abusy Web server is large enough to mask any evidence oftemporal locality in the access logs. Client-side cachingmechanisms may also serve to remove temporal localityfrom the reference stream seen at the server, as has beenshown in other client-server environments [9].4.2.4 Geographic DistributionOur �nal analysis of �le referencing behaviour examinesthe geographic distribution of document requests. Thisanalysis makes use of the IP addresses of the requestinghosts in the access log. In particular, the network com-ponent of the IP address (based on a Class A, Class B,or Class C address) is used to determine if a requestinghost is local or remote relative to the Web server. The
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Figure 5: Distribution of References by Domainnetwork identi�er in each IP address is further used toclassify requesting hosts into domains (not to be con-fused with domain names) that have the same networkaddress.Table 7 shows the geographic distribution of requestsand bytes transferred at the six sites. For example,77.7% of all the requests to the Waterloo server camefrom remote hosts, while local hosts generated the re-maining 22.3% of the requests. In terms of bytes trans-ferred, 81.7% of the requested bytes were transferred toremote hosts, with 18.3% to local hosts. The rest of thetable is organized in a similar manner.On all six Web servers, remote hosts send the mostrequests and receive the most data. Remote hosts ac-count for over 75% of requests on all but one server(Calgary), and well over half of the total bytes trans-ferred on all servers. This observation is reported inTable 1 as another invariant.The local access patterns at the Saskatchewan andWaterloo servers are quite similar. The similarity islikely caused by the use of the Web in teaching and re-search activities. The access pattern at NCSA, NASA,and ClarkNet is substantially di�erent, with remote ac-cesses accounting for almost all of the requests and trans-ferred data. The likely explanation for this behaviour isthat there are very few \local" hosts for these organiza-tions.Figure 5 shows the distribution of references by thenumber of domains accessing the Web server.5 A smallnumber of domains account for a signi�cant portion ofthe requests, while the remaining requests are receivedfrom several thousand domains. In all six data sets,10% of the domains accounted for at least 75% of therequests (Invariant 10 in Table 1).5The Calgary data set is not shown since the \sanitized" logsthat we received from the University of Calgary did not showhost names or IP addresses for each request, but only a booleanindicator of LOCAL or REMOTE.



Table 7: Geographic Distribution of Requests for All Data SetsLocal HostsItem Waterloo Calgary Saskatchewan NASA ClarkNet NCSA% All Requests 22.3 46.4 24.9 6.3 1.9 1.2% All Bytes 18.3 36.6 24.8 2.7 1.6 0.5Remote HostsItem Waterloo Calgary Saskatchewan NASA ClarkNet NCSA% All Requests 77.7 53.6 75.1 93.7 98.1 98.8% All Bytes 81.7 63.4 75.2 97.3 98.4 99.54.3 Self-SimilarityRecent work has suggested that World Wide Web tra�cmay be self-similar [6]. This section briey describes thetests that were performed to check for self-similarity inWeb server workloads. In short, we found a slight degreeof self-similarity (a Hurst parameter value of H � 0:65)in the ClarkNet data set, very little (H � 0:53) in theSaskatchewan data set, and none at all in the Waterloodata set. Only the analysis of the ClarkNet data set isdescribed here.One aspect of self-similarity is the absence of a char-acteristic size of a tra�c burst. To assess this e�ect, theserver workload data (i.e., bytes transferred per unit oftime) were plotted and inspected visually, as in Lelandet al [13]. The results are shown in Figure 6, for fourdi�erent time scales. The topmost graph (1000 secondintervals) shows the full week of ClarkNet data, in whicha distinct daily usage pattern is seen. The bottom graphshows the workload per 1 second interval, which is theresolution of the access log timestamps. The horizon-tally shaded regions in the upper plots show the portionof the trace that is expanded in the next lower timescale.Moving from the bottom plot to the top plot in Fig-ure 6, burstiness clearly exists across several di�erenttime scales. The results suggest that there is some evi-dence of self-similarity in this workload.6A more rigourous analysis con�rms this intuition.The analysis, as described in [13], makes use of three sta-tistical tests: autocorrelation, variance-time plot, andR/S analysis. These tests were performed for both onehour and eight hour periods of the data.Figure 7 summarizes the results for one eight-hoursample. The autocorrelation plot in Figure 7(a) showsthat the autocorrelation coe�cients are small, but non-zero, even at large lags. This observation is more ev-ident in the detailed plot (Figure 7(b)), providing ev-idence of a slowly decaying autocorrelation function,which is one of the manifestations of self-similarity. Fig-ure 7(c) shows a variance-time plot with a slope devi-ating signi�cantly from -1 (the dashed line), again sug-gesting self-similarity. Finally, Figure 7(d) shows anR/S pox diagram. This scatterplot appears to have a6We make this claim of self-similarity even though thepresence of stationarity at the highest time scale is clearlyquestionable.
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slope greater than 0.5 (the lower dashed line), and lessthan 1.0 (the upper dashed line). Linear regression onthe R/S plot resulted in a Hurst parameter value ofH = 0:65, suggesting a small degree of self-similarity inthe ClarkNet server workload.Self-similarity does not appear to be an invariant inall Web server workloads, though it does appear to bea property when Web tra�c is heavy, as reported in [6].4.4 Aborted ConnectionsSeveral Web documents appeared in an access log mul-tiple times, with the same URL each time, but with dif-ferent transfer sizes at di�erent points in the log. Thereare two possible causes for these \anomalies" in the Webserver access logs. First, a user may edit and physicallychange a Web document at any time. Second, a Webclient may abort a connection in the midst of a docu-ment transfer (i.e., the user clicks on the \Stop" buttonin the Web browser).From the standpoint of access log analysis, abortsappear the same as a �le modi�cation because the ac-cess logs record the number of bytes transferred by theserver, not the actual size of the �le being transferred.However, aborted connections are reported in the Webserver error log. We obtained the error log for theSaskatchewan data set, but not for the other �ve datasets in our study. With this single error log, it is pos-sible to assess the impact of user aborts on the resultsreported in this paper.An analysis was thus performed on �le \modi�ca-tion" times, where a modi�cation refers to a documentthat changes size between references to that document.Figure 8 shows the cumulative distribution of the elapsedtime between such modi�cations, aggregated over all�les that experienced modi�cation. Most �les tend togo unmodi�ed for extended periods of time. The smallnumber of �les that are modi�ed only a few secondsafter the previous modi�cation are likely the result ofa user creating or modifying a Web page, viewing thepage, then editing and re-viewing the page until the de-sired modi�cations are complete.The Saskatchewan* curve in Figure 8 shows the �lemodi�cation time distribution for the Saskatchewan dataset once all aborted connections (1.1% of all requests)have been removed. The resulting distribution is signif-icantly atter, showing that �les are actually modi�edmuch less frequently than the raw data in the log sug-gests. Removing aborted connections from the other�ve logs (if the error logs were available) would likelyshow similar results.Table 8 summarizes information about aborted con-nections in the Saskatchewan data set. While the num-ber of aborted connections is quite low, the number ofbytes transferred by aborted connections is somewhatlarger. Furthermore, remote users are more likely toabort a connection than are local users, as expected.
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___WaterlooFigure 8: Cumulative Distribution of Detected FileModi�cation TimesTable 8: Aborted Connections (Saskatchewan Data)Item Local Remote All% of Connections Aborted 0.9 1.2 1.1% of Bytes Transferred 4.0 5.7 5.14.5 SummaryThis section has presented a detailed study ofWeb serverworkload characteristics. Results were presented for �lesize distributions, �le referencing patterns, aborted con-nections, and self-similarity in Web server workloads.From the analyses reported in this section, �ve addi-tional workload invariants have been identi�ed. Theseinvariants appear in the last �ve rows of Table 1.5 Performance ImplicationsWe conclude our paper with a discussion of cachingand performance issues for Internet Web servers. De-spite the low temporal locality seen in most Web serverworkloads, caching still appears to be a promising ap-proach to improving Web performance because of thelarge number of references to a small number of docu-ments (Invariant 4 from Table 1), the concentration ofreferences within these documents (Invariant 7), andthe small average size of these documents (Invariant3). We intentionally leave unspeci�ed the location ofthe cache7 and the size of the cache, focusing insteadon the use of our workload invariants to estimate themaximum performance improvement possible with Webserver caching. For simplicity, the discussion assumesthat all Web documents are read-only (i.e., never modi-�ed), and that �le-level (not block-level) caching is used.7Several logical choices exist: (1) at the client, or the client'snetwork, to reduce requests to a remote server; (2) at the server,or the server's network, to reduce disk accesses and/or bytetransfers on the server's network; (3) in the network itself, to re-duce repeated \pulls" of the same document across a geographicregion of the network; and (4) a combination of the above.

Misses due to \cold start" are also ignored.5.1 A Basic Tradeo�: Requests versus Bytes Trans-ferredThere are two main elements that a�ect the perfor-mance of a Web server: the number of requests thata server must process, and the number of data bytesthat the server must transfer (i.e., disk I/O's, packets).There is thus a choice to be made between cachingdesigns that reduce the number of requests presented toInternet Web servers, and caching designs that reducethe volume of network tra�c8. Both approaches repre-sent possible avenues for improving Web server perfor-mance, but optimizing one criterion does not necessarilyoptimize the other. The choice between the two dependson which resource is the bottleneck: CPU cycles at theserver, or network bandwidth.We illustrate this tradeo� in Figure 9. While thediscussion here focuses only on the ClarkNet data set,similar observations apply for the other data sets.The topmost graph (Figure 9(a)) illustrates the rela-tionship between the size of �les on a Web server (fromFigure 1), the number of references to those �les, andthe number of data bytes that references to those �lesgenerate (i.e., the \weighted value" obtained from theproduct of �le size and number of times that a �le isreferenced). This graph shows that 80% of all the doc-uments requested from the ClarkNet server were lessthan 10,000 bytes in size. 76% of all references to theserver were for �les in this category. Thus, caching alarge number of small �les would allow the server tohandle most of the requests in a very e�cient manner.However, Figure 9 also points out that the references to�les less than 10,000 bytes in size generate only 26% ofthe data bytes transferred by the server. Furthermore,looking at the tail of the distribution, documents over100,000 bytes in size are responsible for 11% of the bytestransferred by the server, even though less than 0.5% ofthe references are to �les in this category (Invariant 6).What this means is that in order to reduce the numberof bytes transferred by the server as much as possible,a few large(r) �les would have to be cached. That is,the server must sacri�ce on \cache hits" for many smallrequests in order to save on bytes transferred for largerequests.The remaining two plots in Figure 9 illustrate thetradeo� in more detail. The middle plot (Figure 9(b))shows the results for a cache designed to maximize cachehits for requests (i.e., to reduce the number of requeststo the server). In this graph, the top line represents thecache hit rate for requests, the bottom line representsthe cache size, and the middle line represents the poten-tial savings in bytes transferred by the server when thecache is present. In this design, for example, caching8Clearly, reducing the number of requests also reduces the vol-ume of network tra�c, but the main focus of the two approachesis di�erent, as will be shown.
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10% of the server's distinct �les (namely, the most fre-quently accessed documents) for the ClarkNet data setresults in a cache hit rate of 90% (the top line in thegraph). The documents in the cache, which representthe potential savings in bytes transferred, account for84% (the middle line in the graph) of the bytes trans-ferred by the server, and the cache size would need tohold 8.3% (the bottom line in the graph) of the totaldistinct bytes referenced in the server access log.The bottom plot (Figure 9(c)) represents the resultsfor a cache designed to reduce bytes transferred. Inthis graph, the top line represents the savings in bytestransferred, the bottom line represents the cache size,and the middle line represents the cache hit rate. Inthis design, for example, caching 10% of the server's �les(namely, the 10% of the documents that account for themost bytes transferred) results in an 82% cache hit rate(the middle line). The documents in the cache wouldaccount for 95% (the top line) of the bytes transferred,but the cache would have to be large enough to contain52% (the bottom line) of the distinct bytes representedin the server access log. Clearly there is a tradeo� tobe made in cache size, cache hit rate, number of serverrequests, and number of bytes transferred by the server.5.2 Other IssuesOur �nal comments concern \one timers", cache re-placement strategies, and thresholding approaches tocache management. We are currently investigating thesecaching issues using our Web server workloads.First, the \one time" referencing (Invariant 5) ofWeb documents is a concern.9 While this e�ect couldbe simply an artifact of the �nite duration of the accesslogs studied, or something as innocent as the deletion orrenaming of Web documents, the e�ect is present acrossall access log time durations studied. This one-time ref-erencing behaviour means that, on average, one-thirdof a server cache could be cluttered with useless �les.Techniques to expunge such �les from a cache, such astimeouts on cached �les, are desirable. Invariant 8 maybe useful in setting proper timeout values for documentsin the cache. Another approach would be to cache onlyon the second reference to a �le within a speci�ed timeperiod, rather than the �rst. However, the merits ofthis approach seem dubious, since keeping state infor-mation about some documents that are not yet in thecache would incur almost as much overhead as cachingthe document in the �rst place.Second, the fact that temporal locality was not presentin all data sets suggests that LRU as a cache replace-ment policy may not work well for all servers. Policiessuch as Least Frequently Used (LFU) may be more at-tractive because of the concentration of references (In-variant 7), and also because LFU easily deals with one-timers. Our trace-driven simulations to date do indeed9The advent of Web crawlers may change Invariant 5 to be\N timers", for some small integer N . However, the argumentthat we make here still applies.



show that LFU is consistently superior to LRU, withFBR (Frequency Based Replacement) providing per-formance in between that of LFU and LRU. Addingcaching partitions based on document types helps inmost cases, but does not change the relative orderingof the policies studied.Third, there may be merit in using \size thresholds"in cache management, to better cope with the \heavytailed" Pareto distribution of �le sizes (Invariant 6),and the issues raised in Section 5.1. For example, twosuch threshold policies might be \never cache a docu-ment larger than X bytes" (because it uses up too muchcache space, and adversely impacts hit rate), or \nevercache a document smaller than Y bytes" (because itdoes not save much on bytes transferred by the server).Trace-driven simulation experiments con�rm this intu-ition. While the performance gains are small, cachingpolicies with a maximum document size threshold onlyseem to work best.Finally, as a small but practical matter, Web serversshould avoid doing name lookups for each incoming clientrequest when producing the access log, particularly whensuccessive requests are from the same requesting host.That is, servers should exploit whatever temporal local-ity exists in the incoming reference stream of requestinghosts (not analyzed in this paper) to avoid the (slow)name lookup whenever possible. A small cache (e.g.,20 entries) of the results of recent name lookups shouldsu�ce (e.g., 75% hit rate). This small re�nement alonemay help improve response times for heavily loaded Webservers. Turning o� the name server lookup feature isanother option.6 ConclusionsThis paper has presented a detailed workload charac-terization study for Internet World Wide Web servers.The study used logs of Web server accesses at six di�er-ent sites: three from university environments, two fromscienti�c research organizations, and one from a com-mercial Internet provider. The logs represent three dif-ferent orders of magnitude in server activity, and spantwo di�erent orders of magnitude in time duration.From these logs, we have been able to identify teninvariants in Web server workloads. These invariantswere summarized in Table 1 at the start of the paper.These invariants are deemed important since they po-tentially represent universal truths for all Internet Webservers.The invariants were used to identify two possiblestrategies for the design of a caching system to improveWeb server performance, and to determine bounds onthe performance improvement possible with each strat-egy. The performance study identi�ed the distinct trade-o� between caching designs that reduce network tra�c,and caching designs that reduce the number of requestspresented to Internet Web servers. While the two ap-proaches are somewhat at odds with each other, bothrepresent possible avenues for improving Web server
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