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ABSTRACT
In exploratory search, how information is presented to the
user and how the user interacts with the presented infor-
mation heavily influence the user’s success. In this paper,
we examine two different spatial representations of search
results: knowledge graphs and hierarchical trees. Through
interaction logs we show that knowledge graphs can effec-
tively reduce the need to read source content with no reduc-
tion in the quality of the information gathered by the user.
Through qualitative interviews and thinkalounds we explore
factors that influence user perception of different search re-
sults representations including biases, task, perceived struc-
ture of the data, and problem-solving approach. Overall,
these results enhance our understanding of the role each of
these representations can play in information seeking.

1. INTRODUCTION
In the domain of on-line search, the output of current

search engines is normally sufficient for many well-defined
online tasks, including navigational queries, transactional
queries, and many types of informational queries. However,
when information is sought to address broad curiosities, e.g.
for learning and other complex mental activities, retrieval is
necessary but may not be sufficient [35], [1].

One type of complex search that is of increasing interest
to researchers is exploratory search, where the goal involves
“learning” or “investigating”, rather than simply “look-up”
[20]. In characterizing searching that involves learning or in-
vestigating, Marchionini (referencing Bloom’s taxonomy of
educational objectives) notes that the goal of these searches
involves “knowledge acquisition, comprehension of concepts
or skills, interpretation of ideas, and comparisons or aggre-
gation of data and concepts” [20].

There are many open research questions about how to
design interfaces to support exploratory search using tech-
niques that organize the retrieved information into mean-
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ingful structures. Search results presented by modern search
engines are an example of an ordered list sorted by relevance,
i.e. a vectorial model [19]. However, information seekers of-
ten express a desire for a user interface that organizes search
results into meaningful groups to help make sense of the re-
sults, to infer relationships between concepts, and to help
decide what to do next [13], [20]. As a result of this de-
sire for organization, spatial models [23], i.e. hierarchies and
networks, have also been used to organize information and
support sensemaking [19]. While both hierarchies and net-
works have been shown to be useful in the structuring of
content (e.g. [9], [22], [10]) little work has explored the sim-
ilarities and differences between these two representations.
The goal of this paper is to explore how two specific visual-
izations of information – Knowledge Graphs (or Knowledge
Maps) and Hierarchical Trees – support exploratory search
tasks.

We present the quantitative and qualitative results of a
study contrasting participants’ perspectives on the use of
knowledge graphs versus hierarchical trees to support ex-
ploration of data for the purpose of developing an answer
for informational queries. We describe the design of in-
terfaces and our evaluation of the use of network and hi-
erarchical data structures during exploratory search tasks.
Log data indicates that knowledge graphs result in partic-
ipants viewing source documents fewer times and spending
less time reading those documents with no effect on over-
all quality of information gleaned to satisfy queries. Data
from thinkalouds and a post-task interview are synthesized
using a grounded theory approach, yielding observations on
biasing factors, task effects, data relationships, and problem
solving approaches which discriminate between use-cases for
our hierarchical tree-based interface versus our knowledge
graph interface. Overall, despite some statistical advantages
of knowledge graphs in our study, our goal is not to argue
that one presentation of information is better than another;
information visualization research would argue that different
visualizations serve different purposes [34] and our goal with
this work is to better understand the purposes that each of
these two interfaces serve with respect to exploratory search.

The remainder of this paper is organized as follows. First,
we provide an overview of related work, focusing on different
categorizations of search tasks and goals, organizing search
results, and evaluation of different search results visualiza-
tions. Next, we briefly describe our interface design process,
beginning with low-fidelity prototypes and culminating with
the two tested interfaces. We then present our study design
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and our results. Finally, we conclude with a discussion on
the implications of our work in the design of exploratory
search interfaces.

2. RELATED WORK

2.1 Understanding Web Search Queries
Studies of user search behaviour have a long history in

Information and Library Science. Specifically with respect
to web search, Broder [5] proposed a taxonomy of Web
Search in 2002. He was motivated by the idea that the
traditional notion of an “information need” might not ade-
quately describe web searching. Broder’s taxonomy classi-
fies web searches into navigational, informational and trans-
actional. Similarly, Rose and Levinson [27] analyze user
goals to classify web searches into Navigational, Informa-
tional and Resource. Drawing upon earlier work by Camp-
bell [8] and Byström [7], web searches can broadly be clas-
sified into “Simple” and “Complex” searches. Simple search
tasks are similar to “known-item” search tasks and usually
involve looking up some discrete, well-structured informa-
tion object: for example numbers, names and facts [20].
Complex search tasks, on the other hand, involve investi-
gating, learning and synthesizing of information [36].

In contrast to Broder’s and Rose and Levinson’s taxonomies,
Marchionini [20] focuses specifically on a process he terms
exploratory search. Marchionini broadly separates web search
into three categories: Look-up, which includes fact retrieval,
navigation and transaction; Learn, which includes knowl-
edge acquisition, comprehension, and comparison; and In-
vestigate, which includes analysis, synthesis and evaluation.
The latter two categories, Learn and Investigate, he groups
under the umbrella of exploratory search. There are two ac-
tivities which mediate the process of exploratory search: in-
formation foraging theory [25], which describes how searchers
collect relevant pieces of information, and sensemaking [11],
which describes the process through which people assimilate
new knowledge into their existing understanding.

Marchionini notes that there are interactive aspects to ex-
ploratory search, rather than simply viewing the query satis-
faction or information retrieval problem as optimally match-
ing documents to a query. Characteristics of these inter-
faces, drawn from research in human-computer interaction,
include the use of high-level overviews and rapid previews to
facilitate sensemaking during the exploratory process. The
incorporation of overviews argues for some organization of
search results that both presents this overview and allows
the user to explore the data and its interconnected relation-
ships more fully through filtering and the examination of
user-selected details [32].

2.2 Organizing Search Results
Any system that supports information seeking must struc-

ture information to make it accessible. The way information
is organized and made available affects the strategies used to
access this knowledge and thus information-seeking perfor-
mance [21]. For example, Capra et al. [9], in their study on
the relationships between search tasks, information architec-
ture and interaction style, note, among other observations,
that users gain benefits from support for facets and topic
organization implemented in a flexible style.

Given the observation that organization of search results
benefits users, one might then ask what organizations of

search results exist. A taxonomy of techniques for organizing
search results was proposed by Wilson et al. [37]. They iden-
tify two main classes of approaches: (1) Using annotations
or classifications to organize results into groups (e.g. faceted
search which uses a hierarchy structure to enable users to
browse information by choosing from a pre-determined set
of categories). (2) Directly organizing results which visual-
izes a result set to help users find the specific results they
are looking for. As well, Ltifi et al [19] proposed a clas-
sification of visualization techniques for knowledge discov-
ery including visualizations for linear data (e.g. timelines),
multi-dimensional data (e.g. scatterplots), vectorial mod-
els (e.g. relevance-ordered results), hierarchies (trees, tables
of contents) and networks (e.g. knowledge graphs). Given
the non-numerical characteristic of web search results, the
latter three types of visualizations (vectorial, hierarchical,
and network) are particularly useful for displaying search
results. While the vectorial representation presents results
as a ranked list, hierarchical and network representations
can be used to display grouping, similarity or relationships
among search results.

Fully elaborating on all of the organization techniques or
visualizations for search results is beyond the scope of this
paper, and the interested reader is referred to the above tax-
onomies. However, some visualizations of search result data
are specifically salient to our research, in particular, Ltifi et
al.’s [19] vectorial model, hierarchies and networks. Trees
are a common tool for representing hierarchies. A hierar-
chical structure is mainly made up of organizational links
that organize the information into categories (topics) with
no or few cross-links between categories. Google’s “Knowl-
edge Graph” enhances basic search results with structured
data, essentially presenting a network organization of search
results [33]. Google claims the knowledge graph enhances
search in three main ways: query disambiguation, a summa-
rization of related facts, and exploratory search suggestions
(based on what other users explored next).

Most network visualizations tend to provide a global per-
spective on a graph by attempting to represent an overview
of the information space so no information is missing and the
data can speak for itself. Most of these techniques are based
on Shneiderman’s Visual Information Seeking Mantra [32]:
“Overview first, zoom and filter, then details on demand”.
For example Sanchez and Llamas [29] followed this principle
to visualize a large combination of concept maps to distin-
guish between an interface for the author and an interface
for the end user that facilitates the exploration tasks.

2.3 Evaluating Search Results Visualizations
Novick and Hurley [23], working in the field of education,

performed extensive research on the use of spatial models
such as networks, hierarchies, and matrices. In particular,
they were interested in the properties of these spatial mod-
els that were particularly suited to problem solving. Our
work differs in its focus on information retrieval and the
representation of search results. As well, our work differs in
that Novick and Hurley do not develop interfaces that sup-
port problem solving; instead, they use questionnaire data
to elicit from participants which representations participants
think might best support information representation.

More recently, researchers in information retrieval have
performed evaluations of techniques for representing search
results, examining both hierarchical structures (e.g. [9], [22],
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[12]) or networks ([31]). However, these results investigate
how different properties of one structure may affect users’
behaviour, whereas our work aims at understanding the type
of support provided by two inter-related structures for dif-
ferent types of search tasks on the Web.

Other recent work in search results representation focuses
on a single visualization (e.g. concept maps) that seeks to
represent both hierarchies and networks ([3], [2], [10]) to sup-
port information seeking and finding. However, the focus of
this research was on comprehension of the representations
through a quantitative study. Our focus is on understand-
ing how hierarchical versus network representations support
different types of search tasks.

Most similar to our work, Sarrafzadeh et al. [31] inves-
tigated the effects of combining a knowledge graph with
textual documents. Their goal, like ours, was to under-
stand user behaviour with respect to different search tasks.
They argue that a hybrid approach that combines the coher-
ent content of text with the organized structure of graphs
may better support information finding and sense making.
They conclude that utilizing graphs of concepts and rela-
tionships which are derived from documents can be effective
for finding relevant information when the information need
is well defined. Their findings also demonstrate that pro-
viding meaningful relations that explain how different en-
tities of a domain are connected are crucial for supporting
more complex search task. Our work broadens this work by
looking specifically at the contrast between hierarchical rep-
resentations (e.g. trees) and network representations (e.g.
knowledge graphs).

3. APPLICATION DESIGN
One challenge with any application that presents search

results from an exploratory query to users is that the goal
is rarely a static representation of the content returned by
a user’s query. Instead, the goal is to develop an interface
that allows a user to interact with the content, to filter and
select specific content, essentially to explore the information
returned. As a result, the representation is linked to the
interface that contains it and supports manipulation and
exploration of it [13]. To develop an interface for exploratory
search that would allow us to explore the characteristics of
hierarchical and network visualizations, we engaged in an
iterative process using a series of walkthoughs, thinkalouds,
and pilot studies.

3.1 Prototype Development
To develop our representations and interface, we began

with a low-fidelity design, where paper prototypes were used
to explore user perception of representations of data and user
interaction with those representations. We initially designed
two low fidelity interfaces. The first interface employed a
graph structure in which the entities from each article were
the nodes and the sentences describing a semantic relation
between them were the edges. In order to investigate how
users navigate through large graphs to find information, our
knowledge-graph-based prototype was designed such that
the user would start from the overview page that contained
all the nodes that had a high number of connections to other
nodes in the graph. These nodes could be considered as rep-
resentatives of different components of the graph and would
help distribute different sub-graphs into different pages. The
user was able to expand any of the nodes on the overview

page and would proceed to a new page that contained the
selected node and all the nodes that had a link to this node.
The user could expand a new node on this page or collapse
the expanded node and go back to the previous page.

The second interface utilized a hierarchy (or a tree) struc-
ture to organize headings and sub-headings of the articles,
as observed in each page’s table-of-contents. Each tree was
in a collapsed format initially and the user would expand
and collapse nodes to drill down into document content. We
also created an overview node that linked all the trees in our
collection. Interfaces were seeded with data gleaned from
Wikipedia pages on Canadian capital cities.

We conducted a thinkaloud study to evaluate our paper
prototypes with six participants (two female) to gather a
set of features required for these interfaces. Data was pre-
sented in both graph and tree form to each participant. We
asked participants to think aloud about what the data rep-
resented and how they would interact with the data. We
also collected qualitative data on different use cases of these
interfaces with respect to different search tasks. From this
initial study, we redesigned our interfaces.

3.2 Final Design
The qualitative data and participants’ feedback helped re-

fine both the design of our search result presentation and our
interface for manipulating the representation of the search
results. We used force and pack layouts (as part of the D3
library1) to visualize the graphs and trees respectively.

When the user launches the graph-based application (Fig-
ure 1, top), they are presented with a knowledge graph con-
taining labelled nodes and unlabelled links between nodes.
Nodes that represent entities with low frequency are hidden
in the initial view, and only appear once a higher-frequency,
connected node is clicked. This ensures that the graph does
not become too cluttered. Once the user clicks on a node,
that node and all connected nodes are highlighted, while
the remainder of the graph is alpha-blended into the back-
ground. By hovering over any connected node in highlighted
portion of the graph, the user can see the relationship(s) be-
tween the two nodes in the snippet window located on the
left side of the interface (Figure 1. top). For each rela-
tionship in the snippet region, participants have a link that
allows them to view the corresponding Wikipedia article.

The tree interface is shown in Figure 1, bottom. When
the user launches the application, the user is presented with
a fully expanded tree. By clicking on any node within the
tree, that portion of the wikipedia document corresponding
to the node is presented in the preview area at the left of the
interface. Under the snippet in question, there is a link to
view article, allowing users to access the article in question.

4. EXPERIMENTAL DESIGN
To detail our experimental design, we first discuss the data

extraction method that we used to populate our interface
with data. Next, we present the tasks in our study and
describe our participant population. Finally, we describe
the data we capture from each participant.

4.1 Data Extraction
To populate our interactive applications, we created two

distinct data sets: one focusing on history and the second on
global politics. For the history data set, we used the previous
1http://d3js.org/
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Figure 1: The graph and tree visualization interfaces. Note the callouts of nodes and document snippets.

search task exploring former capital cities of Canada. For
the politics search task, we created a data set representing
governmental structures in Iran and Russia.

To create this data set, we first collected a set of Wikipedia
articles by querying the Web using a popular search en-
gine. We retrieved the top 10 articles in Wikipedia based on
their relevance to three queries corresponding to three top-
ics: “Former Capital Cities of Canada”, “Political System of
Iran” and “Political System of Russia”.

To create our knowledge graph, we designed an Open In-
formation Extraction system that processes a text collection
and generates (entity-relation-entity) triples [30]. This mod-
ule is implemented in four phases. During the first phase we
create the input corpus by collecting retrieved documents
based on a given query. Next, we extract entities from text
using state-of-the-art entity taggers 2. We then select the
sentences that contain at least two entities in them and
parse them using Stanford Dependency Parser. For each
sentence, we extract meaningful relations between the enti-
ties by finding the shortest path in the corresponding parse
tree. For example we extract The Constitutional Act di-
vided the Province of Quebec into Upper and Lower Canada
as a relationship between the entities Constitutional Act and
Upper Canada. We constructed a set of patterns based on
dependency triples that lead to semantically meaningful re-
lations. In the final phase we generate labels for the ex-
2https://cogcomp.cs.illinois.edu/page/software view/NETagger

tracted relations and rank them based on relevance to the
query and the informativeness of the extraction. Once the
knowledge graph is generated, we hand-tune some aspects
of the graph by correcting minor errors caused by the ex-
traction of entities and relations.

For the tree based interface, we extracted the Tables of
Content (TOCs) embedded in each Wikipedia article. We
then manually extended the table-of-contents by adding sub-
headings to each section in order to provide a richer structure
for the trees. Overall, our goal was to create visualizations
that could realistically be created by computer algorithms
while ensuring equivalent, high-quality for each of the gen-
erated visualizations.

4.2 Search Tasks
We noted earlier that researchers have defined search queries

as simple or complex. With respect to the complexity level,
each participant performed one Simple (i.e. question an-
swering) and one Complex (i.e. essay writing) task. We also
used two different topics (i.e. History and Politics) to inves-
tigate the relation between the topic and content knowledge
with the structure used to organize the retrieved informa-
tion. The queries we asked people to find information to
satisfy in our study were the following:

Simple Politics: What governmental body or bodies are
involved in the impeachment of the President of Iran
and of Russia?
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Complex Politics: Imagine you are a high school student
who is going to write an essay on the Political Systems
of Iran and Russia. Knowing little about the presidents
of these two countries, you wish to determine which
president has more power. Find at least 3 arguments
to justify your answer.”

Simple History: As a result of which act were Upper and
Lower Canada formed?

Complex History: Imagine you are a high school student
who is going to write an essay on the History of Canada.
Knowing little about Canadian History, you wish to
know which cities have served as a capital for Canada.
You would also like to understand the reasons behind
moving the capital from one city to another.

To assess the study design, we piloted with four partic-
ipants. The pilot ensured that the usability of the system
was sufficient to support interaction and provided guidance
on the semi-structured interview to collect qualitative data
on distinctions and use cases of the designed interfaces.

To limit study length and ensure coverage of simple and
complex queries within subjects, our final study design was a
2 × 2 × 2 [interface, interface-topic, topic-complexity] mixed
design with interface as a within subjects factor, topic to in-
terface assignment and complexity to topic assignment as
between subject factors. This resulted in eight different
groupings of participants. Each participant saw both in-
terfaces. In the first interface, they had either politics or
history, with the other topic in the second interface. For
the two topics, each participant saw a complex query on one
topic and a simple query on the other. In order to control
for order effects, we rotated the order in which the tasks
and the interfaces were assigned to the participants. That
is, participants were randomly divided into 8 groups.

4.3 Participants
Once the study design was final, we recruited 26 (13 fe-

male) participants from different areas of Science, Math and
Engineering for this study, all of whom use the Internet on
a regular basis to search for information.

4.4 Procedure and Data Collection
The study proceeded as follows. After a brief introduction

to the study, participants were given an initial questionnaire
that evaluated their knowledge of the first query’s topic.
Participants were then presented with their first interface,
were given an introduction to the features of the interface
demonstrating how each feature of the interface worked, and
were then given some time to manipulate the interface.

Once participants had developed some comfort with the
features of the interface (approximately three minutes), par-
ticipants were given the query and told to manipulate the
interface as if they did not know the answer to the query and
wished to locate it. To capture data on participants’ actions,
participants were asked to “think aloud” during each task
and share their thoughts and strategies with the researcher.
For both tasks, the participants were given 15 minutes and
were required to find relevant information by providing a ref-
erence sentence or sentences from the interface or document
collection to justify their arguments or answers. The need
to find specific information ensured that each participant
manipulated the interface to find relevant information.

After providing an answer to the query, participants com-
pleted a post-task questionnaire that evaluated the expe-

rience they just had. We used questionnaires provided by
TREC-9 Interactive Searching track 3 and modified them
to fit into our experiment design. At the end of each task,
via a semi-structured interview participants were asked to
reflect on their experience with using the assigned interface
for performing the assigned task. They were encouraged to
think about the conceptual usability of the type of structure
utilized for information organization as well as the techni-
cal usability of the application. At the end of the second
task a semi-structured interview format was used to elicit
comparison between the two interfaces with respect to the
different types of search tasks and to reflect on the design of
an “ideal” interface that could support them more efficiently.
Participants received a $10 incentive for their participation.

Data was captured in a variety of ways. Each interface
was instrumented with a logger which monitored partici-
pants during the search sessions. Both movement on the
computer screen and participants’ interactions with the sys-
tem were captured. Interactions we collected included click-
ing on nodes or edges, reading snippets, viewing articles,
and the time they spent reading the articles. The activity
logs for two of the participants were corrupted so we ex-
cluded their data from our activity log analysis. Experimen-
tal blocks and a post-task semi-structured interview were
audio recorded. Finally, two assessors evaluated the qual-
ity of answers provided by the participants for each of the
search tasks independently. Simple queries were rated as ei-
ther correct or incorrect. To receive a correct rating, both
answer and referenced document section were required to
be correct. Complex questions were rated on a scale. Scores
for all queries were normalized to reflect a value in the range
[0, 1]. Inter-assessor reliability was evaluated using Pearson
coefficient and an overall value of 0.8 for simple queries and
0.9 for complex queries was found.

4.5 Analysis
Log and Questionnaire Data were extracted and analyzed

for statistical patterns. Interviews were all transcribed and
analyzed using affinity diagramming. Data were clustered
collaboratively by two researchers using open coding, pro-
ducing 14 clusters. Clusters were then analyzed using axial
coding to identify overall themes in the data.

We found that saturation for our qualitative data occurred
approximately mid-way through our participant sample –
after 14 participants, no new clusters of information were
identified. However, to allow statistical analysis of log data,
we continued to cluster interview data for the remaining
participants, particularly attuned to data that might expand
our clusters or add nuance to our analysis.

5. MAIN OBSERVATIONS
In this section, we present an analysis of data collected

during the study. We first present some numerical data
collected from search logs which provides a broad overview
of participants’ contrasting behaviours given different inter-
faces and given queries of differing complexity. Next, we
present the results of our qualitative analysis, clustered into
four broad themes: Biasing Factors, Task Effects, Data Re-
lations, and Problem Solving Approach.

3www-nlpir.nist.gov/projects/t9i/qforms.html
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5.1 Validating Search Tasks
In any study where the goal is to explore search result rep-

resentations for exploratory search, one concern is whether
or not the search tasks are representative of exploratory
search tasks. In our task design, we were guided by Mar-
chionini’s work on exploratory search [20]. Leveraging two
task domains, politics and history, we created one look-up
task and one exploratory search task within each domain
using Marchionini’s definitions, yielding four tasks overall.
The politics tasks asked participants to compare two differ-
ent governmental structures, Iran and Russia, rationalizing
and providing citations for answers they provide. Similarly,
the history tasks asked participants to discover something
about the history of Canada and, again, rationalize and
provide citations for their answers. For our complex tasks,
in particular, we argue that the tasks combine aspects of
knowledge acquisition or comparison (the learn subcategory
of exploratory search) with analysis, synthesis, and evalua-
tion (the investigate subcategory).

Another concern is whether the actual topics are of suf-
ficiently similar complexity that topic effects do not over-
whelm other factors in our results. To address this, beyond
ensuring counterbalancing of topics, we analyzed topic ef-
fects vis a vis our dependent variables to determine whether
either the history or politics task resulted in statistically
significantly varying behaviours. Interestingly, our look-up
tasks in both history and politics, where participants re-
turned a factoid, differed in quality of answers, time read-
ing, and document views (F1,24 = 6.02, p < 0.05 for quality;
F1,24 = 6.00, p < 0.05 for reading; and F1,24 = 21.22, p <
0.001 for document views). However, for our exploratory
tasks, i.e. our complex tasks where participants were asked
to learn or investigate, scores did not differ significantly be-
tween the two topics areas of history and politics (p > 0.05
in all cases). Because our primary interest is supporting
exploratory search, we argue that our complex tasks are of
sufficiently similar complexity as to limit topic effects.

Finally, alongside care designing our search tasks and a
analysis of topic effects on dependent numerical measures,
we also examined our qualitative data to determine whether
participants found the tasks to be aligned with their con-
ceptualization of exploratory search. The comments made
by our participants when they were presented by the tasks
descriptions indicated that these tasks were indeed complex,
i.e. that they were ambiguous and open ended in nature. As
well, different participants interpreted the task descriptions
differently and came up with different strategies based upon
their interpretation, further validating the open-ended, ex-
ploratory nature of the search tasks.

5.2 Log Data Analysis
As noted earlier, our data logged all user action with the

system. Of particular interest to us was information on the
scoring of participant responses, the number of nodes clicked
in each interface, the number of documents read, and the
amount of time spent reading documents. Table 1 sum-
marizes this data. The Mark column contains scoring of
participant responses. Clicks is a count of the number of
nodes clicked on. Views is the number of instances when a
participants used the interface to view the actual Wikipedia
document (as opposed to relying on the information con-
tained in the interface). Finally, ViewTime is the amount
of time in seconds spent reading documents (as opposed to

manipulating the interface).
We performed a repeated measures ANOVA with inter-

face (tree versus graph) as a within subject effect and query
complexity as a between subjects effect. Dependent vari-
ables were scoring of query results, clicks with the inter-
face, number of document views, and time spent viewing
documents. Overall, RM-ANOVA indicated that interface
had a statistically significant effect on dependent variables
(F4,20 = 5.83, p < 0.01, η2 = 0.54). Query complexity was
not significant, nor was there any interaction between com-
plexity and interface. Univariate tests of dependent vari-
ables with respect to interface (tree versus graph) show sta-
tistically significant effect on number of document views
(F1,23 = 26.29, p < 0.001, η2 = 0.53) and on time spent
viewing documents (F1,23 = 6.01, p < 0.05, η2 = 0.21).
Marks and Clicks were not significant.

Marks Clicks Views ViewTime
Graph 0.74 (0.27) 18.7 (3.2) 1.6 (0.43) 131 (37)
Tree 0.43 (0.04) 17.9 (2.2) 4.9 (0.49) 1228 (444)

Table 1: Mean (Standard Deviation) values for
marks (average independent evaluator scores), clicks
on nodes, document views, and document view time.

.
Overall, our data indicate that the knowledge-graph visu-

alization allows participants to glean more information from
the data structure (67% fewer document views, on average)
in less time (almost 90% less time reading documents). The
knowledge graph is designed to represent the information in
the document in a way that obviates the need to read exten-
sively, and it was very successful at accomplishing this. Over
half of all participants examined either 0 or 1 documents
while using the knowledge graph (mean of 1.6 documents),
whereas all except one participant examined at least three
documents with the tree structure (mean of 4.9 documents).
Qualitatively, we note that the knowledge graph also fared
better in score, though not statistically significantly better.
As well, the workload in both documents (as measured by
node clicks) was very similar (18.7 versus 17.9 clicks per
query on average).

5.3 Qualitative Data
Given the statistical advantage enjoyed by the graph rep-

resentation, the next question we wished to explore involved
participant perspectives on each of these representations of
search results. How did they differ? What were the advan-
tages and disadvantages of each from a user perspective?
We present four themes arising from our qualitative data
analysis in this section.

5.3.1 Biasing Factor: A Willingness to Explore
Exploratory behavior, defined by the National Library of

Medicine as “the tendency to explore or investigate a novel
environment”, is driven by curiosity and is evident in most
exploratory searches. Both lookup and exploratory searches
use curiosity in their search models, though the actual cu-
riosity which drives each type of search is slightly different
[4]. Specific curiosity is the desire for a particular piece of
information, as typified by an attempt to solve a problem or
puzzle. Diversive curiosity is a more general seeking of stim-
ulation or novelty, for example a television viewer flipping
between channels. In information seeking, specific curios-
ity corresponds to well-defined goals and directed searching,
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while diversive curiosity corresponds to ill-defined goals and
exploratory browsing [24].

In our thinkalound data and in our follow-up interview
data, we identified specific versus diversive curiosity as a
factor that influenced participants’ perceptions of each web
interface. Essentially, some participants preferred an inter-
face over the other based on the amount of time they were
willing to spend in exploratory browsing. Linking to specific
curiosity, if an interface is effective in accomplishing a search
task but required extensive time browsing, the participant
would rather use a different interface. Participants patience
with the search task was influenced by the tension between
the drive to solve the problem (specific curiosity) versus the
tolerance for browsing (diversive curiosity):

“For specific questions, it depends on how much time I’m
willing to spend. If I have more time I’d like the tree, because
it’s more scattered and I can learn more objectively.” [P4]

“So I feel like the Tree would be good if I wanted to sit down
and spend time reading about a topic and I wasn’t looking for
something specific. Whereas if I was looking for something
very specific, for that, I think I would like the other one
[graph] better. Cause it was already doing the keyword search
and it was easier to pick out things.” [P8]

“If I need a fast way, I go to the graph. I use the tree only
when I’m learning deep about a new domain.” [P4]

This observation is in line with the initial work on informa-
tion foraging; Pirolli and Card [25] defined the profitability
of an information source “as the value of information gained
per unit cost of processing the source.” Cost is defined in
terms of time spent, resources utilized and opportunities lost
when pursuing a search strategy instead of others [28]. We
find that diversive curiosity biases toward the tree structure,
whereas specific curiosity biases toward the graph.

5.3.2 Task Effects: Finding Versus Learning
The Web has provided the opportunity to browse and nav-

igate through an extensive information space. However, be-
yond simply finding basic answers, web searchers also engage
in learning and discovery [20].

As noted in our study design, we incorporate two tasks
with different levels of complexity. Given these two levels of
complexity, in post-experiment interviews the participants
were able to compare the two interfaces based on the speci-
ficity of the information they were looking for. Interestingly,
however, participants were divided on which interface was
better for simple versus complex search tasks.

Overall, most participants found the graph interface more
practical for finding specific information and simple question
answering tasks. Both question-answering and keyword-
based tasks were typically perceived of as advantaging the
graph structure:
For the question-answering task I’d rather use the graph.
Because I want to know exactly if this word is linked to that
word. If there are two words appear in the same sentence
you can quickly find an answer and I don’t have to read the
whole article. [P9]
When I was searching for specific keywords, with the tree
interface I actually had to go to the article itself to search.
so it wasn’t useful. Whereas the other one [graph] actually
gives me access to the keywords. [P14]
To learn I think the hierarchy interface is good if I want to
learn say about history of Canada, because then you start
from step 1 and the you go to the next level. [P10]

This is not to say that our participants were universal in
their beliefs about data visualizations. Some participants
found that the tree was significantly better for finding a
specific piece of information. P2, P3, and P6 all articulated
variants of this belief:
But when you are trying to find a specific answer to a ques-
tion, then the tree structure is good, because it helps you
traverse from the root to a leaf node. [P2]
I like the tree better for specific questions. It categorizes
things better.[P3]
Tree is pretty good for finding exact information. [P6]

To try to understand this phenomenon better, we looked
at other demographic data collected from our participants,
and found an intersection between the belief that a tree was
better suited to search tasks and our participants self-rated
prior knowledge of the topic being examined. Participants
were biased toward a tree structure for broad learning of the
task domain particularly when they had low prior knowl-
edge. This result seems to replicate findings by Amadieu et
al. [3] on the use of network structures versus hierarchical
structures in the education domain, i.e., that low knowledge
learners benefited from hierarchical structures in free recall
performance and exhibited reduced disorientation, whereas
high knowledge learners performed better and followed a
more coherent reading sequence given a network structure.
Participants, too, noted this phenomenon:
So if you are an expert in a domain, you want the view very
focused [knowledge graph]. But if you don’t know much about
a domain, you want to see an overview first [tree]. [P6]

5.3.3 Data Relations: Derivative Versus Multifaceted,
Local Versus Global

Visualizations of structures, i.e. of entities and relation-
ships, inherent in large data sets can help users understand
the structure of the data and make information more acces-
sible. However, participants may perceive a domain to have
a derivative/hierarchical structure or a multi-faceted struc-
ture. If the representation of search results mimics that
perceived structure, participants prefer that structure:
If you are searching for something that is already structured
and we already know the names of these categories, then the
tree is helpful. [P2]
For the [tree] interface, if I was using it for a topic like
Geography, then I’m looking for continents, countries, cities,
states, capitals, ... . Then I know the headings and then I
know which path to take.[P3]
I think [tree] would also be useful if you had some sort of
notion of how things are laid out, like if there was a chrono-
logical order. Yeah, if that was chronological that would be
nice cause you could gauge where you needed to click. Like
you saw something that was really-really previous and two
nodes down to find something more recent, even if you don’t
know exactly which one.[P8]

To clarify, the data relations in question are those per-
ceived to be salient by the participant. If salient relation-
ships are viewed as derivative or hierarchical (e.g. ‘is-a’ re-
lationships), then a tree can best capture this view of data,
whereas if salient relationships are more heterogeneous and
resist structure as a hierarchy, that advantages the graph-
based representation.

Beyond the specific relationships between entities, another
theme that appeared in our data involved the scope of in-
formation required to satisfy a query. The tree structure
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seems to provide a comprehensive overview for the infor-
mation space. Even if we provide groupings and overviews
for our graphs, the graph interface best serves exploration
at the entity-relationship level. As a result, several partici-
pants liked the tree structure for cases where they needed a
comprehensive overview of the domain:
If I’m learning about a new domain, in the case that I want
to cover the entire domain and get a general understanding
of everything but at the surface, I’d like the tree. [P7]

5.3.4 Problem Solving Approach: Depth-First Ver-
sus Breadth-First

According to Brown [6] information seeking is a goal-
driven activity in which needs are satisfied through prob-
lem solving. This view is comparable to Wilson’s model of
information seeking [38], which considers information seek-
ing as a problem-solving process with the goal of reducing
uncertainty about the information being searched.
... if you have a large amount of data then you’re kind of
confused, you don’t know which part to look at, which con-
nection to look at. ... I would use hierarchy to get an idea
of how everything is organized and then maybe I go and try
to dig in more, find out the relations between terms.
- For digging more would you use the graph?
- Yes. But again, even in the graph, it should be the specific,
the focused one. Not the whole thing. [P21]

In unpacking this quote, we note that the process of di-
rectly addressing a problem is essentially a depth-first pro-
cess where the knowledge graph allows a focused exploration
of a region. On the other hand, with confusion the breadth-
first or tree-based exploration is beneficial as it allows the
user to iteratively reduce confusion, obtain an overview, and
only slowly exploit detail. Many participants indicated sim-
ilar concepts of confusion, nervousness, or inadequacy as a
rationale for their preference for the tree structure:
[The graph interface] is not friendly. Too many things! [P2]
Because I get frustrated jumping from one node to the other
for a while and don’t get any information I want. ... If the
graph is too big, I get scared of it! ... Too many things, so I
don’t know where to look [P26]
when the graph is too big, I don’t know where to look ... and
I don’t also know where to start. Because I’m not familiar
with most of the information .. the Councils, the positions,
the names, ... So I don’t know where to start. [P26]

More generally, many research domains argue for overview
and structuring of content to permit sense-making and re-
duce confusion. Information visualization is founded on the
techniques people use to structure and cluster visual stimuli
(see, for example, [34], Chapter 1). Problem solving re-
search in psychology connects aspects of visual perception
and structuring of content to comprehension [26]. Design-
ing for visually impaired readers argues for well-structured
hierarchical content to allow more rapid sense-making [14],
even in the absence of vision. Essentially, overviews are in-
valuable when people feel a need to orient themselves within
data.

Alongside confusion and the need to orient ones-self within
a domain, one’s problem-solving strategies may bias be-
haviour. Research into problem solving strategies has a long
history in the psychology domain. One well-known charac-
terization of coping or problem-solving strategies identifies
two groups of individuals: Problem-focused and Emotion-
focused [18]. Problem-focused individuals tend to directly

address a problem, whereas those with an emotion-focused
strategy seek to reduce the effects of the problem. In web
search, Kim [17] found that problem-solving style had some
impact on navigational patterns. Emotion-focused subjects
traversed several layers of nodes before returning to the
starting page (i.e. a depth-first navigation), whereas problem-
focused subjects spent more time checking nodes available
in the same level (i.e. a breadth-first navigation). Acknowl-
edging the lack of personality-testing in our questionnaires
[17], the link between confusion, nervousness, or fear and
a desire for a hierarchical structure that allows depth-first
exploration may merit further inquiry.

6. DISCUSSION

6.1 Understanding Tree Versus Graph Visu-
alizations

As we note in the introduction, our goal with this research
was to explore the differences between graph and tree visual-
ization, specifically to understand their similarities and dif-
ferences with respect to the search process. Our results ex-
plore these differences, triangulating both quantitative data
from log files and qualitative data from participant inter-
views to understand how search result representations influ-
ence search behaviour.

From our log data, we note that the hierarchical structures
in our study serve as pointers to passages in a document due
to their similarity to tables-of-contents. Essentially, they
simplify the process of locating topics, but the monotonic re-
lationship that they represent – for example an is-a relation-
ship – limits the information they can represent. The end
result is that hierarchies result in a greater need to read the
document rather than find the information contained within
the visualization, shown, in our log data, by more instances
of reading documents, and a longer period of time reading
documents. Specifically, participants read documents three
times more frequently and spent almost ten times more time
reading. Our data also highlights the advantages and dis-
advantages of gleaning information from a knowledge-graph
versus finding the relationship within source material and
generating an abstract version of the knowledge graph for
oneself. However, it is also clear that one representation is
not better than the other in any subjective sense. Many of
our participants expressed a need for combining both inter-
faces into one interface which enables switching between a
global and a local view of the information space.

6.2 Design Implications
When designing search interfaces, the process of creating

a view of search results remains challenging. Information
visualization tools such as the InfoVis Toolkit4, SpotFire5

and InfoZoom6 typically support multiple representations
of search results. Our work does not dispute the accepted
practice of recognizing that heterogeneous, interactive visu-
alizations are the best way to allow exploration of a data set
generated by search queries.

Our study highlights the complementary nature of hierar-
chical structures and knowledge graphs as representations of
data. Our data indicates that hierarchies allow a more grad-
4http://sourceforge.net/projects/ivtk/
5http://spotfire.tibco.com/
6http://www.softlakesolutions.com/
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ual depiction of and immersion into the domain, essentially
fostering sense-making of the overall content (see Section
5.3.3). On the other hand, participants note that graphs are
“more engaging” (P4), yield “more control over exploration”
(P8), or are “similar to my mind” (P16). This, then begs the
question of whether hierarchies and knowledge-graphs could
be combined, but the challenge with combining hierarchical
structures with knowledge-graphs is that hierarchies repre-
sent topics within a corpus, whereas nodes in a knowledge
graph represent entities and their relations. Any one en-
tity in a knowledge graph can map onto several topics in a
hierarchy: For example, a political figure or governmental
structure (e.g. the Guardian Council) or a historical event
(e.g. the War of 1812) may be mentioned in all topics in a
hierarchy, depending on how pervasive that entity is to the
overall corpus.

On the other hand, within our knowledge graphs, nodes
have different prominence based upon the number of edges
they connect to. Entities that are more pervasive in the doc-
ument have more connections and, hence, can be assumed
to be more central to the topic. One alternative to hier-
archical structures is to consider central entities within a
knowledge graph, those entities that have a higher connec-
tivity to the graph. By setting thresholds, one might be able
to structure a multi-level view of a knowledge graph around
central entities. We are exploring this option as one way to
effectively combine the advantages of knowledge graphs and
hierarchies into a single view. Rather than breaking down
topics or concepts as in our tree view or in concept maps,
the multi-level view of knowledge graphs focusing on cen-
tral entities simply introduces information seekers to those
entities or objects most central to a retrieved corpus.

6.3 Limitations
In designing any study, compromises must be made. In

this section, we discuss three potential confounds: interface
effects versus information representations; the effect that
hand-tuning may have had on results; and the generalizabil-
ity of our results given corpus size and topic/task selection.
In this section, we address each of these concerns.

Any time one conducts a user study comparing two ar-
tifacts, it is always possible to bias the study through se-
lective design. A poor user interface or poor interaction
design can disadvantage one experimental option, leading
to biased results. To limit this confound, we conducted
multiple rounds of pilot studies and made modification to
ensure that each representation was sufficiently rich that
participants could perform a significant portion of the in-
formation seeking task within the visualization. In ana-
lyzing our data, we found that participants in our study
data indicated no dissatisfaction with the interaction within
the visualizations, and, instead, focused on the visualiza-
tions themselves. Even on probing during de-briefing inter-
views, participants would frequently discuss the advantages
and disadvantages of knowledge representations (hierarchies
versus graphs) when asked to comment on each interface.

A second concern revolves around the ecological validity
of our results, particularly in light of hand tuning. As we
noted in our experimental design section, we used automated
algorithms to generate knowledge graphs [30] and extracted
hierarchies from tables-of-contents or headings within docu-
ments. However, we then performed some refinement of the
hierarchies (adding low-level sectioning to documents) and

knowledge graphs (mainly refinement of coreferencing). We
address this point in two ways. First, arguably, to ensure
that confounds are not present in our results, hand-tuning
(or at least manual verification) is essential. Otherwise,
error-prone algorithms and poorly structured data could in-
fluence the effectiveness of any individual representation of
search results, focusing the data around the algorithmic fail-
ures as opposed to the nature of hierarchies versus graphs.
Second, it is important to note that the manual refinement
we performed was very limited. In hierarchies, we created a
richer set of leaf nodes, but did not modify the overall struc-
tured content of the document; in knowledge-graphs, a small
set of entities (less than 10%) needed to be combined when
coreference resolution failed. As research in automatic sum-
marization and coreference resolution continues, these prob-
lems will hopefully be addressed by researchers working in
natural language processing.

Finally, task and corpus has been a concern in past itera-
tions of this paper. Our tasks and topic effects are discussed
in Section 5.1. We argue that the 10 most relevant docu-
ments from Wikipedia represents a set of documents similar
to the number explored in real-world web searching tasks.
First, while web searches return more results, work on in-
formation seeking argues that the effective size of a relevant
document set for web search results is significantly smaller
that all documents returned – on the order of six documents
– hence the importance of ranking algorithms in information
retrieval [16] [15]. Second, not every retrieved document is
directly relevant to any specific information seeking task.
A user may look within any individual document within a
set of top ranked documents, and he or she may also com-
bine information from multiple sources to satisfy his or her
information needs.

7. CONCLUSION
In this paper, we present the results of a study eval-

uating knowledge graphs and trees as spatial representa-
tions of Web search results. Our analysis includes both
log data gleaned from participant interactions with data
representations and qualitative interview data gleaned from
thinkalouds and semi-structured interviews. Overall, we find
that knowledge graphs are effective in capturing the entities
and relationships in a corpus in a way that reduces partic-
ipant reliance on actual retrieved documents, i.e. partici-
pants viewed significantly fewer documents for significantly
less time. As well, the quality of participant responses to
pre-specified queries (a measure of how effective visualiza-
tions are at representing data) was statistically unaffected
by representation. Finally, from the perspective of our par-
ticipants, we find that tree-based representations are better
suited to learning, provide better overviews of a domain, and
are more approachable for participants who are confused.
Graphs, in contrast, work best for directly seeking answers,
and appear to be a more playful mechanism for exploring
the details of individual entities and their relationships.
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