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Introduction
▪ Data explosion

▪ Global data production expected to exceed 180 
ZB by 2025 [1]

▪ Mechanisms

▪ Distributed file systems [2]

▪ Storage Architectures [3]

▪ Data Deduplication [4]
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Introduction: Deduplication
▪ Data Deduplication [5]

▪ Identify and eliminate 
duplicate data

▪ Deduplication Overview [6]

▪ File Chunking and Hashing

▪ Fingerprint Comparison

▪ Data Storage

3

[5] Dutch T Meyer et al. A study of practical deduplication. ACM Transactions on Storage (ToS), 2012.

[6] Alan Liu et al. Dedupbench: A Benchmarking Tool for Data Chunking Techniques. IEEE Canadian Conference on Electrical and Computer Engineering (CCECE), 2023.

File 1

File 2

C1 C2 C3

H1 H2 H3

Do you have 
H1, H2, H3?

No, 
send all

H1 H4

Do you 
have H1, 

H4?

Send only 
H4’s chunk

Client 1

Client 2

Server

H3
H2H1

SeqCDC, MIDDLEWARE 2024



Introduction: File Chunking
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▪ Content-Defined Chunking (CDC) [7, 8, 9]

▪ Systems in production favor larger 
chunks

▪ Metadata concerns

▪ Storage fragmentation concerns
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(a) Chunking Throughput on Random Data
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Existing CDC algorithms 
designed for small chunks!



SeqCDC
▪ Novel CDC algorithm

▪ Lightweight boundary detection to reduce complexity

▪ Content-defined skipping to selectively avoid scanning unfavorable regions

▪ 1.5x – 3x higher throughput than state-of-the-art

5

(a) SeqCDC
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Outline
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▪ Introduction

▪ Background

▪ Design 

▪ Evaluation

▪ Conclusion
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Background: Content-Defined Chunking

File 1

10 AF 13 51 A2 F4 FF A2 C3 11 12

[7] Athicha Muthitacharoen et al. A low-bandwidth network file system. SOSP, 2001. 

10 AF 13

Sliding Window

Hash == 0?

Rabin’s chunking [7]

SeqCDC, MIDDLEWARE 2025



File 1

10 AF 13 51 A2 F4 FF A2 C3 11 12

[7] Athicha Muthitacharoen et al. A low-bandwidth network file system. SOSP, 2001. 

AF 13 51

Sliding Window
Hash == 0?

Rabin’s chunking [7]

Background: Content-Defined Chunking
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File 1a

15 AF 13 51 A2 F4 FF A2 C3 11 12

File 1

10 AF 13 51 A2 F4 FF A2 C3 11 12 10

Adding a byte

[7] Athicha Muthitacharoen et al. A low-bandwidth network file system. SOSP, 2001. 
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Rabin’s chunking [7]

Background: Content-Defined Chunking
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File 1a

15 AF 13 51 A2 F4 FF A2 C3 11 12

File 1

10 AF 13 51 A2 F4 FF A2 C3 11 12 10

Only one chunk is different, the rest are the same

Adding a byte

[7] Athicha Muthitacharoen et al. A low-bandwidth network file system. SOSP, 2001. 

AF 13 51

Sliding Window

Hash == 0?

Rabin’s chunking [7]

Background: Content-Defined Chunking
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Background: Issues with Traditional CDC
Traditional CDC

▪ Expensive boundary detection

▪ Large amount of data to scan

▪ Scanned amount does not 
change with chunk size
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Can we chunk the data without 
scanning all of it?
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Outline
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▪ Introduction

▪ Background

▪ Design

▪ Evaluation

▪ Conclusion

SeqCDC, MIDDLEWARE 2024



SeqCDC

▪ Insert chunk boundaries when fixed-length sequences are 
detected

▪ Monotonically increasing / decreasing

▪ SeqLength
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SeqCDC

▪ Skip scanning the sub-minimum region

▪ Minimum chunk size

▪ Similar to existing CDC algorithms
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SeqCDC

▪ Skipped regions

▪ Unfavorable: Opposing slope bytes

▪ When triggered, skip scanning the next SkipSize bytes
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SeqCDC
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SeqCDC

▪ Lightweight and hashless

▪ Selectively skip unfavorable 
regions

▪ Larger chunk size => Larger 
SkipSize 

Traditional CDC

▪ Expensive boundary detection

▪ Large amount of data to scan

▪ Scanned amount does not 
change with chunk size

16



SeqCDC

▪ How much is byte-shift detection affected?

▪ Small amounts on real datasets

▪ Detailed analysis in paper
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a) Different kinds of byte shifts with SeqCDC
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Evaluation
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Datasets Metrics
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Evaluation: Chunking Throughput
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SeqCDC achieves 3x 
higher throughput 
at large chunk sizes
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Summary
▪ Data deduplication is used to improve storage efficiency

▪  Content-defined chunking algorithms critical to system performance

▪ SeqCDC

▪ Lightweight boundary detection and content-defined data skipping

▪ 1.5x – 3x higher chunking throughput with similar space savings

▪ Code: https://github.com/UWASL/dedup-bench
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https://github.com/UWASL/dedup-bench
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