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Abstract

We present LoLKV, a novel logless replicated key-value storage system. LoLKV follows a fundamentally different approach for designing a linearizable key-value storage system compared to state-of-the-art systems. LoLKV forgoes the classical log-based design and uses lock-free approach to allow multiple threads to concurrently update objects. It presents a novel leader election and consolidation approach to handle complex failure scenarios. LoLKV’s followers are passive, reducing their overall CPU usage. Our evaluation shows that LoLKV achieves 1.7–10× higher throughput and 20–92% lower tail latency than other state-of-the-art low-latency key-value stores.

1 Introduction

Online services, such as financial services [1, 2] and interactive applications [3], have strict tail latency requirements in the microsecond ranges [4]. Systems supporting these services must achieve high throughput at a low tail latency. A central category of systems supporting this class of services is replicated and strongly consistent key-value stores [5, 6, 7].

State-of-the-art low-latency key-value stores such as APUS [5], DARE [6], Mu [7], and uKharon-KV [8] use RDMA-based consensus protocols, which replicate data across multiple nodes in a few microseconds. While these systems achieve acceptable tail latencies under low load, our evaluation (Section 6) shows that these systems are unable to maintain these low tail latencies under high load. The main reason for this inefficiency is that these systems follow the classical log-based design [9, 10] for building a linearizable storage.

The classical log-based design has two steps for executing operations that update objects: replication and application. During the replication step, a leader stores and replicates a new operation to a replicated log. Once the operation is replicated on a majority of followers, the application step applies the operation to the key-value store on all followers.

The log-based design [9, 10] has three fundamental inefficiencies when considering low tail latency workloads. First, the log represents a single point of serialization, limiting concurrency and prohibiting current systems from effectively leveraging multi-core machines. To address this inefficiency, modern systems resort to sharding [5, 6, 7, 11, 12, 13, 14], such that each shard serves a subset of the key space. Each shard has a separate process with its own memory, threads, and followers on other nodes. Current systems use sharding for two purposes. First, to distribute shards among nodes to scale to large clusters. Second, to have multiple active shards per node to leverage multiple CPU cores. Unfortunately, deploying multiple active shards per node leads to inefficient memory use, especially when paired with RDMA, as each shard process has its own pinned memory region causing memory fragmentation. Furthermore, having a large number of shards complicates supporting multi-key operations and leads to lower performance for skewed workloads, in which a few shards hold popular keys.

The second fundamental inefficiency is that the classical log-based design separates data replication from application. In key-value stores this leads to an extra memory copy as new objects need to be first stored in the log [5, 6, 7] and later, when committed, copied to the key-value store.

Finally, the classical design requires all followers to re-execute every operation. This significantly increases system overhead. For instance, with a replication level of three, every operation is executed three times in the cluster.

We present the Logless Linearizable Key-Value (LoLKV) storage system. LoLKV follows a fundamentally different design approach compared to the state-of-the-art systems. LoLKV forgoes the replicated log design and avoids placing multiple active shards on a node. In LoLKV, a node may have a single active leader shard and multiple passive follower shards. The leader shard is multi-threaded and utilizes all of the node’s CPU cores. The passive follower shards are not involved in processing put and get operations. The leader shard uses one-sided RDMA to replicate new objects on followers. Once the new object is replicated on a majority of nodes, the hash table is updated with a pointer to the new object.

This approach overcomes the aforementioned shortcomings. First, it uses multiple threads to utilize all CPU cores and to concurrently replicate objects. It avoids extra memory copies by only having pointers in the hash table. Finally, the leader replicates the updates to the memory and hash table of followers without requiring the follower to re-execute operations. This enables LoLKV to use all available resources on all nodes to serve client requests, leading to higher performance.

While the proposed design increases system concurrency, it introduces new challenges for leader election and data consolidation. The proposed design complicates fault tolerance because LoLKV uses multiple concurrent threads that can leave the system in an inconsistent state under leader failure scenarios. Applying insert and delete operations directly in the key-value store complicates garbage collection as well. To realize LoLKV, we design novel leader election and data consolidation protocols that identify the latest updates for each memory segment and sync a new leader with the latest
system state. In addition, LoLKV uses a replicated garbage collection approach to maintain the storage system memory in sync during garbage collection.

We implemented LoLKV and compared it to the state-of-the-art systems. Our evaluation shows that for uniform workloads, LoLKV achieves 1.69–2.9× higher throughput and 20–55% lower tail latency over DARE [6], and 4–10× higher throughput and 56–92% lower tail latency over APUS [5], Mu [7] and uKharon [8]. In addition, our evaluation shows that LoLKV achieves similar results under skewed workloads and under different read and write ratios. Our evaluation of system scalability shows that LoLKV can scale to efficiently use all system resources and achieve up to 18 million ops/s which is 4×, 7×, 10×, and 36× higher than DARE, uKharon, Mu, and APUS, respectively.

The rest of the paper is organized as follows. Section 2 discusses RDMA and RDMA-based consensus protocols. Section 3 and 4 discuss the design and implementation of LoLKV. Section 5 discusses the correctness of LoLKV. Section 6 presents the results of our evaluation. Section 7 discusses additional related work before the paper concludes in Section 8.

2 Background and Related Work

2.1 Remote Direct Memory Access

Remote direct memory access (RDMA) [15] allows a machine to directly access the memory of a remote machine without involving the remote CPU. RDMA offers a low-latency and high throughput communication mechanism as it bypasses the kernel network stack.

Applications communicate over RDMA by establishing queue pairs. Each queue pair consists of a send and a receive queue. RDMA supports two main types of operations: two-sided and one-sided operations. Two-sided operations include Send and Receive operations and involve the CPUs of both the sender and receiver. One-sided operations do not involve the CPU on the receiving side. The sender specifies the data’s remote address. One-sided operations have lower latency and higher throughput compared to two-sided operations [16].

Current implementations of RDMA support three transport protocols: Reliable Connected (RC), Unreliable Connected (UC), and Unreliable Datagram (UD). In RC and UC, a connection is established between two queue pairs, one on the sender and one on the receiver, which communicate exclusively with each other. RC guarantees that messages are delivered at most once, in order, and without corruption. In a UD protocol, one queue pair can communicate with one or more queue pairs. UD supports only two-sided operations.

In LoLKV, we use one-sided Writes over RC for data replication and two-sided operations over UD for client communication.

2.2 RDMA-based Consensus

Several RDMA-based leader-based consensus protocols have been recently proposed. In leader-based systems, one replica acts as a leader while others are followers. The leader is responsible for processing client requests. The leader appends new operations to the log and then replicates the log entry on followers. The operation is considered committed only if it is replicated on a majority of replicas. The leader then applies the operation to the state machine and replies to the client.

DARE [6] is an in-memory RDMA-based consensus protocol that adopts the Raft protocol [9]. Replication in DARE requires 2 RTTs of one-sided Write operations. The first set of Writes appends the log entry to the follower logs while the second updates their tail indices. When both Writes succeed on a majority of replicas, the leader updates its commit index and posts another Write to update the followers’ commit indices. Followers check their commit index periodically to apply newly committed entries to their state machines.

APUS [5] is a Paxos-based [10] consensus protocol which uses RDMA. The leader stores new operations to its local log and then replicates log entries to follower logs using one-sided Writes and waits for acknowledgments. In contrast to DARE, APUS followers actively participate in replication. Each follower notifies the leader when it accepts a log entry by sending an RDMA Write to update the entry in the leader’s log. The leader commits an entry if it is accepted by a majority of replicas. Committing an entry in APUS requires 2 RTTs.

Mu [7] is an RDMA-based consensus protocol that targets microsecond-scale applications. The leader uses an RDMA Write to append operations to follower logs. The operation is considered committed if it is replicated on a majority. Followers poll committed requests from the log and pass them to the application. The leader does not start replicating a log entry until the previous one is committed. Mu requires a single RTT to replicate an operation in the common case.

uKharon [8] is an RDMA-based consensus protocol optimized for microsecond-scale failure recovery. uKharon uses one-sided RDMA-based Paxos to achieve fast leader failover times. To enable one sided Paxos, uKharon’s consensus engine uses an RDMA Write and a Compare-and-Swap (CAS) operation in the ACCEPT phase while Mu [7] only uses an RDMA Write. While this additional CAS improves failure recovery times, the authors mention that it causes uKharon to perform worse than Mu in failure-free scenarios. In addition, uKharon does not offer ways for failed or network-partitioned nodes to rejoin the system.

These systems have three fundamental shortcomings. Firstly, at the core of each of these systems is a replicated log. The log limits concurrency because it introduces a serialization point. New operations are inserted serially in the log. Furthermore, in Mu, a new object is replicated only when the previous object is committed.

We evaluate the overhead of having multiple threads appending to a log. Figure 1 shows the time a thread waits until it acquires the lock protecting the log in APUS and Mu. Results show that the average wait time for 8 threads is 14.9× and 38.5× higher than that with one thread for APUS and
when the leader fails, a new leader is elected using a leader for leader election, data consolidation, and garbage collection. These design decisions lead to higher concurrency and lower system overhead.

3 LoLKV Design

LoLKV supports get, put, and delete requests, which read, write, and delete entire objects respectively. Figure 2 shows the architecture of LoLKV. The system consists of a set of nodes (i.e., replicas or replica set) connected using an RDMA-capable network, such as InfiniBand [15].

LoLKV adopts a leader-based replication protocol, in which one replica acts as a leader while others are followers. All client requests are handled by the leader, which runs multiple worker threads to process them. LoLKV does not partition the key space among the threads, i.e., any thread can process put or get requests for any object.

Similar to Raft [9] and Multi-paxos [17], LoLKV divides time into terms with a single leader per term. Each term has a unique term_id that is assigned in a strictly increasing order. When the leader fails, a new leader is elected using a leader election protocol (Section 3.4).

LoLKV divides allocated memory into equal sized segments which hold objects. Each segment contains a metadata section and an array of ObjectEntries. All objects within a single segment have the same size but objects across different segments may have different sizes. LoLKV’s segment store design is inspired by the Hoard memory allocator [18].

A segment can be owned by a single worker thread at a time. The thread which owns a segment has exclusive write access to its objects. A segment can be free meaning it is unowned, active meaning it has space for new objects, or sealed meaning that it is full and its objects cannot be modified. As stored objects are immutable, any thread can read any object from any segment. Each thread typically owns multiple segments with different object sizes.
3.1.1 Segment Metadata

Figure 3a shows the fields of a segment’s metadata:
- owner_id: ID of the thread that owns the segment.
- term_id: Term during which the latest change to the segment metadata occurred.
- status: Indicates whether a segment is active or sealed.
- seg_ver: Updated when a thread owns a segment.
- object_size: Size of objects within the segment. Object size may differ between segments.
- tail_idx: Index of the latest inserted entry in the segment.

3.1.2 Owning a Segment

To claim ownership of a new segment, a thread traverses the segments array in the segment store to find a segment that is “free”. The thread then uses a CAS operation to change the owner_id field of the metadata of the free segment. Following this, the thread sets the seq_num for all ObjectEntries to -1 to indicate that they are free. Then, it sets the fields of the segment metadata: term_id to the current term number, status to “active”, and tail_idx to 0.

LoLKV commits segment ownerships one at a time on a majority of replicas. The thread owning a new segment acquires a lock, increments a counter shared across threads, copies the counter’s value to the seg_ver field in the segment metadata, and then replicates this metadata. Once the operation is committed via replication on a majority of followers, the thread releases the lock and uses the segment to store new objects. This process guarantees that a segment’s ownership is committed before it is used.

3.1.3 Sealing and Releasing a Segment

A thread seals a segment when it is full and all its objects have been applied to the hash table. A segment remains sealed until all its entries are garbage collected. After that, the thread can release the segment. To release a segment, a thread will change the owner_id to -1 and set the status to “free”. When a segment is released, it becomes available for other threads to own. Sealing and releasing a segment are performed by changing the status field to “sealed” or “free”, respectively.

Segment sealing and releasing operations are not replicated. If a leader fails after sealing or releasing a segment, a future leader will perform the same operations as the old leader. If it finds a full segment, it will seal the segment, and if it finds an empty segment, it will release the segment.

3.2 Hash Table

The hash table stores pointers to ObjectEntries stored in segments; The goal of the hash table is to implement efficient get operations. The size of each hash table entry is 64 bits.

A hash table entry stores the offset of an ObjectEntry within the segment store, to ensure portability across replicas. While segment stores may have different base addresses across replicas, an ObjectEntry in a segment will have the same offset on all replicas. The hash table is shared among all worker threads.

The main fields of an ObjectEntry are shown in Figure 3b:
- <key, value>: The object’s key and value.
- term_id: Term during which this entry was written.
- seq_num: Operation sequence number assigned by the worker thread. Used to order all operations of a thread within a term.

3.3 Replication Protocol

The leader runs multiple worker threads to process client requests. Each request is processed by one worker thread. Worker threads are independent; each thread has its own RDMA resources (e.g., queue pairs and work completion queues).

3.3.1 Worker Thread Metadata

Each worker thread maintains the following metadata fields: sequence_number and latest_operation. The sequence_number is a strictly increasing counter that is used to assign a sequence number for put operations processed by the thread. The latest_operation field stores the address of the last ObjectEntry inserted by the thread.

The thread also maintains two metadata fields for each follower: latest_replicated_operation and latest_applied_operation. The thread uses these to identify operations not yet replicated or applied at the follower.

3.3.2 Put Requests

The processing of a put request has three main phases: creation, replication, and application phases.

Creation Phase. When a thread receives a put request, the thread creates an ObjectEntry and populates its fields. The thread increments its sequence_number and assigns it to the entry. The thread writes the object to a segment. The thread updates its latest_operation field and tail_idx field of the segment metadata to point to the newly inserted entry.

Replication Phase. The thread commits the ObjectEntry by replicating it on a majority of replicas. The thread replicates...
entries in order of seq_num. Threads use RC transport to replicate objects, which guarantees in-order message delivery.

Once an ObjectEntry is replicated on a majority of replicas, the request is considered committed. The thread updates its latest_replicated_operation field whenever it replicates an entry on a follower. The <term_id, seq_num> tuple specifies the order of all operations processed by a thread.

**Application Phase.** After an ObjectEntry is committed, the thread updates the hash table entry to point to the newly inserted object. To guarantee consistency, entries must be applied in the order specified by <term_id, seq_num> tuple.

LoLKV uses a linear probing hash table. The thread first checks if the key already exists in the hash table. The thread hashes the key K to determine the entry to begin probing from. The thread checks that hash table entry and all successive entries one by one. Probing terminates when the thread finds either a hash table entry pointing to an ObjectEntry of the key K or an empty entry. If the thread finds an entry pointing to the key K, the thread only updates the entry if the insert is a newer operation than the existing version (Section 3.3.3). If probing ends at an empty entry, the key is inserted into the empty entry.

As the hash table is shared among all worker threads, multiple threads may concurrently try to update the same hash table entry. To ensure correctness, hash table entries are updated atomically using CAS operations. If a CAS operation fails, the thread repeats the probing process.

After the thread applies the entry locally, it returns an acknowledgment to the client. In the background, the thread replicates the hash table updates to the followers. Periodically, the thread updates segments’ tail_idx on followers.

### 3.3.3 Concurrent Put Requests to the Same Key

In LoLKV, multiple put requests for the same key might be replicated concurrently by different threads. As a result, an ordering mechanism is needed to ensure the correctness of the system. LoLKV uses the incarnation array to ensure operations are serialized. The incarnation array is an array of K atomic counters. LoLKV divides the key-space into groups and each group is mapped to a counter in the incarnation array. The counter is atomically incremented whenever a put operation for a key within the group is processed. This value is then stored in the incarnation field of the ObjectEntry.

Before applying an ObjectEntry to the hash table, its <term_id, incarnation> tuple is verified to ensure that it is larger than the <term_id, incarnation> of the ObjectEntry currently pointed to by the hash table. If it is not larger, the hash table update is discarded since the ObjectEntry currently pointed to by the hash table is newer.

The incarnation array is not replicated as it is only used to order writes by leader threads. When a new term starts, the new leader resets its incarnation array. The size of the incarnation array is far larger than the number of worker threads, which reduces the chance of false sharing between concurrent put operations.

### 3.3.4 Get Requests

In LoLKV, get requests are served locally by the leader. Any thread can process any get request for any key as a thread can read objects from all segments, even a segment it does not own. The worker thread probes the hash table in the same manner used for put requests. The thread will return a value to the client only if the hash table entry points to a valid ObjectEntry. It is safe to serve get requests using only the leader state because the leader obtains a lease [19] from a majority of replicas. During the lease, other replicas will not try to become a leader.

### 3.3.5 Delete Requests

Delete requests follow the same steps of the put requests with a small difference: a tombstone object is replicated in the segment store and the hash table is updated with to point to the tombstone object.

### 3.4 Leader Election

LoLKV divides time into terms, and each term has at most one leader. Before a replica becomes a leader, it must get the votes of a majority of replicas. Each replica can vote only once in a term. LoLKV relies on dynamically managing the state of the RC QPs to ensure that only the current leader has remote access to the system’s data structures. Before accepting a vote request from a candidate, replicas revoke the old leader’s access by transitioning the associated QPs into a non-operational state.

**Failure detection.** LoLKV employs a heartbeating mechanism to detect failures. Each replica maintains a heartbeat data structure which consists of three fields: term_id, leader_id, and counter. The counter field is incremented periodically. The leader election protocol starts when a follower suspects that the leader has failed (i.e., misses N heartbeats from the leader). To detect leader failure, followers read the leader’s heartbeat data structure periodically via RDMA. Follows verify that the leader’s counter field has changed and that the leader’s ID and term_id match their data structure. If a follower cannot access the leader’s heartbeat data structure or the leader’s counter does not change for a specific duration, the follower assumes that the leader has failed. Similarly, the leader checks the followers heartbeat data structures periodically and steps down if it no longer has a majority of followers.

**Leader election.** Leader election protocols of some systems (e.g., Raft [20]) elect the most up-to-date replica as a leader. However, using this approach in LoLKV is not feasible. In LoLKV, different worker threads are independent. Different threads may replicate different requests on different replicas.
That is, two committed operations could be replicated on two different majorities. As a result, after a leader failure, there could be no replica that is up-to-date for all threads.

In LoLKv, each replica scans its segments to find the thread with the largest \(<\text{term_id}, \text{seg_ver}>\). Replicas exchange their largest \(<\text{term_id}, \text{seg_ver}>\). The replica with the largest \(<\text{term_id}, \text{seg_ver}>\) becomes a leader. If multiple nodes have the same \(<\text{term_id}, \text{seg_ver}>\), the node with the smallest IP address among them becomes the leader.

**Data consolidation.** The elected leader may not have all the segments up-to-date. Updating segments requires identifying the most up-to-date replica for each thread. To do this, the leader sends a request to each follower asking for the highest \(<\text{term_id}, \text{seg_num}>\) of each thread. Using this information, the leader identifies the missing operations for each thread and the replicas which have these operations. The leader contacts the most up-to-date follower to get the missing operations. The leader commits any uncommitted operations and applies them to the hash table.

**Update Followers.** During the leader election and data consolidation steps, the leader finds the highest \(<\text{term_id}, \text{seg_ver}>\) for each follower and the highest \(<\text{term_id}, \text{seg_num}>\) for all threads of the follower. The leader uses this information to complete the work of the previous leader by committing all uncommitted memory ownership operations and put operations.

Once the leader completes this process, the leader has all committed values and its segment store is up-to-date. After that, the leader starts serving new client requests.

### 3.5 Fault Tolerance

**Follower Failure.** LoLKV is designed to tolerate \(N\) replica failures given \(2N + 1\) replicas. When a follower fails, the leader removes it from the active set and stops replicating operations on that replica. Hence, follower failures do not affect the safety of the system. When a follower rejoins the system, the leader first finds the highest \(<\text{term_id}, \text{seg_ver}>\) of the follower, and then it replicates all memory ownership operations that the follower misses. Then, the leader recovers the worker threads metadata for that follower (i.e., latest_replicated_operation and latest_applied_operation). After that, the leader starts replicating ObjectEntries on the follower.

**Leader Failure.** When the leader fails, the system will not be available until a new leader is elected and the data consolidation process completes. For any thread, it is guaranteed that at least one replica in any majority has all committed entries that are committed by the failed leader. The new leader will use the data consolidation mechanism (Section 3.4) to bring itself up-to-date. Hence, although a leader failure might affect the availability of the system, it does not affect its correctness.

**Message Loss.** Client requests and responses are sent over UD QPs, which do not guarantee delivery of messages. If a request or a response is lost, the client times out and resubmits the request again. Note that it is safe to process requests again since they are idempotent. On the other hand, replication is implemented on top of RDMA RC transport which offers reliable and in-order message delivery.

**Data Corruption.** The data structures described in Section 3 can be accessed simultaneously by both local and remote threads. As a result, the correctness of any data read must be verified. LoLKv facilitates this by augmenting each structure with verification information. ObjectEntries are augmented with a byte appended to the end of each entry. For segment metadata entries and heartbeat data structures, a counter field is stored at the beginning of the data structure and again at the end of the data structure. If a failure occurs while updating this data structure, the counter field at the beginning will not match the one at the end.

Self-verifying data structures [13] are able to detect corruptions at the remote side as well (e.g., incomplete RDMA Write) because RDMA NICs guarantee that writes are performed in an increasing address order, i.e., the verification bytes at the end are not written before other bytes in the data structure.

### 4 Implementation Details

#### 4.1 Garbage Collection

The system will eventually run out of space if segments are not released by owner threads. The garbage collection process is responsible for releasing segments. A segment is not released until all ObjectEntries in the segment become invalid, i.e., they are inaccessible through the hash table.

Each thread periodically checks its sealed segments to identify any segments that should be freed. In LoLKv, a segment is freed if the ratio of valid objects in a segment drops below a configurable threshold. Before a segment is released, all its valid entries must be moved to another active segment. The owner thread moves these entries to a new segment while preserving their incarnation and term_id values in order to avoid overwriting a newer entry of the same key. The thread then inserts the objects in the hash table using the same probing mechanism. An entry in the hash table is updated with a new address only if its incarnation equals that of the moved object. Once the segment does not have any valid entries, the thread releases the segment by updating its metadata.

#### 4.2 Reusing Tombstones

While processing a put, if during the probing step the thread reaches an empty hash table entry, this indicates that the key does not exist. During probing, the thread records the first hash table entry that points to a tombstone with a term number smaller than the current term number. If probing terminates at an empty hash table entry (i.e., the key is not found), the thread updates the hash table tombstone to point to the new ObjectEntry. If no tombstone is found, the empty hash table entry is updated to point to the new ObjectEntry. We only
reuse tombstones from previous terms to avoid conflicts with delete requests in the current term.

5 Correctness

LoLKV design is based on the following assumptions; the network is unreliable and asynchronous, as packets could be dropped or take arbitrary time to arrive at the destination. There is no limit on the time a node takes to process a request. We assume a non-byzantine failure model in which nodes may stop working but will never send erroneous messages.

LoLKV guarantees linearizability at the object level. All operations for an object appear to be executed in a single global order. We used the TLA+ model checking tool [21] to verify LoLKV’s correctness. We use TLA+ tool to verify the correctness of the segment store, hash table, replication protocol, and leader election. In this section, we sketch out the proof of LoLKV’s correctness and discuss the correctness of the segment store and the hash table. To simplify the discussion, we sketch the proof without garbage collection.

Property I. Memory ownership is safe, meaning if a segment is owned by a thread, the segment ownership operation will be present in all future leaders. To prove this, we use three invariants:

1. A leader in term i commits segment ownership operations in order of the seg_ver. When a thread owns a new segment, it acquires a lock, increments seg_ver and assigns it to the new segment, commits the ownership operation on a majority of followers, then releases the lock. Using a lock guarantees that segments are assigned an increasing seg_ver and are committed in order of seg_ver.

2. For a given term i, if a follower has segment with term_id = i and seg_ver = n, it is guaranteed that it also has all segments with term_id = i and seg_ver < n. Following the argument in the previous invariant, segment ownership operations are committed in order of seg_ver. Furthermore, LoLKV uses RC transport to replicate memory ownership operation. RC guarantees ordered delivery of messages. This means if a node received seg_ver, then it must have received all previous messages sent on that channel.

3. The last segment ownership operation committed in term i is present in the leader of term i + 1. The leader election protocol elects a leader with the highest <term_id, seg_ver> among a majority of replicas. If the last committed ownership operation on a majority in term i has seg_ver = n, then the leader of term i + 1 will have an ownership operation with term id = i and seg_ver >= n. Following invariant 1 above, the leader of term i + 1 will have the last committed entry in term i.

Invariant 3 indicates that a leader of term i has the latest memory ownership committed in term i − 1. Hence, invariant 2 implies that the leader of term i also has all segment ownership committed in term i − 1. By induction, the leader of term i has all the segment ownership committed in all previous terms.

Property II. The data consolidation process guarantees that a leader has all committed entries from the previous term. Without loss of generality, we sketch the proof for a single thread here using the following invariants:

4. The leader thread in term i replicates put operations in order of the seq_num. To commit an operation, the leader thread increments the seq_num, stores the operation in the local segment store, then replicates the operations to followers.

5. If a follower in term i receives an operation with seq_num = n, then this follower has received all operations from this thread in term i with seq_num < n. This follows from invariant 4, and that we use RDMA RC transport for replication. The RC transport guarantees in-order delivery of messages.

6. For a given thread in term i, if an operation with seq_num = n is committed, then all operations for that thread in term i with seq_num < n are committed. If operation with seq_num = n in term i is committed, then this operation has been received by a majority of nodes. From invariant 5 above, those nodes that received seq_num = n must have received all operations in term i with seq_num < n. Given that those are a majority of nodes, then all operations in term i with seq_num <= n are committed.

7. A node that has the highest seq_num in term i among a majority of nodes has all of the committed entries in term i. Assume that in term i, the largest seq_num on a majority of nodes is n, and that the last committed entry in term i is m. Given that seq_num = m is replicated on a majority, then m <= n. Following invariant 5 above, the node that has n also has all operations with seq_num <= n, including m. Following invariant 6, it has all committed entries in term i.

The newly elected leader has the highest term number on a majority of nodes, but may not have all committed entries from the previous term. Before processing new requests, the leader runs the data consolidation process. For each thread, data consolidation looks for the highest <term_id, seq_num> on a majority of replicas. If a follower has a seq_num higher than the seq_num of the leader thread, then the consolidation process updates the leader with all missing operations. At the end of this process, for a given thread, the leader has all operations from the previous term with the highest seq_num among a majority of nodes. Following invariant 7 above, the leader has all committed entries in that term for that thread, verifying property II.

Property III. LoLKV guarantees if an object is committed by a leader it will be present in the segment store of all future leaders. From property II above, if a leader commits an operation in term i, the data consolidation process guarantees that this operation will exist in the segment store in the leader
term \( t + 1 \). By induction, a committed entry will exist in the segment store of all future leaders.

5.1 Correctness of the Hash Table

We do not need to replicate updates to the hash table entries for correctness. The object store has all the information needed to recover the hash table on a new leader. LoLKV threads lazily replicate updates to the hash table in the order of \( \text{seq\_num} \) only to optimize leader recovery.

We discuss safety when multiple threads try to update the same slot in the hash table under two scenarios: concurrency between threads updating the same slot with different keys and concurrency between threads updating the same slot with the same key.

The hash table uses CAS to update its slots. If a thread finds an empty slot in the table and its CAS operation fails to update that slot, the thread repeats the probing operation to find the target slot for the new object.

**Property IV.** LoLKV applies updates to the hash table following the order specified by the incarnation. If two threads are processing a put request for the same key, one of them will insert the update first in the table using CAS. While probing, the second thread will find that the key already exists, but since the object was inserted by a different thread, we cannot use the \( \text{seq\_num} \) to order these updates. For this scenario, we rely on the incarnation field. When processing a put request, a thread atomically increments the incarnation array to get a unique increasing incarnation for its put operation. We use this number to order operations on the same key. If a thread finds the object in the table with incarnation higher than the incarnation of its put operation, it discards its put operation, otherwise it updates the hash table.

**Property V.** In LoLKV, a get request returns the latest committed object for the target key. In LoLKV, get requests are served locally by the leader without contacting the followers. To serve a get request, a worker thread probes the hash table in the same manner used for a put request. If the thread finds the target key in the table, the thread reads the object from the object store. The thread verifies that the hash table slot was not modified while the thread is reading from the object store by verifying that the slot still contains the same object store address. If the slot has a different address, the thread repeats the process and reads the newer object of the key. Since a key can have at most one slot in the hash table, and since hash table slots point only to committed objects, the thread is guaranteed to return the latest committed object for the key.

**Property VI.** LoLKV guarantees linearizability at the object level. Properties I, II, and III guarantee that if a leader commits an entry in the segment store, the entry will be present in the segment store of all future leaders. Multiple threads may concurrently commit entries for the same key. Property IV shows how LoLKV uses the incarnation to create a global order of updates to the same key. Finally, Property V guarantees that get operations return the latest committed entry. These properties guarantee that LoLKV is linearizable for put and get operations per key.

6 Evaluation

We evaluate the performance of LoLKV and compare its latency and throughput against the state-of-the-art alternatives using uniform and skewed workload distributions.

**Testbed.** We conducted the experiments using a 12-node cluster on Cloudlab Utah [22]. Each machine has a Xeon E5-2450 8-core CPU with hyperthreading, 16GB of RAM, and a Mellanox Dual port FDR CX3 adapter. Machines are connected using a 56 Gbps Infiniband [15] network.

**Alternatives.** We compare LoLKV against DARE [6], APUS [5], Mu [7], and uKharon [8]. DARE and uKharon implementations come bundled with an in-memory key-value store. For APUS and Mu, we implemented an in-memory key-value store following the same design as LoLKV’s in-memory key-value store. Newly inserted keys are stored in the APUS or Mu logs and then copied to the segment store during the apply phase. We also evaluated LogCabin [20], a strongly-consistent key-value store based on Raft [9]. LogCabin uses TCP/IP stack for communication. Our results with write-only workload show that LogCabin has a throughput of 12, 500 ops, which is at least two orders of magnitude lower than other RDMA-based systems, and its latency is around 1.5ms, which is three orders of magnitude higher latency than other RDMA-based systems. We also evaluated HERD [12], an unreplicated key-value store that uses a mixture of RDMA Writes and RDMA Send and Receive for communication with clients. Results show that HERD achieves 4×, 8×, 8×, and 50× higher throughput compared to LoLKV, DARE, Mu, and APUS, respectively. This performance difference is mainly because HERD is an unreplicated key-value store, while other systems implement a replicated and linearizable key-value store. We omit adding the results of LogCabin and HERD to the figures for clarity.

**Experiment Configuration.** We run the systems in a multi-sharded setting, in which multiple processes of a system are deployed. Each process represents a replica of a single shard. We benchmark each system and select the number of shards and configurations that maximize its performance. We used a replication factor of three in all our experiments. All replicas of all shards were distributed among the same three nodes, while other nodes are used to run clients. Unless otherwise specified, we deploy the leader replicas of all shards on one node. However, we evaluate the scenario when the leaders are equally distributed among nodes in Section 6.6.

**Shard Configuration.** We run LoLKV with 8 threads, DARE with 8 shards, APUS with 7 shards, and Mu and uKharon with 4 shards. APUS does not scale to 8 shards as it runs a background process to establish RDMA multicast communication paths. Mu does not scale to 8 shards as each shard uses 4 threads; one thread performs log replication while 3 threads perform heart beating, monitoring, and permissions
Multi-shard deployment of DARE, APUS, Mu, and uKharon requires sharding the key space into partitions, with all requests to keys within a partition being served by the same replica set. In our experiments with these systems, a client picks the right shard for a request based on the hash of the key. On the other hand, as LoLKV does not have a fixed assignment of keys to threads, its clients send requests to threads in a round-robin fashion.

**Workload.** We used the YCSB benchmark [23] in our experiments with both uniform and skewed workloads. The skewed workload follows the Zipf distribution with a skewness parameter of 0.99. We experimented with 100,000, 1 million, and 10 million keys. As the results obtained in all these cases are similar, we present the results with 1 million keys. The key and value sizes are 24 and 64 bytes respectively. We report the averages from running 10 trials for each experiment. The standard deviation of all our experiments is below 5%.

### 6.1 Performance Evaluation

We compare the throughput and latency of all systems using the YCSB workloads with uniform and skewed key popularity distributions (Figure 4 and Figure 5).

For uniform workloads (Figure 4), LoLKV achieves $1.7-2.9 \times$ higher throughput and 20–55% lower latency compared to DARE. LoLKV also achieves $4-10 \times$ higher throughput and 56–92% lower latency compared to uKharon, Mu, and APUS. Figure 5 shows that LoLKV’s performance is not affected by workload skewness. On the other hand, DARE, uKharon, Mu, and APUS achieve 14%, 16%, 6%, and 18% lower throughput with the skewed write-only workload compared to their throughput with uniform workload.

LoLKV outperforms other alternatives for several reasons. First, LoLKV requires only one RDMA Write operation to replicate an object. Second, LoLKV combines the replication phase and the apply phase by replicating operations directly to the object store, avoiding an extra memory operation to copy the data from the operation log to the object store.

APUS has the lowest performance because replication in APUS requires two RDMA Write operations: one from the leader to followers to replicate log entries and one from followers to the leader to indicate the acceptance of a log entry. Hence, in APUS, the CPUs of the followers are involved in the replication process, which reduces throughput and increases latency. Replication in Mu and uKharon requires only one RDMA write operation from the leader to the followers, which results in higher throughput and lower latency compared to APUS. However, Mu and uKharon do not employ batching in the replication process, which imposes long queuing delays under heavy workloads. DARE achieves better performance than APUS and Mu as it employs batching. However, DARE requires two RDMA Write operations to replicate a batch of operations: the first operation replicates log entries on followers and the second one updates the tail index of the followers.

LoLKV outperforms other systems even under read-heavy workloads due to two reasons. First, even with a small percentage of put requests, the overhead of replicating and applying operations limits the performance of get requests. Second, APUS, Mu, and uKharon are multi-threaded systems but not all threads are utilized to serve client requests. As a result,
given the same amount of resources, LoLKV and DARE can be deployed with larger number of threads/shards than APUS, Mu, and uKharon. Finally, DARE’s batching mechanism batches similar operations only (i.e., a batch can have only get or put requests). This approach leads to small batches and degrades DARE’s performance significantly when the workload has both get or put requests.

### 6.2 Latency Evaluation

Figure 6.a shows the CDF of put latency for a uniform write-only workload. Other workloads in the YCSB benchmark have a similar pattern. LoLKV lowers the 90th percentile of put latency by 30%, 42%, 80% and 91% compared to DARE, uKharon, Mu, and APUS, respectively.

Figure 6.b and Figure 6.c show the breakdown of the put latency into commit time and apply time under the uniform write-only workload. We measure the commit time as the time from when the leader polls a client request until the leader commits the request. LoLKV lowers the 90th percentile of commit latency by 33%, 73%, and 89% compared to uKharon, Mu, and APUS, respectively. DARE’s commit latency is comparable to LoLKV. However, DARE has a large queuing delay as it poll requests one by one. The impact of this polling mechanism appears in Figure 6.a. LoLKV outperforms other systems as requests are replicated concurrently and committing an operation requires only one RDMA Write operation.

Figure 6.c shows the CDF of the apply time of different systems under the uniform write-only workload. The apply time is the time needed by the system to update the key-value store. LoLKV lowers the 90th percentile of the apply latency by 26%, 63%, 39%, and 45%, compared to DARE, uKharon, Mu, and APUS respectively. In LoLKV, applying an operation requires only updating the hash table to point to the new object. In all other systems, in addition to updating the hash table, the object is copied from the log to the segment store.

### 6.3 Workload Skewness

We evaluate the impact of workload skewness on the throughput (Figure 7.a), the average latency (Figure 7.b), and the 99th percentile latency (Figure 7.c) when varying the skewness factor between 0.5 and 0.999 for the write-only workload. Results show that LoLKV handles extremely skewed workload efficiently; its throughput and latency are not affected by the workload skewness. With a skewness factor of 0.999, the throughput of DARE, uKharon, Mu, and APUS is reduced by 14% , 16% , 6% , and 18% , and their average latencies is increased by 27% , 13% , 4% , and 27% compared to their throughput and latencies with a skewness factor of 0.5.

Increasing the skewness factor does not result in a significant performance degradation for all systems. The reason for this is that with a skewness factor of 0.999, 50% of the requests target only 209 keys. However, we found that these keys are distributed among different shards. Hence, the load generated by the clients is still distributed among all shards. As a result, we do not see a noticeable difference in the performance when comparing uniform and skewed workloads.

Modern key-value stores allow clients to select a partition function that maps keys to shards. These functions often group related keys in a single shard. To better understand the impact of workload skewness on the performance, we conducted an experiment in which we control the percentage of requests targeting a shard. Figure 8.a shows the systems throughput, Figure 8.b shows the average latency, and Figure 8.c shows the 99th percentile latency when we vary the percentage of...
requests that are handled by a specific shard. For ease of comparison, Figure 8 also shows the performance when requests are uniformly distributed among shards (“U” in Figure 8). Results show a significant degradation in the performance of DARE, Mu, uKharon, and APUS. For instance, comparing the uniform distribution to when 50% of requests are served by one shard, the throughput of DARE, uKharon, Mu, and APUS is reduced by 61%, 52%, 45%, and 62%, respectively. Similarly, the average latencies of DARE, uKharon, Mu, and APUS are 5.3×, 3.4×, 4.5×, and 5.9× their average latencies with uniform distribution, and their 99th percentile latencies are 2.7×, 3.2×, 4×, and 2.8× of their 99th percentile latencies with uniform request distribution.

LoLKVs performance is not affected by the workload skewness because LoLKVs does not shard the key space among worker threads and all threads can participate in serving requests for popular objects. Concurrent put operations on the same key can be committed in parallel by different threads. Concurrent updates are ordered when updating the hash table. For all other systems, the commit and apply operations are serialized when there are concurrent updates to the same key and all operations for a popular key are handled by a single shard while other shards could be idle.

6.4 Read-to-Write Ratio

Figure 9 shows the throughput, the average latency, and the 99th percentile latency when varying the get requests percentage. Increasing the percentage of get requests increases the throughput and lowers the latency of all systems as get requests are served by the leader in all systems. Nonetheless, LoLKVs outperforms other systems for all read-to-write ratios. For instance, when 70% of requests are get requests, LoLKVs achieves 2.8×, 2.75×, 4× and 6.3× higher throughput compared to DARE, uKharon, Mu, and APUS, respectively. LoLKVs outperforms Mu and uKharon for read-only workloads because LoLKVs uses higher number of threads to serve requests. DARE polls one request at a time which limits its throughput even under read-only workloads.

6.5 LoLKVs Failover

In Figure 10, we evaluate the recovery time of LoLKVs when the leader fails, including the time it takes to elect a new leader and perform data consolidation. In this experiment, we use the same uniform write-only workload we use in Figure 4.a with the configuration that achieves the maximum throughput of 5.7 Mops. We kill the leader process at the 50 ms mark. The throughput drops to zero when the leader fails and the system remains unavailable until a new leader is elected.

The total recovery time is around 4.5ms. Detecting the leader failure and electing a new leader takes around 1.4 ms. This is dominated by waiting for 3 heartbeat periods (300μs each) to start leader election. Around 3ms are spent bringing the new leader up-to-date. Once the new leader is active, the throughput of the system returns to 5.7 Mops. We note that the current implementation of LoLKVs is not optimized for fast failure recovery. For instance, in the current implementation one thread sequentially performs data consolidation for all thread segments before the leader can begin serving client requests. This can be parallelized by making each thread update the segments it owns. We will explore optimizing failure recovery in future work.
6.6 Scalability

In this section, we evaluate the scalability as we increase the number of shards or threads. We deploy the systems on three nodes and uniformly distribute shard leaders across nodes, i.e., each node is a leader for one third of the shards and a follower for others. Figure 11 shows the throughput of different systems with increasing number of shards/threads. The results show that LoLKV can scale to efficiently use all hardware threads (i.e., 24 threads) on the three machines and achieve up to 18 Mops which is $4 \times$ higher than DARE, $7 \times$ higher than uKharon, $10 \times$ higher than Mu, and over $36 \times$ higher than APUS. LoLKV’s performance drops when having more than 24 threads due to fully utilizing all CPU cores.

LoLKV efficiently use all CPU cores because followers in LoLKV are not active during normal operations. Consequently, all available CPU cores on each node are used to host leader shards serving client requests. The other systems do not scale as well because each node is a leader for $n$ shards and a follower for $2 \times n$ shards. Thus, two thirds of a node’s resources are used by follower processes. Furthermore, in Mu, uKharon and APUS not all threads are used for processing client requests. For each shard process, Mu uses 4 threads on the leader and 4 on each follower, out of which only one of the leader’s threads processes client requests. APUS and uKharon use 2 threads on the leader and every follower per shard. DARE is a single-threaded system and thus it scales to a larger number of shards. Each DARE shard uses one thread on the leader and each follower.

7 Additional Related Work


Network-accelerated consensus. FLAIR [26], NetChain [27] and NetPaxos [28] utilize programmable switches to accelerate consensus. However, FLAIR only optimizes read operations while NetChain and NetPaxos are only suitable for systems with data sizes of a few megabytes or less.

Micro-scale optimizations. Several software optimizations have been developed to support microsecond range workloads, such as low-latency network stacks [29, 30] and intra-node schedulers [31, 32]. These optimizations are orthogonal to LoLKV, as we explore a novel design for micro-scale linearizable key-value storage.

Unreplicated RDMA KV Stores. The clients in Pilaf [13] and XStore [14] use RDMA to access server-side data structures to reduce latency. HERD [12] uses RDMA writes when clients submit requests to the server. The server polls these requests for processing. To leverage multi-core machines, scaling these systems requires key-space sharding and processing all requests for a shard by a thread/process.

Distributed Transactional Systems. DrTM [33] and DrTM+R [34] use RDMA and hardware transactional memory to support distributed transactions. RDMA-based CAS operations are used to replicate local transactions supported by HTM. These works are orthogonal to ours as we focus on using RDMA to build a logless replicated key-value store.

8 Conclusion

We present LoLKV, a novel logless key-value storage system which provides data replication and linearizability guarantees while avoiding the shortcomings of modern log-based key-value stores. LoLKV uses multi-threading to scale and handle client requests, applies operations directly to the underlying data structures of the object store, and uses RDMA to accelerate its operations. LoLKV followers are passive, enabling the efficient use of their resources. Our evaluation shows that LoLKV achieves significantly lower tail latency and higher throughput compared to the state-of-the-art systems. LoLKV shows that strong consistency guarantees can be achieved without being restricted to classical log-based consensus designs.
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