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Abstract—The increasing power and decreasing cost of Graphic Processing Units (GPUs) together with the development of programming languages for General Purpose Computing on GPUs (GPGPU) have led to the development and implementation of fast parallel algorithms for this architecture for a large spectrum of applications. Given the streaming-processing characteristics of GPUs, most practical applications so far are on highly data-parallel algorithms. Many problems, however, allow for task-parallel solutions or a combination of task and data-parallel algorithms. For these, a hybrid CPU-GPU parallel algorithm that combines the highly parallel stream-processing power of GPUs with the higher scalar power of multicores is likely to be superior. In this paper we describe a generic translation of any recursive sequential implementation of a divide-and-conquer algorithm into an implementation that benefits from running in parallel in both multi-cores and GPUs. This translation is generic in the sense that it requires little knowledge of the particular algorithm. We then present a schedule and work division scheme that adapts to the characteristics of each algorithm and the underlying architecture, efficiently balancing the workload between GPU and CPU. Our experiments show a 4.5x speedup over a single core recursive implementation, while demonstrating the accuracy and practicality of the approach.
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I. INTRODUCTION

Since the appearance of multi-core architectures we have witnessed an increase in algorithms and applications designed to take advantage of the parallel processing capabilities of these new ubiquitous processors. At the same time, there exist a vast collection of graphic applications for optimized performance on Graphic Processing Units (GPUs) . Originally designed as specialized processors for graphic operations, the development of accessible programming languages such as CUDA and OpenCL has enabled the use of GPUs for general purpose programming, known as General Purpose computing on GPUs (GPGPU). Consequently, researchers and practitioners have developed algorithms for this architecture for various classes of problems, most notably for problems that allow for data-parallel algorithms, many of which follow under the category of the so-called embarrassingly parallel problems. In the last few years, the increasing power and low cost of GPUs has transformed common computers into heterogeneous architectures with tremendous computing power. While for most applications capable of parallel execution there exist implementations either for multi-cores or GPUs, the vast majority of existing applications and algorithms do not yet take full advantage of the available computing power, thus leaving the current processing resources of even middle-end commodity computers largely underutilized. This scenario has motivated the development of projects in several areas, from the proposal of new operating systems [1], [2], to the continuous development of tools and languages to enable an easy transition from traditional CPU code to heterogeneous platforms [3], [4], [5], [6].

Since the vector processing nature of GPUs is suitable for problems that allow efficient data-parallel algorithms, many of the existing GPU algorithms fall into this category. However, many problems allow for parallel algorithms that are task-parallel, or a combination of both task-parallel and data-parallel [7]. Thus, such problems can benefit from the use of CPU cores for non-data-parallel tasks. In fact, plans for the convergence of CPUs and GPUs into one platform by the largest microprocessor manufacturers are becoming a reality [8], [9], which confirms the relevance of algorithms that can be sped-up using the power of both architectures together [10]. Many algorithms for hybrid CPU-GPU architectures have been designed in the last years, most notably for fundamental linear algebra problems [11], [12], [13], among many others. The design of efficient hybrid algorithms encompasses many challenges. A careful task division must be done so that each portion of the algorithm can run on the platform that suits best its characteristics. In addition, it is desirable that algorithms and schedulers adapt to the characteristics and current availability of the computing devices.

In this work we describe a generic approach to develop algorithms for a hybrid CPU-GPU architecture, which we term Hybrid Processing Unit or HPU. We focus on algorithms for a large class of problems suitable for divide-and-conquer solutions. Starting from a sequential recursive implementation of a divide-and-conquer algorithm, we translate this implementation to parallel code that is suitable for running on both CPU and GPU, with a generic translation that can be applied with little knowledge of the particular algorithm. We propose a model for the HPU platform and analyze the optimal division of work for parallel divide-and-conquer under this model. While the analysis presented applies to divide-and-conquer algorithms, the ideas behind it are applicable to other classes...
of algorithms with structured dependencies between a large number of independent tasks. We then present a case study for the application of our framework using Mergesort as a sample problem. The simplicity of our implementations confirms the practicality of our approach, while at the same time leading to significant improvements in performance over sequential implementations.

II. RELATED WORK

Several researchers have developed algorithms for heterogeneous architectures. An important set of hybrid algorithm implementations are grouped in the Matrix Algebra on GPU and Multicore Architectures (MAGMA) library [14], [11]. MAGMA provides hybrid implementations of several linear algebra algorithms to enable execution in both multi-core and GPUs, thus extending and adapting LAPACK [15] and ScaLAPACK [16] libraries to heterogeneous architectures. Examples of these algorithms are Cholesky [17], LU [18], [19], and QR factorizations [20], [21], and Hessenberg reduction [22]. In general, the approach for implementing hybrid CPU-GPU code in MAGMA is to schedule tasks in each computing unit according to their nature: tasks which exhibit small parallelism and that are often on the critical path are scheduled on the CPU while sets of independent tasks are scheduled in the GPU [14], [11]. A recent work implements a hybrid divide-and-conquer strategy for dense symmetric and Hermitian eigenproblems [23]. The divide-and-conquer approach is specific to these problems, in contrast to our generic approach.

Another library of high-performance linear algebra CPU-GPU hybrid implementations is CULA [12], which divides computation to enable the CPU and GPU to execute the tasks that each is best suited for, while at the same time carefully overlapping operations in both units.

Hybrid algorithms have recently been developed for other types of problems such as ray tracing [24], encryption and decryption of block cyphers [10], and stencil computations [25], as well as to accelerate domain decomposition methods [26].

An important part of computation on heterogeneous architectures is the proper load balancing between computing units. While some implementations follow analytically determined static schedules [10], other rely on dynamic schedules by runtime systems. StarPU was proposed as a runtime layer to facilitate the dynamic scheduling of parallel tasks in heterogeneous architectures [27]. The programmer is responsible for the implementation of tasks for each computing unit, and to declare data dependencies between them, while the runtime system is responsible for handling data movements and efficient scheduling of tasks. The programmer can provide hints for the latter, thus StarPU provides a high-level framework for the design of scheduling policies. StarPU has been incorporated into MAGMA for dynamic scheduling of routines on multi-gpu environments [18], [20]. Other runtime systems for heterogeneous CPU-GPU architectures are Anthill [28] and SuperMatrix [29].

In this work we target problems with known dependencies and thus a tailored static division of work suits our purpose.

In addition, unlike most of the works describe above, which target HPC applications and solutions, the primary focus of our framework is on generality and ease of programming, and secondly on performance. While in many cases it is possible to design and implement parallel algorithms for specific problems that will likely exhibit better performance than the general solutions provided by our approach, we emphasize that our main goal is to provide a simple strategy to develop algorithms that can take advantage of the computing power available in commodity computers, rather than extracting the last ounce of performance from a given hardware architecture.

III. A HYBRID CPU-GPU MODEL

We propose a hybrid CPU-GPU model which we term Hybrid Processing Unit (HPU) and describe a balancing scheme which shares the load optimally in a near automatic fashion for certain well known families of problems. We first briefly review the basic characteristics of GPU architectures. Since we use AMD GPUs in our experimental setup, we describe the GPU architecture from the point of view of the OpenCL standard. The model and ideas presented hereafter, however, are generic and apply to other languages and vendors as well.

A. OpenCL Architecture and Programming Model

An OpenCL platform consists of a host connected to one or more devices [30]. Usually, the host corresponds to a CPU and a device to a GPU. An OpenCL device consists of one or more computing units, which are further divided into processing elements (PEs). The PEs within the same computing unit execute in Single-Instruction-Multiple-Data (SIMD) mode. An OpenCL program consists of host programs which manage the execution of kernels on the device. An instance of a kernel is known as a work-item. All work-items execute the same code but the execution path they follow and the data on which they operate might differ across work-items. Each work-item is uniquely identified by a globalID, which can be obtained by the item to enable a specific execution path. Work-items are further organized in work-groups, with all work-items in a given work-group executing concurrently in a single computing unit.

An OpenCL device contains different memory regions. Each work-item has access to a private memory which is not visible to other work-items. Work-items can share variables in local memory. A global memory allows access by work-items in all work-groups. A region of this global memory is known as the constant memory, and it is used by the host to allocate memory objects in the device. Data transfers between the host and the device and within different types of memories must be explicitly managed by the program. The performance of a GPU application is highly dependent on its memory access patterns. In general, accesses to local memory are much faster than accesses to global memory. In particular, programs should seek memory accesses to contiguous data by work-items in the same group, which are known as coalesced memory operations.
B. Hybrid Processing Unit

The HPU consists of a multi-core CPU processor with \( p \) cores and a GPU device with \( g \) processing elements, which for simplicity we call GPU cores. Given that the true parallelism provided by a GPU varies significantly depending on execution aspects such as scheduling and memory accesses, we do not think about the number of GPU cores as exactly matching the number of physical processing elements but rather as a measure of the empirical degree of parallelism observed when running a suitable test program\(^1\). In turn, in general the number of CPU cores \( p \) might not be equal to the number of physical cores but to a parameter indicating the number of cores available for processing tasks (e.g., one or more cores can handle thread launching or other scheduling tasks).

To account for the different characteristics (and in particular speed) of CPU and GPU cores we denote as \( \gamma_c \) and \( \gamma_g \) the number of operations per unit of time that a single CPU and GPU core can complete, respectively, with \( \gamma_c > \gamma_g \). For simplicity, we normalize these factors, setting \( \gamma_c = 1 \) and \( \gamma_g = \gamma < 1 \). We assume that these architectures are balanced in the sense that the ratio \( \gamma \) of operations per unit hold for any kind of operations (logic or memory access), similarly to what is assumed, for example, in [31]. We also assume that \( \gamma g > p \), and thus the raw computational power of the GPU is higher than that of the CPU. The focus in this work is on the most common scenario of one multi-core CPU unit along with one GPU card (which we call processing units), although the model could easily be extended to the case of multiple GPU cards.

In terms of communication, transmitting \( w \) words between CPU and GPU (in any direction) takes time \( \lambda + \delta w \), where \( \lambda \) is a fixed latency cost, and \( \delta \) is the variable cost per word. As we shall see, for the kind of application that we consider in this paper we do not explicitly take this cost into account, but we limit the number of data transfers between processing units to the minimum possible.

IV. GENERIC DIVIDE-AND-CONQUER PARALLELIZATION

The standard approach to a divide-and-conquer (DC) algorithm involves dividing the problem into smaller subproblems, recursively solving these subproblems, and combining the solutions the subproblems into a final solution (see Algorithm 1). In this work we consider DC algorithms whose time complexity can be expressed by:

\[
T(n) = aT(n/b) + f(n), \quad T(1) = \Theta(1)
\]

Naturally, the algorithm works by dividing the problem in \( a \) subproblems of size \( n/b \) each and combining their solutions to obtain the final solution to the problem. The division and combination portion of the algorithm takes time \( f(n) \). A DC algorithm can be parallelized in a straightforward manner by executing recursive calls in parallel, leading to a simple thread-based implementation suitable for multi-cores. Nevertheless, practical issues such as the efficient use of private and shared caches might hinder the ideal parallel performance of such implementation, with the chosen thread schedule playing a major role in this aspect.

In general, a strategy in which each recursive call launches a thread does not suit the GPU multi-processing model, since at least in some architectures GPU threads are unable to launch additional threads during execution\(^2\). Instead, they are designed to run hundreds of parallel threads executing one same kernel launched by the CPU host. In this sense, a breadth first execution of a DC algorithm can suit this execution mode better: the independent tasks on one level of the recursion tree can be seen as the same task being executed on different parts of the input. Given enough independent tasks, one kernel can be launched to execute an entire level of the tree in parallel.

A. Breadth-First Structure

The first step of our strategy to obtain a hybrid implementation of a DC algorithm is to convert the sequential code from the form in Algorithm 1 to one that will execute in breadth-first order. We do this by replacing multiple recursive calls with one recursive call that represents multiple subproblems, encoded in the parameters of the recursive call. Algorithm 2 shows the modified pseudocode. At each level of the recursion, parameters for all subproblems are encoded in \( params \), some of which correspond to base cases. The rest of the parameters (recursions) are divided according to the algorithm’s divide procedure (line 7) and grouped in one list of parameters (next_params) to be passed on to the one recursive call in line 11. After the recursive call, each group of results of subproblems in the level are combined according to the combine procedure (line 12). Note that at each level subproblems corresponding to base cases are passed on to the next recursive call, and their execution is delayed until there no more recursive calls remain.

B. Conversion to GPU code

In order to modify the existing code for GPU execution, the thread launching system and the base-case, division, and combination steps must be suitably adapted. Each subproblem will have a separate thread. As GPU threads have a relatively small overhead for launching more threads than available\(^2\), CUDA 5 does implement dynamic parallelism, enabling kernels to launch other kernels without involvement of the host. However, currently the depth of the nested computation can be at most 24 and is limited by the availability of resources in the GPU [32]. While this might change in the future, allowing for a more suitable strategy for divide-and-conquer implementations, our breadth-first strategy remains valid and applicable to a wider range of architectures which are not CUDA-enabled.

---

\(^1\)We defer the details about how to estimate \( g \) to Section VI-D.

\(^2\)CUDA 5 does implement dynamic parallelism, enabling kernels to launch other kernels without involvement of the host. However, currently the depth of the nested computation can be at most 24 and is limited by the availability of resources in the GPU [32]. While this might change in the future, allowing for a more suitable strategy for divide-and-conquer implementations, our breadth-first strategy remains valid and applicable to a wider range of architectures which are not CUDA-enabled.
Algorithm 2  Breadth-first divide-and-conquer

BreadthFirst(params)
1: split params into basecases and recursions
2: if recursions is empty then
3: for each param in basecases do
4: BaseCase(param)
5: return
6: add basecases to next_params
7: for each param in recursions do
8: {param} ← Divide(param)
9: for j = 1 to {param} do
10: add param to next_params
11: BreadthFirst(next_params)
12: for each param in recursions do
13: Combine(param)

Algorithm 3  Pseudo-code for functionGPU

functionGPU(parameters, base)
1: id ← get_global_id()
2: param ← parameters[id]
3: memory = base + fn(id, param)
4: thread_function(param, memory)

cores, the advantage of processing as many tasks in parallel will take priority over launching only as many threads as can be run in parallel. Then, during execution, each GPU thread is provided a unique thread id that can be used to load its unique set of parameters, and to determine any (previously allocated) memory blocks on which it will operate. This generic description is shown in Algorithm 3, where fn is a function on the thread's id and parameters that determines the thread's relevant memory blocks, and thread_function denotes the operations performed by the GPU thread.

C. Example: Divide-and-Conquer Sum

We show an example of the code translation described above for a simple divide-and-conquer procedure that computes the sum of elements in an array (see Algorithm 4). The resulting CPU program is shown in Algorithm 5. This program is executed at each level of the recursion, with numSubProblems indicating the number of subproblems at the current level. For a level with b subproblems, the i-th thread computes the sum of elements i and i + b in the array. The final result is stored in array[0]. In this case, the relevant parameter to the thread is only numSubProblems, and the relevant memory blocks for the thread are given by its id and numSubProblems. Lines 2-3 in Algorithm 5 correspond to thread_function in Algorithm 3.

V. WORK DIVISION AND SCHEDULING STRATEGIES

A proper work division and scheduling is key to an efficient implementation. In a heterogeneous architecture, tasks in an algorithm should be assigned to each processing unit according to the tasks’ nature and dependencies. Implementations on CPU-GPU architectures generally assign to the CPU tasks with many dependencies [13] or tasks in the critical path [14]. In the case of the regular DC algorithms that we consider in this work, what we regard as tasks are the division and combination portions of the algorithm. Hence all tasks are similar to each other in nature. On the other hand, in regular DC algorithms all paths from the root of the tree to a leaf have approximately equal lengths, and in this sense there are several critical paths, thus they cannot all be assigned to CPU cores. Instead we assign tasks to the CPU or GPU according to the availability of parallel independent tasks at each level of the recursion tree. Note although at each level of the recursion there are several subproblems whose division and combination functions are independent and can execute in parallel, the division and combine functions of each subproblem remain sequential. In other words, the only source of parallelism are the recursive calls, and we do not consider parallelizations of divide and combine functions of particular algorithms. Recall that our main goal is to provide a generic approach for translating recursive DC algorithms to hybrid code with little effort.

It is desirable that the task division involves minimal communication costs. With this goal in mind, we design two division and scheduling strategies, which we call basic and advanced. We explain next these strategies and analyze the performance of DC algorithms with each of them.

A. Basic Hybrid Work Division

Consider the recursion tree of a DC algorithm as depicted in Figure 1. Each level of the recursion tree consists of division and combination tasks that are independent of each other and can thus be executed in parallel. The basic work division strategy schedules each level on the CPU or GPU depending on where it is more efficient to execute the entire level. There is an advantage to schedule a level in the GPU when the number of independent subproblems allows the use of enough cores to overcome their comparatively slower speed.

Consider the execution time of each processing unit for a given level i in the recursion tree, where $0 \leq i \leq \log_b(n) - 1$, the 0-th level being the top of the tree. Recall that the DC algorithm solves a subproblems of size $b$ and that the division and combination steps take time $f(n)$.

1) $0 \leq i \leq \log_b(n): T_{CPU}(n, i) = f(n/b^i)$, $T_{GPU}(n, i) = f(n/b^i)/\gamma$. Since $\gamma < 1$, it is faster to run the level on the CPU.

Algorithm 4  Pseudo-code for Sum

sum(array, size)
1: if size $> 1$ then
2: sum(array, size/2)
3: sum(array + size/2, size/2)
4: array[0] ← array[0] + array[size/2]
{array[0] stores the result}

Algorithm 5  Pseudo-code for GPU Sum

sum(numSubProblems, array)
1: id ← get_global_id()
2: if id $<$ numSubProblems then
3: array[id] ← array[id] + array[id + numSubProblems]
2) $\log_a(p) \leq i < \log_g(g): T_{CPU}(n,i) = (a^i/p)f(n/b^i)$, $T_{GPU}(n,i) = f(n/b^i)/\gamma$. It becomes faster to run the level on the GPU when $a_i/p \geq 1/\gamma$, i.e., $i \geq \log_a(p/\gamma)$.

3) $\log_g(g) \leq i < \log_a(n): T_{CPU}(n,i) = (a^i/p)f(n/b^i)$, $T_{GPU}(n,i) = (a^i/\gamma)(f(n/b^i)).$ Since we assume $\gamma \geq p$, it is faster to run the level on the GPU.

4) leaves: $T_{CPU}(n) = n^{\log_a a}/p$, $T_{GPU}(n) = n^{\log_a a}/\gamma$.

Again it is faster to run the leaves on the GPU.

Hence there is only one transfer at level $i = \log_a(p/\gamma)$. Note that if $\gamma < p$ then at every level it is faster to execute on the CPU and there is no transfer to the GPU at any point with this strategy. As only a single data synchronization point occurs when work is transferred from the CPU to the GPU and back, transfer time is minimized and accounts for only a small part of the overall processing time.

A drawback of this strategy is that at any point only one of the computing units (i.e., CPU or GPU) is active. We now describe a strategy that builds on this basic strategy while minimizing idle periods.

B. Advanced Hybrid Work Division

The new strategy that we propose for dividing the work among CPU and GPU aims to minimize idle periods and communication between units. If all tasks could be executed in parallel the division would be straightforward: we should divide the work so that both processing units take the same time in their assigned portions. However, in general in DC algorithms there is not enough parallelism at all levels of the trees to maintain a uniform division of work. For example, when the number of available subproblems is less than $p$, any fraction of them assigned to the GPU will leave at least one CPU core idle. Since CPU cores are faster than GPU cores, it is preferable to execute these serial tasks in the CPU. Therefore all tasks at levels of the recursion tree where there is at most $p$ subproblems ($0 \leq i \leq \log_a p$) are assigned to the CPU (see Figure 2).

For lower level of the trees, we can execute some tasks on the GPU while keeping all CPU cores busy. Consider the recursion tree depicted in Figure 2. When there are more than $p$ subproblems, there is an advantage in running some subproblems in the CPU and some in the GPU. The idea is to run subproblems in the GPU so long as no CPU core is idle. At the same time, we want to keep communication and synchronization costs low. Towards this end, we restrict the number of data transfer between CPU and GPU to two points during the execution. Let $y$ be a parameter denoting the level in the tree (from the top) at which we offload any computation to the GPU, and let $\alpha$ be the parameter denoting the fraction of subproblems that are assigned to the GPU. Thus, at level $y$, the CPU is assigned $\alpha a^y$ subproblems, while the GPU is assigned $(1-\alpha)a^y$. Note that once a level has been divided in this way, lower levels of the tree will keep the same fraction of subproblems for each processing unit, and hence no further synchronization or data transfer is required until the GPU has solved all subproblems. The choice of $y$ and $\alpha$ determines the amount of work that the GPU will do. Our strategy maximizes the work that the GPU does with two data transfers while avoiding idle CPU cores. In the rest of this section we show how to determine the parameters $y$ and $\alpha$ that maximize GPU work.

1) Parameter Optimization: For the sake of analysis, consider a bottom up execution of the recursion tree in Figure 2. Starting from the bottom level, both CPU and GPU execute with a work ratio of $\alpha$. Since we want to avoid idle CPU cores, we run both CPU and GPU until the CPU portion reaches $p$ subproblems. We only consider $\alpha \geq p/n$, so that the CPU starts at the bottom level with at least $p$ tasks. Then, the CPU portion reaches $p$ subproblems at level $\log_a(p/\alpha)$. At this point, we stop the GPU execution and let the CPU compute all the unfinished portions of the tree. The time that it takes to the CPU to reach level $\log_a(p/\alpha)$ from the bottom is

$$T^i_c(n) = \frac{(\alpha/p)}{n^{\log_a a} + \sum_{i=\log_a(p/\alpha)}^{i=n-1} a^i f(n/b^i)}$$

During this time, the GPU executes bottom up and reaches level $y$ in the tree. The value of $y$ can be determined by making
the GPU and CPU times equal. We have 3 cases, depending on whether the GPU is never saturated or always saturated throughout, or a combination of both. Let \( T_g^{\text{max}}(n) \) denote the maximum time the GPU can execute while using all its cores (i.e. before it reaches \( g \) subproblems). Thus

\[
T_g^{\text{max}}(n) = \left(1 - \alpha\right) \frac{1}{\gamma g} \left(n^{\log_b a} + \sum_{i=\log_b g/\alpha}^{\log_b(n)-1} a^i f(n/b^i)\right)
\]

(i) \((1-\alpha)n^{\log_b a} < g\). In this case the GPU is never saturated and thus \( T_g(n) = (1/\gamma)(1 + \sum_{i=\log_b g/\alpha}^{\log_b(n)-1} f(n/b^i))\).

(ii) \( T_c(n) \leq T_g^{\text{max}}(n) \). In this case the GPU is always saturated and thus \( T_g(n) = \left((1 - \alpha)/\gamma g\right)(n^{\log_b a} + \sum_{i=\log_b g/\alpha}^{\log_b(n)-1} a^i f(n/b^i)\).

(iii) \( T_c(n) > T_g^{\text{max}}(n) \). In this case \( T_g(n) = T_g^{\text{max}}(n) + (1/\gamma \sum_{i=\log_b g/\alpha}^{\log_b(n)-1} f(n/b^i))\).

The goal is to determine the value of \( \alpha \) that maximizes the work done by the GPU from the bottom until level \( y \). We first determine \( y \) by solving the equation \( T_g(n) = T_c(n) \) for each of the 3 cases above. This yields a piecewise function \( y = y(\alpha) \). The work done by the GPU in this period is given by

\[
W_g(n) = (1 - \alpha) \left(n^{\log_b a} + \sum_{i=\log_b g/\alpha}^{\log_b(n)-1} a^i f(n/b^i)\right)
\]

Maximizing \( \alpha \) yields the optimal work ratio value.

After the GPU reaches level \( y \), it transfers the results back to the CPU, which finishes the computation. Note that it could still be advantageous to continue execution on the GPU for levels above \( y \). However, this would invariably imply either having idle CPU cores or a new work ratio \( \alpha \), which would in turn imply further synchronization and data transfer between processing units.

2) Example: We illustrate this procedure using the characteristics of a sample architecture and a divide-and-conquer algorithm whose division and combination function takes time \( \Theta(n^{\log_b a}) \) and thus \( T(n) = \Theta(n^{\log_b a} \log n) \). Mergesort is an example of such algorithm. We assume that the implementation of the combination and division function is the same both in the CPU and GPU, and thus the constants hidden in the complexities are the same and will cancel out when solving for the level \( y \).

The time that the CPU takes to reach \( p \) problems from the bottom is

\[
T_c(n) = \frac{\alpha n^{\log_b a}}{p} \left(\log_b n - \log_a \frac{P}{\alpha} + 1\right)
\]

The maximum time the GPU can be fully saturated is

\[
T_g^{\text{max}}(n) = \left(1 - \alpha\right) \frac{n^{\log_b a}}{\gamma g} \left(\log_b n - \log_a \frac{g}{1 - \alpha} + 1\right)
\]

We now solve \( T_c(n) = T_g(n) \) for \( y \) of the cases above, obtaining a piecewise function \( y(\alpha) \) that depends on each case. The work done by the GPU is then

\[
W_g(n) = (1 - \alpha) n^{\log_b a} (\log_b n - y(\alpha) + 1)
\]

Replacing in this equation the parameters of a divide-and-conquer algorithm and, of a particular architecture, and input size, we can maximize the work using numeric methods. For example, using Mergesort as the divide-and-conquer algorithm and the parameters of one of our architectures\(^3\) (i.e. \( a = b = 2 \), \( f(n) = \Theta(n) \), \( p = 4 \), \( g = 2^{12} \), \( \gamma^{-1} = 160 \) and \( n = 2^{24} \), (left) level reached by the GPU while the CPU has at least \( p \) tasks at the same level as a function of the work ratio \( \alpha \), and (right) the percentage of work done by the GPU as a function of \( \alpha \).

Thus we have the following function for the GPU time:

\[
T_g(n) = \begin{cases}
(1/\gamma)(n^{\log_b a} - a^{-y} - 1/a^{-y}), & \text{if } (1 - \alpha)n^{\log_b a} < g \\
(1 - \alpha)n^{\log_b a} - (\log_b n - y + 1), & \text{if } (1 - \alpha)n^{\log_b a} \geq g \text{ and } T_g^{\text{max}}(n) \geq T_c(n) \\
T_g^{\text{max}}(n) + n^{\log_b a} \frac{\alpha}{\gamma(a - 1)} (a^{-y} - 1/a^{-y}), & \text{if } (1 - \alpha)n^{\log_b a} \geq g \text{ and } T_g^{\text{max}}(n) < T_c(n)
\end{cases}
\]

\(^3\)The architectures and parameters are described in Section VI-D.
Consider the classic recursive Mergesort implementation as shown in Algorithm 6. As described in Section IV-A, we first convert the recursive divide-and-conquer implementation to a breadth-first one. Compared to the pseudocode in Algorithm 2, a breadth-first execution of Mergesort is somewhat simplified as the division into subproblems and condition for basecases are data independent. Thus, a single recursion is performed with parameters indicating the sublists to be sorted. A sublist can be specified by an offset with respect to the beginning of the entire list, and the size of the sublist. The offset for the i-th sublist is simply offset = i · size. This limits the parameters to the array being sorted, the total array size, and the number of sublists, which are the same for each sublist. Furthermore, determining when only base cases remains becomes trivial: once the number of current sublists equals or exceeds the total length of the array, the maximum number of elements in a sublist is one, and therefore only base cases remain. To finish the conversion, the base-case, division, and combination steps must be performed for each sublist. For Mergesort, as no division and base case exist these parts are removed entirely and only the combine step must be performed, which corresponds to merging pair of sublists. Algorithm 7 shows the breadth-first Mergesort implementation

A. Basic Hybrid Implementation

The merge operations for each sublist in line 5 in Algorithm 7 are independent of each other and can potentially be executed in parallel. For the basic hybrid division work as described in Section V-A, these operations are executed either on the GPU or on one or more CPU cores. For each recursion level in which merge operations are executed on the GPU, a program running in the host launches a GPU kernel with parameters indicating the size number of sublists to be merged. Based on its id, each GPU thread identifies the sublist on which it will operate. Similarly, when merge operations are executed on the CPU, depending on the recursion and number of cores available, multiple threads are created to merge sublists in parallel (with each thread merging a pair of sublists sequentially).

B. Advanced Hybrid Implementation

The advanced work-division strategy as described in Section V-B is implemented by, when reaching certain level in the recursion tree, launching two simultaneous CPU threads, one that executes the basic hybrid strategy, and another one that executes a CPU implementation (see Figure 2). For these threads, the input is divided according to the division ratio α. Since this ratio remains constant across levels, when the hybrid thread switches to execution on the GPU (level y in Figure 2), the number of subproblems executed in each processing unit will respect the chosen ratio. This implementation is shown in Algorithm 8. In this algorithm, the methods mergesortBF_cpu and mergesortBFHybrid correspond, respectively, to implementations of Algorithm 7 to be executed exclusively on the CPU, and in a hybrid fashion according to the basic model.

C. GPU Optimizations

So far, the hybrid implementation of mergesort described above is oblivious to the characteristics of the particular divide and combine functions. In the case of the merge method, certain optimizations to the implementation are possible and have a significant impact on performance. In order to achieve coalesced memory accesses, prior to executing a parallel merge operation on the GPU, we permute the input so that the set of i-th elements in each sublist are in contiguous locations. Thus, various parallel threads operating on different sublists will access contiguous memory segments. To adapt the GPU kernel to use this method, sublists are iterated using the initial position as the thread id, and increasing this value by the total number of sublists. As the CPU cache benefits from reading from sequential blocks, before transferring the array to the GPU, the array is permuted back to the original arrangement. Thus this optimization is transparent to the CPU implementation. We note that by incorporating this optimization, which is specific to the application, we have chosen to improve performance at the cost of some minor generality. Similar considerations could be applied to other applications, and one can choose whether to incorporate them

Algorithm 6 Pseudo-code for Mergesort

mergesort(array, size)
1: if size > 1 then
2: mergesort(array, size/2)
3: mergesort(array + size/2, size/2)
4: merge(array, array + size/2, size/2)

Algorithm 7 Pseudo-code for Breadth-first Mergesort

mergesortBF(array, totalSize, size, numSublists)
1: if size > 1 then
2: mergesortBF(array, totalSize, size/2, 2 · numSublists)
3: for i = 0 to numSublists − 1 do
4: offset ← i · size
5: merge(array + offset, array + offset + size/2, size)

Algorithm 8 Pseudo-code for Advanced Hybrid Mergesort

HybridMergesort(array, totalSize, size, numSublists)
1: if size > 1 then
2: if numSublists > threshold then
3: cpuLists ← α · numSublists
4: gpuLists ← numSublists − cpuLists
5: mergesortBF_cpu(array, size · cpuLists, size, cpuLists)
6: mergesortBFHybrid(array + size · cpuLists, size · gpuLists, size, gpuLists)
7: HybridMergesort(array, totalSize, size/2, 2 · numSublists)
8: for i = 0 to numSublists − 1 do
9: offset ← i · size
10: merge(array + offset, array + offset + size/2, size)
TABLE I
SPECIFICATION OF HYBRID PLATFORMS USED IN EXPERIMENTS.

<table>
<thead>
<tr>
<th>Platform</th>
<th>CPU</th>
<th>GPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPU1</td>
<td>Intel(R) Core(TM)2 Extreme CPU Q6850</td>
<td>ATI Radeon(TM) HD 5970</td>
</tr>
<tr>
<td>HPU2</td>
<td>AMD A6 3650/T</td>
<td>ATI Radeon(TM) HD 6530D</td>
</tr>
</tbody>
</table>

TABLE II
PLATFORMS PARAMETERS (p: NUMBER OF CPU CORES, q: NUMBER OF GPU CORES, γ: CPU-GPU SCALAR PERFORMANCE RATIO).

<table>
<thead>
<tr>
<th>Platform</th>
<th>p</th>
<th>q</th>
<th>γ</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPU1</td>
<td>4</td>
<td>24</td>
<td>160</td>
</tr>
<tr>
<td>HPU2</td>
<td>4</td>
<td>1200</td>
<td>65</td>
</tr>
</tbody>
</table>

or not, depending on their difficulty of implementation and the performance gains they may lead to.

D. Experimental Results

We implemented the hybrid mergesort algorithm and tested its performance on two OpenCL platforms; an Intel(R) Core(TM)2 Extreme CPU Q6850 (4 cores at 3.00Ghz, 4Mb cache) with an ATI Radeon(TM) HD5970 GPU card (which we call HPU1), and an AMD Accelerated Processing Unit A6 3650 (4 cores at 2.6GHz, 4Mb Cache) with an integrated ATI Radeon(TM) HD 6530D card (called HPU2) (see Table I). Algorithms were implemented with OpenCL 1.1 AT-Stream-v2.3 in Ubuntu 10.04.4 64-bit (HPU1), and OpenCL 1.2 AMD-APP in Ubuntu 12.04 64-bit (HPU2).

We estimated the parameters γ (ratio between CPU and GPU scalar performance) and g (number of GPU cores) for each platform as shown in Table II. Recall that g does not actually correspond to the physical number of cores or processing elements of the GPU but rather to an approximation of the number of threads that fully saturates the device when running a suitable procedure. In this case, in order to estimate g we ran an implementation of an elementwise sum of two arrays in which all threads worked in consecutive array segments. We measured the running time as the number of threads used increased, and set g to the value at which no improvement in performance was detected. Figure 4 shows the running times as a function of the number of threads for each platform. The parameters were set to g = 4096 for HPU1 and g = 1200 for HPU2. In order to estimate γ, a 1-thread merge operation over two lists was executed on both CPU and GPU. Figure 5 shows the running time for different input sizes. As expected, the time ratio remains relatively constant. These parameters were set to γ = 160 for HPU1 and γ = 65 for HPU2.

We measured the performance of the advanced hybrid mergesort implementations for various transfer levels and ratios. Figure VI-D shows the speedups of the hybrid implementation on HPU1 (using 4-CPU cores) with respect to a 1-core CPU recursive implementation, as a function of the ratio α for various transfer levels for an input of size \( n = 2^24 \) (elements in all input sequences were chosen uniformly at random between 0 and \( 2n - 1 \)). Recall from the example in Section V-B2 that for this input size the estimated optimal ratio and transfer levels were \( α \approx 16 \) and \( y = 10 \). We observe that the speedups do not differ too much across transfer levels, although speedups increase from level 7 and start decreasing with level 11, in accordance with the estimation. Similarly, the performance is slightly better for transfer ratios that are close to the estimated one.

Figure 7 shows the speedups obtained in both platforms with the values of transfer level and ratio that resulted in the best speedups (in red). The green lines in the figures show the speedup estimated in the advanced model analysis for the parameters of the platforms. The maximum speedups achieved were 4.54x for HPU1 and 4.35x for HPU2, which are close to the estimated 5.47x and 5.7x by the analysis for the corresponding input size, respectively. Recall that the overall gains in performance are limited by the sequential execution of the merge methods on large input sizes at the top levels of the recursion tree, which also limits the performance of a similar multi-core only implementation to 2.5x-3x speedups on 4 cores [33]. In this sense the performance gains obtained through the hybrid implementation are considerable, as we
should take into account that according to the analysis the GPU does about 50% of the total work, which in the best case could lead to a 2x speedup over a 4-core execution. Recall as well from the advanced hybrid model description in Section V-B that the GPU should execute so long as the CPU has enough tasks to keep cores busy (as shown in the bottom of the triangle in Figure 2). The blue line in Figure 7 shows the ratio between these parallel GPU and CPU times. Observe that the ratio is in general close to one and that the best speedup points coincide with the instances in which this ratio is closest to one.

We observe as well that as the input size grows, the obtained speedups (red) decrease and do not keep up with estimated ones (green). We believe that as the input size increases, poor cache utilization hurts the performance of the multi-core portion of the execution. Speedups start to decrease around an input size of $n = 2^{23}$. The space used by the algorithm is roughly $2n \cdot sizeof(int)$, i.e., $2^{23} \approx 8$ Mb. Both platforms multi-cores have 4 Mb cache sizes, and thus larger input sizes imply that multiple cores will fight for space in the cache.

Finally, to see how the resulting best parameters compare to the predicted ones, Figure 8 shows the ratio $\alpha$ and transfer level $\gamma$ that resulted in the smallest running times for each input size compared to the ones predicted by the model for HPU1. Note that resulting parameter values are closer to the predicted ones as the input size grows, which coincides with higher speedups. Observe as well that in the case of the optimal transfer level, the obtained values essentially coincide with the predicted ones for larger values of the input size, as the fractional numbers shown in the Figure can only take integer values in an actual execution.

VII. CONCLUSIONS

We presented the Hybrid Processing Unit, a simple model for hybrid computation on heterogeneous CPU-GPU architectures. In this model, we describe a generic framework to implement hybrid divide-and-conquer algorithms and provide a work-division strategy that minimizes idle times and communication between processing units.

Experimental results on a mergesort example confirm the accuracy of the model at predicting speedups and parameters that yield the best performance, thus suggesting that a model
based on traditional approaches to the design and analysis of parallel computation can be useful in a heterogeneous scenario.

For future work, we plan to refine the model by considering cache, communication, and scheduling costs explicitly, and to extend its applicability to other classes of problems that are suitable for obtaining performance gains in heterogeneous architectures.
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