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“The power and prestige of Byzantium were founded above mlit® gold...”
-History of the Byzantine Statey George Ostrogorsky

Abstract—Sensor networks are extremely vulnerable to denial- ~ Wireless network cards typically offer states sucho#fs
of-service (DoS) attacks due to their shared communication sleep, receiveand transmit While the sleep state requires
medium a?]d the CO”_Stra'Eed power S|”pp|y of the devices. :jNe negligible power, remarkably the cost of the transmit and
examine the scenario where one player attempts to send a . . .
messagen to another player in a single-channel network. Assume '€C€IVe states are roughly equwale_nt. With the recentsTelo
an adversary that jams for 7' instances where? is unknownto ~Motes the radio transmit and receive costs are 38mW and
either player and where cost is measured in terms of energy 35mW, respectively, while the sleep state costigW [3].
expenditure. We give a protocol guaranteeing delivery ofn while  Therefore, the cost of the transmit/receive state exceeals t
the ratio of either player's expected cost to the adversarg cost ¢ he sleep state by a factor greater th2600. Similar

. —2y —0.382 _ 145 i . .
is O(1*) ~ O(1 ) where = =5~ is the golden ratio. o)innships hold for the MICAz and MICA2 motes [4], [5].
Our result implies that to prevent communication of m, the

adversary incurs an asymptotically higher cost than the expcted The_refo_re, two canIderatlons In_form our protocol des@).
cost incurred by either correct player. This property holds even Minimizing the time spent outside the sleep state improves
when the receiver suffers a Byzantine fault. We extend our energy-efficiency and (2) we must account for the costly
analysis to multiple receivers and later, to a multi-hop seing receive state.

where both senders and receivers can suffer Byzantine fauwit Our In this work, we focus on mitigation by making DoS attacks
work pertains to a wide variety of adversaries that are energ . .
constrained. Notably, we can tolerate anadaptive adversary MOreé €xXpensive foran adversar_y to Iaunch relat_lve to the cos
who launches attacks using knowledge of the past actions of incurred by correct players. Critical to our investigatierthe
all players. Moreover, in networks with a sufficient amount &  following 2-PLAYER SCENARIO: Player A (a sender) wishes
communication traffic, we can tolerate areactiveadversary who to send a message to Player B (a receiver). However, there
may detecta transmission in the currenttime slot and then deide st g jamming adversary who aims to prevent transmission
to jam. Finally, we apply our result to the fundamental netwak . -
communication problem of reliable broadcast which deals wth of m. Thg adversary may also Cpntrol the receiver if it suffers
conveying a message from one player to all other players in ¢ a Byzantlne fault. This necessitates a delicate balancfng (0]
network. In a popular sensor network grid model, we give a cost between the sender and a correct receiver. The sender
reliable broadcast protocol that, in comparison to previols work  must not be manipulated into depleting its energy supply by
in the grid, offers improved resilience to DoS attacks. a Byzantine receiver via repeated retransmission reqtfiests
m. Conversely, a correct receiver should not unfairly bear th
brunt of the cost. Of course, it is not knovenpriori whether

In addition to traditional network security challengese tha receiver is correct or Byzantine. Under this challenging
shared communication medium of sensor networks rendscenario, we give a communication protocol which guarantee
them vulnerable to jamming attacks [1]. A jamming attackhat the ratio of either correct player's expected cost ® th
occurs when an attacker transmits concurrently with amothelversary’s cost i€)(7%~?) wherey is the golden ratio.
(possibly legitimate) transmission such that communicais Therefore, the cost incurred by the adversary exceeds the
disrupted within the area of interference. Consequentlis t expected cost of a correct player. In the energy-scarce idoma
type of behavior represents a simple denial-of-serviceS)Doof sensor networks, this greatly undermines the efficacy of
attack that threatens the availability of sensor netwoB{s [ DoS attacks. We generalize our result to a multi-playeirggtt
While this can be viewed as a competition for the communicand apply this to the problem of reliable broadcast in a multi
tion medium, thele factoresource being consumed is energynop setting where a bounded number of senders and receivers
In the energy-critical domain of sensor networks, suchck#ta suffer Byzantine faults. In the popular grid model (see [6]-
can rapidly deplete the onboard energy supply of a device[12]) we obtain a reliable broadcast protocol with increbse
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resilience to DoS attacks over previous results in the grid. is tolerable. Throughput is reduced, but the players mdly sti
communicate several times prior to exhausting their energy
supplies. In contrast, for largg, nodes may have insufficient
Network Model: Various aspects of theoretical models foenergy to communicate even once (i.e. zero throughput).
sensor networks have been critiqued [13]. Consequently, 0Uyt 5 energy-competitive protocol is used, then the unfair-
_assumpnons are grounded_ln the e_mpmcal Ilterat_ure. dhefess property fails for sufficiently largé since the energy

is a single channel, and in our single-hop settings (Segyjo s (7). At this point, the correct players enjoy the
tions IV&V), we assume a time division multiple accesgyyantage. Since our analysis is asymptotic, the playeys ma
(TDMA)-like medium access control (MAC) protocol; thatineyr 4 higher cost than the adversary for limitgdHowever,

is, a time-slotted network. For example, the well-knowgg giscussed above, this is acceptable so long as this &bsolu
LEACH [14] protocol for sensor networks is TDMA-based gt is tolerable and we show this is true for our protocols.

Secure synchronization has been demonstrated for the MICA2

devices [15]. Only for ease of exposition igkbal broadcast Las Vegas Property: The protocol _for the Z'PAYE_R SCE_'
schedule assumed in our final multi-hop scenario (Sectign VINARIO, gnd the subsequent_ m%”“'p'ayer extension W"Ih
however, this is avoidable if nodes maintain multiple schesl players, is Las Vegas. That is, if _the player_s h_ave s_uff|_C|ent
as with S-MAC [16]. Even then, global scheduling (an&nergy tp execute the protocol until the termination caadit
the resulting energy-efficiency advantages) has beenl;clee{r‘en_m IS su_ccessfully__sent from the sender t(_)_the correct
demonstrated by experimental work in [17]. receiver(s) with probability 1; there is no probability ara.

The adversary or a player is said to hetivein a time ~ The Las Vegas property is valuable in multi-hop sensor
slot (or just a ‘slot)s if it is either in the send (transmit) or Networks for the following reason. Let be the number of
receive state during. As with the Telos and MICA models, devices within transmitting distance of a device, and Net
each device possesses a single transceiver and only omésstdpe the total number of devices in the network. Monte Carlo
possible per slot. The cost to a player for sending and rizeiv COMmunication protocols that succeed with high probapilit
(or detecting a collision) for one slot is normalizeddg,. = N n are possible. However, typically, < N and messages
1, but our protocols can be easily modified to address tMéll traverse multiple hops; considér(.V) hops.Then even if
small differences between the send/receive state costexisa the failure probability for a single hop is exponentially aiin
in practice. The adversary is active fdr slots at a cost of in », the probability that some hop fails can still be very large
oqqv = 1 per slot andT is unknown to either player. in terms of V. For example, ifV is exponential im and the

Each player in the receive state can detect whether a coffiilure probability for each hop i€)(n =) for some constant
sion has occurred in a slot. Clear channel assessment (wiich 0. or evenO(27"), then communication fails along the
subsumes carrier sensing) is a common feature on devicks [@8in with at least constant probability.
and considered practical under the IEEE 802.11 standaid [19 Alternatively, we might achieve protocols that succeechwit
Collisions are only detectable by the receiver [2]. When kigh probability in/V. For small networks this is reasonable.
collision occurs, we assume the transmission for that sldpwever, in large networksV may not be knowra priori.
is lost. The absence of channel activity cannot be forgeldyrthermore, achieving a high probability guarantee/n
however, the adversary mdprge a collision That is, even typically involves Q(log N') operations which, for largeV,
if no correct players are transmitting, adversarial nodey mmay be too costly. Therefore, by devising Las Vegas progcol
transmit simultaneously (or replay interference) in ortter we avoid assumptions that are problematic given that N.
cause receiving players to detect a collision; forging€ast Cryptographic Authentication: Several results show how
Energy Competitiveness:We introduce the notion ofnergy cryptographic authentication can be implemented in sensor
competitivenesd et A and B respectively denote the expectechetworks [1], [20]-[23]. Therefore, it is important to caahesr
number of slots for which a correct Player A and correct Rlaythe impact of cryptographic authentication and we assume
B are active before successfully terminating a protocotfier it here. However, the adversary may capture and subvert a
2-PLAYER SCENARIO. Let T" be the total number of slots for limited number of players; these players are said to suffer
which the adversary is active. A protocol @37~ °)-energy a Byzantine fault and are controlled by the adversary. Such
competitivef for any 7' > 0, % =0(T™9) and% = O(T~°) attacks are well-known to the research community [1], [2].
for a constant < 1. We refer toA/T, B/T asenergy ratios However, subverting nodes is assumed to be a costly operatio

Why is energy competitiveness useful? First, equal asymipr example, tamper-resistant approaches may be applied to
totic costs (in terms of energy) apply to each player whickensor devices and techniques for evading physical attaeks
is useful in homogenous sensor networks where devices hawewn (see [1] and references therein). Therefore, we assum
similar energy constraints. Second, central to a DoS aftackthe number of such instances is limited. In the 2aPER
the notion that an adversary can force a player to incur agniglSCENARIO and then-player extension, the MLTI-PLAYER
cost; call this theunfairness propertylf this property holds SCENARIO, we assume only receivers can suffer Byzantine
for all T', DoS attacks are especially devastating. To see thiaults since communication is doomed with a Byzantine
consider when players incék the cost of the adversary undersender. Furthermore, energy-competitive communicat®n i
a DoS attack. For @ of moderate size, a player’s absolute coston-trivial even with authentication due to jamming and the
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forging of collisions; this is discussed in Section IV-A. corridor C' is guaranteed.

Types of Adversaries: The adversary has full knowledge - If 3 =O(r? In?/(3=%) 1), each correct node incurs a cost

of past actions by correct players. This allows futaptive (not an energy ratio) oD (r*In* (=¥ ) active slots.

attackswhereby the adversary may alter its behavior baseds If 5 = w(r?In*/*=%) ), the energy ratio iso(1) and

on observations it has collected over time. Furthermore, th  decreases a® (%) ~ O (TD;‘;“%

adversary igeactive in any slot, the adversary may detect a

transmission and then jam this transmission. The effentise ~ While this last result applies to a single corridor, it is

of reactive jamming has been shown experimentally [24]. sufficient to prove rellable broadca_st since the ne_;twork can
Our adversary captures the worst-case disruption of trafé covered piece-wise by such corridors (see Section VI). We

missions due to non-malicious failures such as softwagrerr N0te that switching from the sleep state to an active statarn

or accidental deviations from a global schedule. Our adwgrs & COst. However, in our protocols, the number of state sw#ch

also models challenging malicious behavior. Various jangni IS limited by the number of active slots and, therefore, our

strategies feature prominently in the literature such as ccASymptotic analysis holds. We also examine the constants in

stant, reactive, and random jamming [1], [24]. Our energ{r asymptotic analy3|s and investigate prf_;\ctlcal vaIuB_fs f

competitive protocols apply to all such adversaries with @or @Ndaaq, in Section IV-C. Finally, we believe our notion

bounded energy supply. The is particularly pertinent tassen Of €nergy competitiveness, and its application to reactive

networks where devices are typically battery powered. adversaries, is novel and relevant to designing advefsaria
fault-tolerant algorithms for sensor networks.
A. Our Main Contributions

Throughout, letp = (1 ++/5)/2 denote the golden ratio. Our . RELATED WORK

three main analytical contributions are given below. Jamming Adversaries: Several works demonstrate that wire-

Theorem 1. COMPETITIVE COMMUNICATION has the fol- less de"'c?‘s are vulnerable to adversarial jamming [27}-[2
Defenses include spread spectrum techniques, frequency or

lowing properties: _ ) channel hopping, and mapping with rerouting (see [2], [28]-
« If the adversary is never activé'(= 0), then each player [30] and references therein).

is active forO(1) slots in expectation.
« Otherwise, if the adversary is active fér> 0 slots, then
COMPETITIVE COMMUNICATION is O(T%¥~%)

There are a number of theoretical models for adversarial
jamming. Gilbertet al.[31] examine communication between
. “€Ne1gY  two players with collision detection in a time-slotted netl
competitive wherep — 2 ns — 0.382. against an adversary who interferes with an unknown number
- If both players are c_orregt and ex_ecumMPET'T'VE of transmissions. Cryptographic authentication is notiaesl.
C_O_MMUN'CAT'ON until their r_especnve_ termination con- pq adversary cannot forge the absence of channel activity;
ditions are met, then transmission of is guaranteed. e 4150 use this property. The authors derive bounds on (1)

For the more general single-hop setting with a sender:andhe jamming gain which is defined as the amount of energy
receivers, we provide the protocol WITI-PLAYER CoMPET- Used to prevent communication relative to the amount of

ITIVE COMMUNICATION (MPCC) and obtain the following: €nergy used by continuous jamming [32], and ¢®ruption-
free complexity which measures how long the adversary

Theorem 2. MPCC has the following properties: may disrupt a protocol without broadcasting. We note that

. |f all receivers are correct, then the eXpeCted cost to thﬁh”e jamming gain measures the relative energy cost of two
sender and each receiver @(In” n). adversarial strategies, it does not explicitly addressct®t to

« If corrupt receivers are active for a total 6f > 0, then  the adversary relative to the correct players as we do hete. P
MPCC is O(max{In® n, T#~'}/T)-energy competitive. and Peleg [33] examine an adversary that randomly corrupts

- MPCC terminates withinO(7¥/(¢=1) slots assuming messages; we do not require the adversary to behave randomly
Inn = O(T). Each correct player with sufficient energyawerbuchet al. [34] give a jamming-resistant MAC protocol
terminates successfully at this point. in a single-hop network with an adaptive, but non-reactive,

Finally, we address reliable broadcast in the multi-hopseen adversary. Richat al [35] significantly extend this work to

network grid model where devices are referred to as nod8&/lti-nop networks. Dolewet al. [36] address a variant of
By leveraging results in [7], we obtain the following result the 90ssiping problem when multiple channels are jammed.
Gilbert et al. [37] derive bounds on the time required for

Theorem 3. Assumet < (r/2)(2r + 1) nodes in any information exchange when a reactive adversary jams niltip
(2r+1) x (2r + 1) square centered about a correct nodén  channels. Meieet al. [38] examine the delay introduced by a
the grid are Byzantine and used by the adversary to disrupimming adversary for the problem of node discovery, again
p's communications fop < By slots. LetC' = {Nodes g at in a multi-channel setting. Doleet al. [39] address secure
(z,y)| —r<a<r A y>0} be a corridor of nodes in this communication using multiple channels with a non-reactive
network. There exists a protocol with the following propest  adversary. In these previous works, the impact of receite st

- If each correct node knowsB, and has sufficient energy costs is not explicitly addressed and there is no notion of

to execute the protocol, then reliable broadcast along thenergy competitiveness.



Reliable Broadcast: Reliable broadcast has been extensivelyCOMPETITIVE COMMUNICATION ()
studied in the grid model [6]-[10], [40]-[42]. Energy-eféat 172

reliable broadcast is achieved by Kiegal.[10], [40] but the 2: A_terminate + f al se

authors do not consider a jamming adversary. With a reactiyes: while (A_terminate == f al se) do
jamming adversary, Bhandhari [43] show reliable broadsast| 4. Epoch 1:

possible when the amount of jamming is bounded and kréwr| 5. for slots = 1 to 2¢ do

priori; however, correct nodes must expend considerably mareg, e Player A sendsn with probability 2.
energy than the adversary. Progress toward fewer broadcast;. if (Player B has not receivedn) then2
is made by Bertieret al. [11]; however, each node must| . e Player B listens with probability 31) _

spend a significant amount of time in the costly listeningesta

Alistarh et al.[12] assume collision detection and achieve nor}- Epoch 2: i
cryptographic authenticated reliable broadcast. Theylyapq o: for slots =1 10 2" do

. S ; . s | 10: if (Player B has not receivedn) then
their result to the grid with a jamming adversary; however,

. R o . JEE e Player B sends eq.
nodes must again spend a significant time in the receive. staté . . "
12: e Player A listens with probabilitys:.
V. OuR CosT COMPETITIVE PROTOCOL 13: if (PlayerA listens and detects no collisionoeq)

When a node is not active, it is assumed to be in the energy- then .

efficient sleep state. We discuss how (1) randomness foils p#* o A_terminate <—true

adaptive adversary and (2) energy competitiveness istgessi| 15: ¢+ ¢+ 1
against a reactive adversary given sufficient network traffi Fig. 1. Pseudocode for @MPETITIVE COMMUNICATION

Tolerating an Adaptive Adversary: A simple but critical Conversely, the cost to a correct noge,,, is comparable

feature of our protocols is: the probability that a p_"?‘yer 'Bor small payloads; we assume large content can be broken

%to small payloads. For a small payload, the total message

the player is a_ctlve n anot_her slot. Therefore, kn_owmg ﬁya size is small (assuming small headers/footers [47], [48}) a
player was active fok slots in the past conveys no information

- . o a correct player also incurs a cost on the order @f> W.
about future activity. Believing otherwise is the trap okth .
Therefore, whil , these values are comparable. We
well-known“Gambler’s Fallacy” [44]. Padv < Peor b

. can re-normalize the costs in Section Il by, such that the

In contrast, we could have specified that a player be aCt'M@versary’s cost is agaif.q, = 1, while the correct players’
for a fixed £ number of slots chosen probabilistically in ead&ost,am, is a constant multiple of.q, (see Section IV-C).
epoch. However, a adaptive adversary knows past informatio \ynich case matters? If an adversary seeks to disangt
Therefore, within an epoch, if a player is active fof < {raffic, then the first case applies and the only cost is due
k slots, the adversary_knows that_the player will be act|\_{% jamming. However, there are many situations where this
for k — &’ more slots in the remainder of the epoch. Thigehayior quickly disables the adversary. For example,idens
information can allow the adversary to jam more effectively, terrain with multiple sensor networks where the adversary
Instead, by having a player be active independently in eagfishes to target only a select few collecting critical data.
slot, knowledge of the past cannot help the adversary. Or there is a single network that executes several disgibut
Tolerating a Reactive Adversary: If the adversary knows, gnpications and the adversary wishes to interfere with a
free of cost, whenm is sent then energy competitivenesgjiical few. If the adversary jams indiscriminately, it Wi
is |mp(_)ss_|ble. However, a rez_;\ctlve adversary must det?ﬁﬁickly exhaust its energy supply in disrupting mostly non-
transmissions. Such detection is referred taclesr channel itical transmissions. The more challenging scenaricumc
assessmenfCCA) [18]. Consider two cases with respect tQhen the adversary first identifies transmissions and thes ja
CC_A_. In the first case, the adversary W|shes to detect_chan6ﬁ|y those it is targeting; this is the second case. Usingehe
activity, but does not care about the traffic content. D&ect ormalization above, our asymptotic analysis for energy-co
is performed via the radio chip using theceived signal petitiveness holds; this is investigated further in Sectié-C.
strength indicator(RSSI) [45]. If the RSSI value is below  Fipq|ly, we note that the conclusion of our argument aligns
the clear channel threshold, then the channel is assumed,ig claims put forth in empirical results on reactive janmgi
be clear [46]. RSSI incurs a cost on the order10F°W  yhat is, such behavior does not necessarily result in a more
— roughly three orders of magnitude smaller than the sepfergy-efficient attack because the adversary must still be

or receive costs. Therefore, an adversary can detect chanpgening to the channel for broadcasts prior to committing
activity at essentially zero-costiowever, the trade-off is that jiseif to their disruption [24].

this detection is indiscriminate _

In the second case, the adversary desires knowledge of fheProtocol Overview
traffic content, such as source/destination informatioowN  Figure IV gives the pseudocode for our 2A¥ER SCE-
the adversary must enter the receive state. Although the timario protocol called ©MPETITIVE COMMUNICATION.
spent in the receive state may vary, the cost is substantzlch round > 2 consists of2 epochs ana is a constant to
being on the order ofl0~3W. Denote this cost by, . be determined later. We summarize a rouraf the protocol:




e Epoch 1:This epoch consists df¢’ slots. In each slof, ticular slot. Letpp be the probability that PlayeB listens
Player A sendsn with probability% for an expected total of in a particular slot. LetX; = 1 if the message is not
2(c-1)i+1 glots, In each slot, Player B listens with probabilitglelivered from Player A to Player B in thg” slot. Then
s+ for an expected total af'+* slots. Pr[ m is not delivered in Epoch |£Pr[X Xy X, =

e Epoch 2:This epoch consists &f slots. If Player B has not 1J=Pr[X; = 1 | X3 X3 - X,y = 1] - [1:5; Prixi].
receivedm, then Player B sends a request for retransmissidiet ¢; = 1 if the adversary does not jam in slot
req, for all 2' slots. Player A listens in each slot withotherwise, letq; = 0. The value ofg; can be selected
probability4/2° for an expected totat slots. arbitrarily by the adversary. TheRr[X;X;--- X, = 1] =
Termination Conditions: Termination conditions are impor- ! — Papp¢; @nd substituting for each conditional probabil-
tant because the adversary cannot be allowed to keep eitf¥r We have PC[X1X2 Xl = (1= 2954];3(]1)3- ) q(l -
player executing in perpetuity while simultaneously fagi pAqu_s) = [[j=(l = pappgj) < PP 2o=m® <
them to incur shigher cost. PlayerB terminates the protocol €~ Since papp d_i_,q; > (2/21)(2/2C7V)(s/2) =
upon receivingm. Due to authentication, messages cannd®/2")(2/2(¢~Y7)(2¢/2) = 2 since the round is not jamming-
be spoofed or modified; therefore, this termination conditi 1 and so the adversary jams less th#n slots. ]
suffices. Player A terminates if it listens to a slot in Epoch W/e next consider the simplest case where there is never a
with neither a collision nor @ eq. Since the adversary cannojamming-1 round and there are no Situation Il attacks:
forge the absence of channel activity, this condition seffic Lemma 2. Assume that Player B is correct and there are

In other W(_)rds’ Player A continues into the ne>$t round if ( 0 jamming-1 rounds or Situation Il attacks. If the adveysar
Player A listens to zero slots or (2) all slots listened to b;

: ) -~ o % active forT > 0 slots, then the cost ratio i©(1/7).
Player A in Epoch 2 contain a collision oraq. We highlight Otherwise, T’ = 0, the expected cost to each playerQg1).
the two situations where this condition is met:

e Situation I: Player B is correct and has not received

e Situationll:Player B is Byzantine and sendegs, or Player
B is correct and terminated and the adversary forges amtigsi
to trick Player A into thinking a valid eq was jammed.
Situation | occurs prior to the successful delivery:opossibly
due to jamming attacks in Epoch 1. Situation Il addresses
attack that can be employed in Epoch 2 after the delivery
m. The adversary can deplete Player A's energy by maki
it appear as if Player B repeatedly did not receiveand is Lemma 3. Assume there is at least one jamming-1 round in
requesting a retransmission. This attack affects Playenl o round:. Then, prior to successful delivery of, the expected
Also, if Player B is correct, the attack is only effective enccost to Player A igD(2(c~1)7) and, therefore, the cost ratio of
m is received. If a correct Player B has not receivedar eq Player A before the message is deIiverqui@“%/T).

will be issued anyway and the attack accomplishes nothing.

Proof: Using Lemma 1, the expected cost to Player A is

at mosty "2, e=20=2) . (2. 2(c= Vi 4y < 3 (7T 44
e~2(=1) = O(1). Similarly, the expected cost to Player B
is at mosty 52, e~ 2(=2) . (2141 £ 97y < 30 (577 et
= O(1). The result follows forI" > 0. [ |
We next consider the cost to Player A prior to the successful

]ansmission ofm. Note that this does not necessarily yield
fhe cost to Player A over the entire protocol:

Proof: Let i be the last jamming-1 round. Then the adver-
B. Analyzing Cost-Competitiveness sary has been active for at le&st/2 slots. Using Lemma 1,

Define ajamming-1round as a round where the adversar{e expected cost to Player A prior to being delivered is
jams at least half of the slots in Epoch 1; otherwise, it 1€@(2(°™V)+3 2, e 2= (2.2(=D0HK) 14) = O(2(= 1))
a non-jamming-1 round. Similarly, famming-2round is a Sincec < 2. Therefore, the energy ratio (2(°~1)/2") and,
round where the adversary jams or forges collisions in at ledetting 7' = 2, this isO(T*=1/°). =
half the slots in Epoch 2. Regarding the constantlearly Now consider when Situation Il attacks may occur:

¢ > 1 or Line 8 of our protocol is nonsensical. Also,df> 2, | ciima 4. Assume that Player B has received by round;

then the expected cost to Player A is at least as much as Hﬁ% that rounds is non-jamming-2. Then the probability that
cost to Player B. In such a case, the cost to the adversary If%yer A retransmitsn in roundi + 1 is less thane—2
a Situation Il attack is less than the expected cost to Player '

A since a Byzantine receiver can sleep through Epoch 1. As Proof: Let s = 2' be the number of slots in Epoch 2
discussed above, we must avoid this in Situation II. Theesfoand letp = 4/2' be the probability that Player A listens
we havel < ¢ < 2. Throughout, assume ceilings on thdn @ slot. For slotj, define X; such thatX; = 1 if Player
number of active slots of a player if it is not an integer. A does not terminate. The#r[ Player A retransmitsn in

Lemma 1. Consider a round ofCOMPETITIVE COMMUNI- r(:jund . 10]| ~ PTEXlXZ_' ' 'IX,S ?h 1. Let ;]j %_10'f _;[_rr']e
CATION that is not jamming-1 and where neither player hagdversary does not jam in slgt otherwise, letg; = 0. The

terminated. The probability that Playé? does not receive the % values are gletermi_ned arbitrari_ly_by_ the adversary. Since
message from Player A is less tham? Player A terminates if and only if it listens and does not

, ) detect any activity, thePr[X; = 1] = (1 — pg;). Therefore,
Proof: Let s = 2¢ be the number of slots in EpOChPr[Xng---Xs =1]<e? 27;1 4G o2, -

1. Let p4 be the probability that Played sends in a par-
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confidence intervals. lines signify 95% confidence intervals. lines signify 95% confidence intervals.

Lemma 5. Assume there is at least one jamming-1 round. Theust minimizemax{(c—1)/¢,c¢—1,1/¢, }. Sincel < ¢ < 2,
energy ratio of Player A i€)(7T¢~1/T) and the energy ratio we havel/c > (¢—1)/c. Therefore, we solve farin c—1 =
for a correct Player B isO(T< /T). 1/e, this givesc = (1 ++/5)/2 which is the golden ratio.

Proof: Let i be the last round which is jamming-1. Let !f 7 > 1, then by setting = ¢ in Lemma 2 and the above
j > i be the last round which is jamming-2; if no sucrAfgument, the energy ratio isax{O(1/T),0(T*7%)} =
jamming-2 round exists, then assume= 0. Either way, the _O(TWZ) ~ O(T~%%2). It T = 0, then by plugging: = ¢
cost to the adversary &(2¢ + 27). into Lemma 2, the expected cost to each playap(s). B

By Lemma 3, the expected cost to Player A prior t®iscussion: Note that there is arO(1) up-front cost per

successfully transmitting: is O (2(¢—1)?%). Using Lemma 4, the execution of the protocol when there are no jamming-1 or
expected cost to Player A prior to terminatingd¢2(—1)") 4 jamming-2 attacks. This is the price for communication ie th
0(2(6—1)1)4_2:0:16—2(k—1).(2.2(6—1)(j+k)_|_4) — ()(2(6—1)1) presence of a powerful adversary, even if that adversary is
since ¢ < 2. Therefore, the total expected cost to Playétot always active. In exchange, an adversary incurs a penalt
A is O(2(<=Vi 4 2(e=1)J) The energy ratio for Player A thatincreases commensurate with the amount of disruption i

is highest wheni = 0 which yields ()(T(c—l)/T)_ Us- causes. Therefore, the unfairness property does not hold.
ing Lemma 3, the overall energy ratio for Player A is Finally, might players share a secret schedule? This would
max{O(T=V/¢/T), O(T*=/T)} = O(T*~'/T). reduce the active costs in Theorem 1 where neither player

Finally, assume Player B is correct. Since the last jamminkrows if the other is active with certainty. Unfortunatedych
1 round occurred in round Player B is active fo(2!) slots. a schedule becomes known to the adversary if the receiver
Using Lemma 1, Player B’s expected cost prior to receivirgpffers a Byzantine fault which invalidates any improved
m is O(2%) + Y37 e~ 2= . (2. 20tk 4 9itky — ((27). analysis and allows Player A to be manipulated.
Since Player B terminates upon receiving the energy ratio ¢ Numerical Results
is maximized whernj = 0 which yieldsO(T"/¢/T).

. . . We further evaluate GMPETITIVE COMMUNICATION since
We now give the proof for Theorem 1 stated in Section II-A: . . .
it is a building block for our next two protocols. Our aims

Prqof of Theorem 1We first examine the worst case energy modest, we: (1) show small constants in our asymptotic
ratios for both players over all values forand j: analysis and (2) use back-of-the-envelope calculatiorestie
Player A: First, Lemma 3 addresses the case where hgate the behavior for pessimistic,, anda.g, values. The
Situation Il attacks occur, and here the energy ratio ifpact of radio irregularity, weather and terrain should be
O(r'e=Y/¢/T). Second, Lemma 5 addresses the case whefgaluated with a prototype; however, this is outside the@eco
Situation Il attacks occur. Here the cost to the adversasy our paper. This is left to future work and we note that such
is (27 + 27) while the expected cost to Player A isdetrimental factors affect other DoS-resistant proposatsl
O(2(c~1i 4 2(<=1J) The worst energy ratio arises with= 0 there exist many results on mitigating their effect.

with an energy ratio o(7°~/T). Parameters: The Telos mote is powered by two AA batteries
Player B: For Player B, the expected cost prior to the suGsed in series which yields roughlg000 J assuming a com-
cessful transmission of. is O(2'). Overall, the cost to the bined 1.8V cut-off voltage (see [3]). The send/receive sase
adversary isl' = Q(2¢ +27). The energy ratio is maximized 35 mw/38 mW; however, we use the total operational cost of
whenj = 0, which yields an energy ratio ab(7'/</T). 41 mW [3]. Let |m| denote the packet (message) size. Headers
Therefore, the exponents of interest which control thegnerand footers of2 bytes each are possible (see [47], [48]). With
ratios are(c—1)/¢, c— 1, and1/c and the adversary knows |m|= 8 and12 bytes this gives a respective payloadicdnd
before picking: and j. The value ofc that should be chosen8 bytes. The Telos’ CC2420 radio has a specificatiorz5f



kbps, but in practice the data rate is typically less. Thaeef players quickly achieve an advantageous energy ratio.

we overestimate the time for sending/receiving ats which Discussion: These preliminary results suggest that our proto-

accommodates our message sizes and is a reasonable TD#As resistant to (i) efficient random jammers and (i) teac

slot size. With these parameters, a player can be active fafmers when sufficient non-critical traffic is present. Aghw

M = 18000 J/(41 mWx3 ms)x 1.4x 10% slots. A MATLAB  any DoS attack, throughput suffers. However, in situations

implementation of our protocol is used to investigate (1d anvhere the successful transmission of a moderate number of

(2) with random and reactive jammers. packets is critical, these back-of-the-envelope calmnatare
Random Jammers:We start by considering the absolute costd" encouraging first-approximation of performance.
for each player when jamming occurs with probability=" v/ MuyLTiPLE RECEIVERS& B OUNDED DELIVERY TIME

0.5 and 0.9 in each slot of an epoch. The adversary is able MULTI-PLAYER COMPETITIVE COMMUNICATION . abb
to jam for at mostx instances. Each trial terminates upon. § . , aoore-
successful communication, or whenis exhausted, and a runVIateOI MPCC, handles the scenario where a single sender

consists of 50 trials. Each pointin Figure 2 represents tham ?h sendsm 1o g setd(?[l;%trecelvtehrs}%a :b {bl’f”'i b{l}' I_:ur-t
of 3 such runs and the maximum of Player A and Player B fgermore, we boun ency the numper ot SIots prior 1o

plotted. Forp; = 0.5, the absolute cost is negligible. For = successful termination. For (an unknowhslots, we achieve

) _ i _ e/ (p-1) ' = : ' i
0.9, the cost is slow growing and still very small relative toO(T ) Iate_n(?y g|_v_er1nn O(T); we discuss this later.
Our protocol is intuitive: execute @UPETITIVE COMMU-

M. This is representative fgr; < 0.9 (omitted for space) and . .
- . . NICATION wherea is Player A and each correct receiver acts
we observe that the absolute costs in our analysis are lbtdera S : -
. . . as Player B. The probabilities for sending and receiving are
up to this point. For larger values @f;, we consider energy

. . . . _ modified and there are two more epochs (2 & 4) where players
ratios. Figure 3 depicts the energy ratio fer = 0.9,0.95 t deterministicallv. Agai ¢ ver term
and 1.0 (constant jammer). Clearly, the energy ratio favoract deterministically. Again, a correct receiver ter pon

the players. Finally, a loose upper boundéaf—2 is plotted receivingm while the sender terminates upon listening to a

S . . . slot without receiving eq or detecting a collision. Note that
which implies a small constant in our asymptotic analysis. . o
req messages can collide in Epochs 3 & 4; this is correct

It is also important to consides.o, > aqay. There is N0 a4 the sender will retransmit. Figure V gives the pseudecod
consensus on the size of a jamming packet;|, required to o MpCC. If the adversary jams, therone of the correct
disrupt a transmission. In [24]yn;| = 20 bytes using MICAZ roceivers receiven in that slot A round is again defined as
motes. However_, smaller jamming packets have exam'nedjé{aning-l if at least /2 of the slots in Epoch 1 are jammed
more general wireless local area networks. In [36];| ~ 3 hile a round is jamming-2 if at leasy/2 the slots in Epoch 2
bytes and, in [26]|m;| is just a few bits! In comparison 10 5re jammed or forged. Due to space constraints, severalgproo

an adversary that transmits:;| = 2,3 or 5 bits, the players .o omitted below (see our technical report [49]).
must handle gm| = 96 bit (12 byte) message. This implies

a factor discrepancy d#6/5~ 20, 96/3 ~ 30, 96/2 ~ 50,
respectively. Consequently, we considey;, = 1 buta.,, =
20, 30 and 50. Extrapolating usingx.,, - 6 - #~2, we note
that the energy ratios fa¥.,, = 30 and50 drop belowl1 for Proof: Let s be the number of slots in Epoch 1 of
« larger than2.8 x 10°, 8 x 10®> and 3.1 x 10°, respectively. round i. Let p, = 3Inn/2' be the probability that the
These values are still small relative 3. For example, with sender transmits in a particular slot. Lt = 2/2(¢=1)i
|m;| = 5 bits, the adversary must allow successful delivery ¢p» = 1 for ¢ < 2) be the probability that a correct
the first packet or face spending — 2.8 x 10° ~ 10® time receiver b, listens in a particular slot. Lef\; = 1 if the
slots suffering a disadvantageous energy ratio. By the samessage is not transmitted from sendeto receiverb, in
argument, hundreds of communications can occur before the j** slot. Then Pr[m is not successfully transmitted to
players exhaust their energy supply. the b, during Epoch =Pr[X;Xz--- X, = 1]=Pr(X; =

Reactive Jammers: As discussed above, our protocol i | X1Xoee Xy = 1) Letg; = 1if the adversary does

. . ) ) . -not jam given XX, ---X;_y; otherwise, letg; = 0. The
resistant to indiscriminate jamming. Now consider a reacti value of¢. can be selected arbitrarilv by the adversarv. Then
adversary who can listen t bytes of a header in pn| = 8 4 y by Y-

. — PR - = = — _— — @i
byte packet and then decide whether to jam at zero Cogﬁéﬁl v;el Lgfllepr[))((l_)l(_ 1]);]1 —pA(]irql ; ]19 q6)ln n{f .
Xy Xy = (1 = papeqy)--- (1 —

Therefore,a,q, = 1 while a.,, = 4. In each slot, channel s - S g 4 o
: , " : Papvgs) < [L;21 (1 — pappgy) < e7Pel® 2a=1% < 1/n* since
traffic occurs with probabilityp, from an outside source. By 23" ¢ > A1nn. Taking a union bound, the probability that

our discussion in Section |V, the adversary does not enter . L 25
. ; . at least one correct receiver has not receiveid at most:—=.
costly receive state unless it detects (at zero cost) traffic -

the channel via RSSI; otherwise, the adversary sleeps. Each

trial consists of the adversary jamming until its supply7' is Lemma 7. Assume that by roundall correct receivers have
exhausted. For each value’Bfa run of 10 trials are performedheard the message. Assume that roundis non-jamming-2.
and each point in Figure 4 represents the mean of 3 runs. Htren the probability that the sender retransmits the messag
values up tol’ = 1 x 10° and p; = 0.3,0.4,0.5 and 0.6 the in roundi + 1 is less thanl /n?.

Lemma 6. Consider a non-jamming-1 round. The probability
that at least one correct receiver does not receive the ngessa
from the sender is less thayn?.



MULTI-PLAYER COMPETITIVE COMMUNICATION (m,a, Ra) let j be the last round which is jamming-2,> i. Then the
i [In(2Inn)/(¢—1)In2] cost to the adversary (_2””2 + 2:7').
2 a terminate « f al se Sender: The energy ratio is highest for the sender when
3- while (a_terminate == f al se) do i =0 so letT = Q(2/). In this case, using Lemma 7, the
L expected cost to the sender prior to successfully ternmgati
4: Epoch 1: i is O(In?n) + 302, n=2=1) . O(2(=DU+K) 4 Inp) =
Z for.slczlt iefngStn (\Jxl\?ith orobability 312 O(Q(V’—l)j;- In” n). Therefore, the energy ratio for sender is
) > . O(max{ln® n, T¢~11/T).
’ ¢ Each blf _that Das not received listens with Re(zceivirs:For each}{:or)rect receiver, the energy ratid/tas
probability 5= highest whenj = 0 (a correct receiver is not active in the
Epoch 2: ' rounds indexed by), so letT = Q(2¢%). In the worst case,
g for slot1 to 2(¢=1i+! do all rounds up toi have been jamming-1, in which case the
o: e a sendsm. expected cost to each correct receiver up to the end of round
10: e Eachb, that has not received: listens. i + 1 is O(In® n + 2'). Therefore, the energy ratio for each
Epoch 3: receiver isO(max{In* n, T¥~'}/T) noting thatl /¢ = ¢ — 1.
11:  for slot 1 to 2 do ]
ii : Eallicsrt]eb;stheil:hthoggtairIi;%é sendsr eq. Lemma 10. MPC/C(Z telr)minates Withir!O(logT) rounds or,
14: if (e listens but detects no cozllision oeq) then equivalentlyO(T#/t#=1) slots assumingn n = O(T).
15: e « terminate «—true Proof: If the adversary is not active for all slots in Epoch
Epoch 4:_ 2, th_en all correct receivers obtain Onc_e aI_I correct rec_eivers
16 for slot 1 to 2(¢=Di+1 do terminate, the adversary must be active in all slots in Epoch
17: e u listens. 4 to prevent Pla_\yer_A from terminating. Therefore, prior to
18 if ( detects neither a collision noreq) then successful termination (_)f all _correct players (includirg t
1o o  lerminate « true sender), th_e adversary is active forlnaglllena)(yt—l)Hl slots
20: e Eachb, that has not receiveeh sendsr eq. per round in Epochs 2 & 4. Fod = (¢=1)In2’ We_ segk the
2 ieitl number of rounds such thafy_/_, 2(#=Y% > T which yields
' p < - lg(T+51nn). Each round has at most -2¢''*+1 slots

Fig. 5. Pseudocode for MLTI-PLAYER COMPETITIVE COMMUNICATION. SO p rounds equal at mogt**3 . (T + 51nn)#/(*~1 slots. m

Proof: This is computed similarly to the proof ofTheorem 2 of Section II-A follows from Lemmas 8, 9 and 10.

Lemma 6. Lets be the number of slots in Epoch 2 and |ePiscussion: The valuen is the number of devices within the
p = 41nn/2' be the probability that the sender listens in broadcast range of the sender. Therefore, for large network

slot. For slotj, defineX; such that¥; = 1 if the sender does W€ expectn to be very small relative to the total number of

not terminate. TherPr| The sender retransmits in round "NEWOrk devicesV. For a determined adversary, we expect

i+1]= PriX1X;--- X, = 1]. Let ¢; = 1 if the adversary T > In”n sinceT > n i.e. the number of transmissions a de-
vice can perform will likely exceed the number of neighbgrin

does not jam givenX; X, ---X;_y; otherwise, letg; = 0. g X . :
devices. In this case, the energy ratio approach@s’~*/T').

The ¢; values are determined arbitrarily by the faulty nod : X
in collusion. Since the sender terminates if and only ifitdhs ~_Finally, for any protocol, the optimal latendy, pr = Q(T)
and does not detect any activity, tth[Xg = 1] = (1-pg;). since the adve_rsary cag jam constantlyfoslots. IT COﬂtl’c’lzlSt,
Therefore, Pr[ X1 Xy -+ X, = 1] < e~? Tiaiti £ -2, - as_sqmlngnn =0O(T), by Le_mma 10 our protocol completes
- within O(T#/¥=1) slots. Notinge/(¢— 1) — 1 = ¢, we have:
Lemma 8. Assume all receivers are correct and there are ng P
: . . . . orollary 1. MPCC is within a O(7%)-factor of ¢ .
jamming-1 or jamming-2 rounds. Then the energy ratio of any i o(r?) ort

correct player (sender or receiver) ©(In* n/ max{1,T}).  VI. DOS-RESISTANT RELIABLE BROADCAST IN THE GRID
Proof: Let d = %. Using Lemma 6, the expected

cost to the sender is at moSC;c  n=20=4 . (2(e=1)i .
3lnn—|—2(w_1)i+1—|—2lnn—l—?w_l)i"'l) = O(ln2 n). Similarly,
Therefore, Lemma 6, the expected cost to Player B is
mOStZ?id n—Z(i—d) . (2i+1 4 2(@—1)i+1 4 22 4 2(@—1)i+1) —
O(In® n). The result follows for an adversary that is active f
T > 0 slots.

Reliable broadcast addresses the problem of propagating
from a dealer to the rest of the network. The problem has been
extensively studied in the grid model [6]-[12], [43]. Rdlia
B‘F[oadcast is still possible whenByzantine nodes can each
jam at mostu. transmissions [43]. Unfortunately, the protocol

f [43], and the subsequent refinement by [11], requires that
correct nodes possess much more energy than the Byzantine
Lemma 9. Assume there is at least one jamming-1 roundhodes In particular, while the send state costs are improved
The energy ratio of the sender and any correct receiver i8 [11], both [11], [43] allow the adversary to force a cotrec
O(max{ln2 n/T,T¢~1/TY). node tolisten for Q(¢ - n.) slots. In contrast, each Byzantine

Proof: Let ¢ be the last round which is jamming-1 anchode is active for.. This Q(¢)-factor discrepancy affords the



adversary a tremendous advantage and our main result isQS-RESISTANT RELIABLE BROADCAST

protocol that mitigates this advantage. 1: Starting in roundl, and ending no later than round
The Grid Model: Each nodey(, y) is situated afz, y) in a L, noded executes MPCGn, d, Rs) and each node
grid. The dealet! is located at{0,0) and seeks to propagate| ¢ € Ra commits to the first value it receives froih

m to all correct nodes in the network. When a ngdsends a The following step is executed by all nodes:
message, all awake nodes witfin, distancer (i.e. the(2r+ | 2. Starting in round2yZ, and ending no later than
1) x (2r 4+ 1) square centered abop} receive the message; round (2y + 1)L — 1, node p(x,y) initiates

thisneighborhoods denoted byV (p). Analogous results hold MPCC(COMMIT(p, m), p, R,).
for the Euclidean metric (see [7]). There are (r/2)(2r +
1) Byzantine nodes in any broadcast neighborhood. For any
correct nodep, the adversary can use itsByzantine nodes
in N(p) to jam for up toBy = t - n. slots total. There is | 2 for i=0tor—1do

a global broadcast schedule that assigns each node a slot|for. ~ Starting in round2(y — » + )L, and ending no

The following steps are executed by each node exclud-
ing those nodes iV (d):

broadcasting; a specification is unimportant here (seed®] f later than round2(y — » + )L + L — 1, node
an example). A complete iteration of the broadcast schedyle p(z,y) listens for coMMIT messages by initiat
is called acycleand a node sends at least once per cycle. ing MPCQ(commIT (¢, m), ¢(z',y'), R,) with each
Receive State Costs & Multi-Hop Networks:In this multi- node in rowy’ =y —r+iin C' and wherep € R,.
hop scenario, the amount of jamming in a neighborhood (buts:  Starting in round2(y — » + ¢). + L, and ending
not the total for adversary in the network) is bounded by no later than roun@(y — » + ¢)L + 2L — 1, node
By and known. This is required in [11], [43] and a similar p(z,y) listens for HEARD messages by initiating
assumption is made in [34], [35]. A bound seems necessary MPCC(HEARD(g2, g1, ™), g2, R,,) With each node
so that correct nodes know when to wake uprapropagates q2 € By, in row y + i and wherep € R,,.

outward. Our protocol uses this bound to synchronize send-
ing/receiving. Alternatively, nodes may perpetually distfor
transmissions. As discussed in Section lll, this is adojmied
other reliable broadcast protocols; however, the receiate s
costs are problematic. Therefore, we assume the existdnce o
By which is interpreted as the number of times a Byzantine g 6 pseudocode for @5-ReSISTANTRELIABLE BROADCAST.

node can deviate from the global broadcast schedule within ) ) o )
some time frame before being identified and subjected %y nodes ink,; a node ink, can send eq, andp is listening
various defensive techniques (see [2]). Staying unBerin for a collisionf eq then. Figure 6 gives our pseudocode where
each time frame allows the adversary to attack througheut th = 2¢43 . (By + 51nn)#/(¢=1) given Lemma 10.

lifetime of the network and we assume tHag is large. Proof of Theorem 3lIn [7], it is shown that each node(z, y)

can obtainm by majority filtering on messages froft + 1
node-disjoint paths contained within a singte+1) x (2r+1)
area since at leagt+ 1 will be m. Our correctness proof is

6: Starting in roun@(y—r)L+L, and ending no later than
round2(y —r)L+2L—1, nodey; sends ad{EARD mes-
sage by initiating MPCQHEARD(g2, ¢1,1m), ¢2, Rq,)
wheregq, ¢, are sister nodes.

Overview: Our protocol starts at sldt and synchronizes the
timing of nodes for sending and listening. While this symehr
nization is not mathematically challenging, a full destidp

yields an unreadable protocdfor ease of exposition, our similar; however, we argue along a corridor and show that
treatment addresses each nogéen C' = {¢(z,y)| —r <z <

nodes in the/'" row can commit tom by slot2yL — 1.
r Ay > 0}; thatis, a corridor of width2r+1 moving up from Base CaseEach node iV (d) commits to the correct message

d. Traversing thez-coordinates is nearly identical and the gridn immediately upon hearing it directly from the dealer by

can be covered piecewise by these two types of corridors. found L. Therefore, clearly, every nodg(z,y) € N(d)
Node ¢ issues acOMMIT(q,m) message ify has com- COMMIts by roundyL — 1.

mitted to m. Node ¢» SendsHEARD(q2,q1,m) if ¢» has Induction Hypothesistet —» < a < r. If each correct node

receivedCOMMIT(¢1,m). As in [7], p commits tom when, p'(z',y') € N(a,b) commits tom by round2y'L — 1, then

through Steps 3 & 4, it receives + 1 commIT(¢,m) or €ach correct nodg(z,y) € N(a,b+1)— N(a,b) commits to

HEARD(q2, g1, m) from node-disjoint paths all lying within m in round2yl — 1.

a single(2r + 1) x (2r + 1) area. Due to space constraintsinduction Step\We now show2t + 1 connectedness within a

we omit this in the pseudocode and refer the reader to [7].single neighborhood and we argue simultaneously about the
For each node, R, = N(p)NC. We say a node initiates time required fop to hear messages along these disjoint paths.

MPCC(m, p, R,) in the context of the global broadcast schedfhe nodep(z, y) lies in N(a,b + 1) — N(a,b) and can be

ule. This means the slots indexed byn Epoch 1 of MPCC considered to have locatida — » + z, b+ » + 1) where0 <

are those slots assignedgdy the global schedule. In Epochz < r (the case forr + 1 < z < 2r follows by symmetry).

2, we deal with sending by nodes R), slightly differently. In We demonstrate that there exig2» + 1) node-disjoint paths

each cycle, there is one extra slot assigned to each node. The..., P, (3,41 all lying within the same neighborhood and

slots indexed by in Epoch 2 of MPCC are those slots usedhat the synchronization prescribed by our protocol isexrr
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One-Hop Paths:the set of nodest, = {¢(u,v) | (¢ —r) < inin a single neighborhoody (a, b+ + 1). For an adversary
u<(a+z)and(b+ 1) < v < (b+r)} liein N(a,b) and corruptingt < (r/2)(2r + 1) nodes, a correct node can
are neighbors op. Therefore, there are(r + = + 1) paths of majority filter to obtainm. Furthermore, we have shown that
the formg — p whereq € A,. anyp(z,y) € N(a,b+1) executes MPCG(2r+1) = O(r?)
By their position relative top(z,y), each correct node times in order to receives atommIT and HEARD messages
g(u,v) € A, is such thatv = y — r + ¢ for some fixed by round2ylL — 1. Therefore_,p can commit t(_) the _correct
¢ € {0,...,r — 1}. Therefore, by the induction hypothesismessage by rountlyl —1; this concludes the induction.
g commits tom by round 2(y — r 4+ ¢)L — 1. By the Cost Analysis:In our protocol, a correct node is involved
protocol, g(u, v) sendscCOMMIT messages using MPCC inin k < r(2r + 1) + 1 executions of MPCC. For each such
round 2vl = 2(y — r + ¢)L until round 2(v + 1)L — 1 = execution, let; be the number of slots for which the adversary
(2(y — 7 4+ ¢) + 1)L — 1 at the latest. By the protocol, is active where = 1, ..., k. Denote the adversary’s total active
p(x,y) listens for coMmIT messages fromy starting in time by 8 = Zf:l 7 < Bo. We examine two cases:
round 2(y — r + ¢)L until round (2(y — r +¢) + 1)L — 1 Case 1:Assume the adversary is active for a total pf=
at the latest. Thereforep and ¢ are synchronized in the i, 7 = O(r?In**=¥) 1) slots over allk executions of
execution of MPCC ang will receive ¢’s message by round MPCC byp. Note that3 = 0 is possible. For each execution,
(2(y—r+e)+1)L—1=(2(b+c+1)+1)L —1 at the latest. nodep incurs a cost oD (max{In® r, 7#~'}) by Theorem 2.
Since this occurs for all nodes if,, nodep has received all Therefore, overk = O(r?) executions, clearly the total cost
CoMMIT messages fromt, by round(2(y — 1)+ 1)L — 1 = (not the energy ratio) incurred hyis O(r* In* *=%) ).
20+ + 1)L —-1<2(b+r+1)+1)L—-1=2yL —1. Case 2:0therwise, assume that the adversary jams for at least
Two-Hop Paths: consider the set®, = {q(u,v) | (a+ = + one slot. Using Theorem 2, the energy ratio is:
) <u<(at+r)jand(b+1) <v < (b+7)}andB, = (Zle max{ln? r, Tf—l}> :O<,~2 In2r n (r2)2=¢) . In? r>
{¢(w, ) | (a+z+1-r) <o <(a)and(b+r+1) < PO E e
v < (b+ 2r)}. The nodes inB, lie in N(a,b) while the _ o1 - o2 o1
nodes inB; lie in N (p). Moreover, the seB;, is obtained by by noting(3_; 7; ){J(_;Z» 7) < f (Zifil) sincer;
shifting left by » units and up by- units. Recall that there is IS concave andy_, 7" *)/k < (5 32, 7:)#~" by the corollary
a one-to-one mapping between the node®jrand the nodes of Jensen’s inequality that applies to concave functi@is.
in B,; these are sister nodes. There afe — =) paths of the D_|scu55|on: We make2 t\gvo points regarding our protpcol.
form ¢ — ¢’ — p. First, for § = O(r?In?/(?~%) 1), the absolute cost tp is
O(r*In*2=9) ). But for 8 = w(r? In**=¥) 1), the energy
ratio is dominated byy O(r*7%*1n*r/3%3%2) and, at this
point, it favorsp; the adversary no longer has the advantage.
Our second point concerns the upper boure (r/2)(2r +
1) — 1 for which reliable broadcast is feasible under DoS
attacks [43]; recall that correct nodes require more energy
However, if nodes are subverted, it seems reasonable that
Byzantine and correct nodes will each possess roughly equal
energy. Assume that each node can be activerfoslots.
Consider the particular situation where the adversaryetagg
by having one of its nodes jam far. instances. This exhausts
p’s energy andeliable broadcast failsThis attack is suggested
in [43]. In contrast, with our protocol can expect to avoid
being disabled in this situationif= o(n2=¢/(r>2=%) In* 7))
for sufficiently largen.. We note thap’s survival is not guar-
anteed and, if = Q(n2=¢/(r*2=¥) In? r)), the adversary can
expect to disablg by using enough of its nodes. However, this
is an improvement over previous results (which cannot abéer
this attack) and it illustrates the importance of accounfior
receive state costs when considering bounds.on
Acknowledgements:We gratefully thank Srinivasan Keshav
and James Horey for many valuable discussions.

Consider a correct nodg(u,v) € B, and its sister node
¢'(v,v') € B, wherev' = v+ r by definition. Again,
given the location ofg(u,v) relative to p(x,y), we have
v = y —r + ¢ for some fixede € {0,...,r — 1}. By the
induction hypothesisg commits tom by round 2oL — 1.
Then by DDS-RESISTANT RELIABLE BROADCAST, ¢ sends a
COMMIT message using MPCC inrouRdl = 2(y—r+c)L
until round2(v+ 1)L —1= (2(y—r+¢c)+ 1)L — 1 at the lat-
est. By DOS-RESISTANT RELIABLE BROADCAST, ¢ (u/, v')
receivescOMMIT messages from using MPCC starting in
round2(v' —r 4 ¢)L =20 = 2(y — r + ¢) L and ending no
later than roun@(v' —r+c+ )L —1=2(v+ 1)L -1 =
(2(y—7r+¢)+1)L—1. Thereforeg andq’ are synchronized
in the execution of MPCC angl will receive ¢'s message by
round(2(y —r+c¢)+ 1)L — 1 <2yl — 1 at the latest.

By the above, each nodg(v’,v’) € B, can start sending
aHEARD message using MPCC in rour¢’ —r) L + L and
ending no later than roun®l(+’ — )L + 2L — 1. Starting in
round2(y—r+c)L+ L, nodep(xz,y) uses MPCC to listen for
aHEARD message from’(u’, v') wherev’ = y+c¢. Therefore,
pis listening tog’ starting in2(y—r+c¢)L+L = 2(v'—r)L+L
and ending no later that(v' — )L + 2L — 1; p and¢’ are

synchronized. Thereforg; receives allHEARD messages by REFERENCES
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Network Security: A Survey Auerbach Publications, 2007.
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