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Abstract. Enterprises are increasingly deploying Wireless LANs tavjate mo-
bile access to users in corporate offices. However, existimerprise WLANS are
far from being truly mobile. In particular, they do not adatply supportontin-
uous mobility where users access the network on-the-go. Furthermoré&N&'L
that do provide continuous mobility support require cliemdifications, mak-
ing them hard to deploy in practice [20]. In addition, witle throwing interest in
realtime applications such as voice and video, users aredsingly placing addi-
tional (QoS) demands on the network, which for inadequatesigned WLANS,
does not scale to large numbers of users [10]. In this pamepropose Overcast,
a novel WLAN architecture that targets scenarios demandorginuous mo-
bility and real-time support for 802.11 clients. Overcasesi not require client
modifications and supports all 802.11 standards. Thougihdastborrows some
features from prior WLAN designs, it improves on them by inmrating a novel
RF mapping framework (proposed in [3]) for accurate onlim¢edtion of RF
interference. We describe the architecture of Overcasetaildand discuss our
current efforts in realizing such a system on off-the-skhethmodity hardware.
We also describe an example application of Overcast to igighit's usefulness
in supporting realtime applications in continuously mehiker environments.

1 Introduction

Falling prices and demand for a mobile workforce have cawsguoliferation of
wireless LANs in modern enterprises. In recent years, thergamce of new usage
paradigms such antinuous mobilityand the growing interest in applications such as
voice and video have further driven widespread adoptioi [L@ntinuous mobility is
defined as an active use of a wireless network while the déembving within its area
of coverage. This is in contrast to nomadic use, where ntglisliconstrained to a small
region or cell. Nomadic use is the dominant usage patternlidMé today but this is
expected to change as support for continuous mobility ivgso

Recent growth in the use of smart-phones with large scremtgeeater process-
ing power has also spurred demand for real-time applicaigoport in continuously
mobile scenarios [17]. This has created a myriad of chaéierigr network designers
because the popular 802.11 standard has limited suppardfainuous mobility. Con-
tinuous mobility significantly increases variability imk characteristics, making it hard
to guarantee any Quality of Service (Qo0S). A wireless sigaal drop to a deep null
with just ax /4 movement in receiver position (3.7 cm at 2 GHz) [18].



Researchers have attempted to address the challengegtiouocms mobility at all
layers of the network stack, from the application layer [16]the physical layer [17].
In this paper, we present a more comprehensive view of comtis mobility: the archi-
tectural requirements for supporting continuous mobditgl how they can be realized
in today’s enterprise 802.11 deployments.

In traditional WiFi deployments, associating and managding connection to
an AP has been solely the responsibility of the client. Thidudes, among other
tasks, selecting a suitable AP and coordinating hand-affénd periods of mobility.
However, with the advent of centralized architectures [28], network management
tasks have moved progressively up the hierarchy, into theraker. Despite this,
client association techniques still pre-dominantly refytbe client to find a suitable
AP with which to connect to the network. This is detrimentakbntinuous mobility
because the clients don't have global knowledge of the nétatate. In our proposed
architecture, we relegate the client’s role to only asdomawith a single (virtual)
access point. Thereafter, the network is responsible feurémg that clients are able to
meet their Quality-of-Service (QoS) requirements. Thiadsomplished by managing
transmissions from one or more neighbouring APs. In Se@iome present a key set
of requirements necessary to support such a WLAN system.i¥deiss the Overcast
architecture and it’s details in Sections 3 and 4 respdgytilie Section 4.3, we discuss
our current efforts towards realizing Overcast on commyolérdware. In Section 5,
we briefly present an example application of Overcast to stipp-house VolP-calling
for the enterprise. Related work is covered in Section 6 amdanclude in Section 7.

2 Requirements

We list the set of requirements that are necessary for aiger@/LANS to support
continuous mobility for real-time applications.

(1) Guaranteed Coverage:The WLAN should guarantee network coverage
throughout the enterprise. Otherwise, network disconoestduring mobility could
occur, making it difficult to support real-time applicatn

(2) Adequate Capacity Provisioning:Prior studies have shown that WLANS to-
day perform poorly in congested scenarios where many slieoimgregate at one lo-
cation [15]. This is primarily because the network is notyis@oned to simultaneously
support many clients. Given the nature of realtime appbeoatthat generate continuous
streams and require minimal delay jitter on the link, suchgastion effects could be
catastrophic [13]. Therefore, the network must be prowistbwith enough capacity to
prevent such congestion collapse from occurring.

(3) Precise Knowledge of RF Environmentin order to support continuous mo-
bility, we should be able to rapidly re-configure the netwiorkesponse to user move-
ments that change the surrounding RF environment. Handglilwh changes requires
closely tracking clients, detecting performance degiiadat and reacting to them. This
requires precise knowledge of the RF environment, and itiqoidatr, information about
interference that dramatically affects client performanc



Central Controller

g

Wired Backbone

I —
- Ll

rtual Access Point

Fig. 1. All APs emulate a single virtual AP that the client assocdteonly once for the lifetime
of the connection

(4) Support for Legacy Clients: Deploying new hardware and upgrading NIC soft-
ware on the clients is expensive and impractical [19]. Wedtoee require our design to
support continuous mobility while at the same time beingkbards compatible with
existing IEEE 802.11 standards.

(5) Realizable on Commodity Hardware:In order to make the proposed system
practical, we require the fewest possible changes to trstiegiWLAN infrastructure.
Clearly, specialized hardware and software defined radiirjSare ill-suited for this
purpose. We therefore require that the proposed architebturealizable on commod-
ity hardware.

3 Architecture

We now describe the architecture of Overcast. Our discndségins with a broad

overview of the system and we then cover specific detailsréagt is a centralized

WLAN architecture. In such a design, APs are connected tordr@eController over

a wired Ethernet backplane. The controller is comprisedwvaf parts, one that man-

ages the APs configurationsontrol plang and the other that performs traffic manage-

ment/shapingdata plang in the network. Note that, as indicated in [4], an edge moute

strategically placed between the wired and wireless nddsvaith precise knowledge

of a significant fraction of traffic makes the controller'ssad function possible.
Overcast is &ingle channeérchitecture [25] where orthogonal channels are used

to add capacity instead of preventing inter-cell intenfieee Each AP can concurrently



serve clients on all orthogonal channels by using a sepeadte for each. A key ad-
vantage of this design is the ability to suppoeto-latencyhand-offs. We setup all AP’s
on one channel to have the same MAC address and ESSID. Hemoetlie client’s
perspective, the entire network is a single virtual AP (asashin Figure 1). Session
state (for each client) is maintained at the controller.réfare, any mobility within
the enterprise does not require re-association. Hancacéfeandled entirely by the in-
frastructure as described in Section 4.2. We note that samenercial vendors such
as Meru [26] also employ a similar approach. However, Ostrigsverages an online
interference mapping engine as part of its design (Sectibn %his allows it to effec-
tively manage interference in congested scenarios andapédly detect interference
for clients during periods of mobility.

Clients begin communicating with the infrastructure bytfieqquesting association
to the network (as shown in Figure 2). The association raqeagceived by one or
more APs in the vicinity of the client which in turn is forward to the controller.
The controller selects an AP (based on some AP selectiotegifiaand has that AP
respond to the client with an association response. AP tsmlecan be based on a
number of criteria as discussed in Section 4.2. Note thhbalih one AP is elected to
communicate with the client, the session terminates at dinéraller, not the AP. This
implies for example that the WEP session keys are exchangf@gebn the client and
controller as opposed to the AP. Once associated, the direte to move throughout
the entire network. If the client begins to exit the servioeasof one AP, the controller
detects this event (through measurements) and movesémé tdia neighbouring, more
suitable AP. The client is unaware of this change and assitisesill receiving packets
from the same AP. There are a number of steps to ensure thana@n be migrated
to a neighbouring AP that doesn’t degrade it's performambese steps are covered in
greater detail in Section 4.2.

Once the client is associated to the network, a minimum Qg8irement (Section
4.1 describes how we obtain these requirements for thetcheeds to be maintained
at all times as the client moves about within the networktt@mrmore, there must al-
ways be at least one AP available to service the client abeditlons in the building.
This is guaranteed through a dense (and uniform) deployofeki®s in the enterprise,
similar to DenseAP [19]. Prior single channel designs travoid dense deployments
so as to reduce cross cell interference [26]. We handle suetférence through online
interference detection and rapid network re-configuration

In a single channel architecture, co-located clients apeebed to use the same
channel to communicate. In such scenarios, link interfggésa inevitable, especially
for streaming/realtime traffic [10]. There are a number ofsvi address this problem.
We can separate conflicting traffic using TDMA-based patiket/scheduling. We can
also eliminate interference by adapting the modulatioe (ahd hence the amount of
forward error correction (FEC)) that is applied to pack&inally, we can also use
adaptive power control to minimize conflicts in the netwoM/e cover the pros and
cons of each optimization in more detail in Section 4.2.

! Power control must be carefully performed, since poorlyiglesd power control strategies
could lead to dead-spots in the enterprise
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Fig. 2. The sequence of events that occur when a client first assedimthe network

4 Infrastructure Details

We now describe some specific aspects of the Overcast arichitein greater detail.
Our discussion is divided into measurement collection agitvark optimization (or
control operations).

4.1 Measurement Collection

Link Quality Measurements Link quality measurements are essential to ensure that
chosen links provide adequate QoS. Because we need to suggacy clients, we
cannot get RSSI, Packet Error Rate (PER) or other such nerasats from the client.
Prior approaches [5] have addressed this issue by using ddPnseasurements and
assuming channel symmetry. This assumption does not hoélmworld deployments
and is especially problematic for realtime traffic that igliectional and has hard QoS
requirements.

In Overcast, we determine downlink link quality by mainfam a running aver-
age of PER for each active AP-Client link. We note that reakttraffic can tolerate a
small amount of packet loss without degrading in qualitg(2% loss rate is generally
accepted to be imperceptible in audio streams). Using #ut fve send a small per-
centage of packets from neighbouring APs not instructeéneesthe client (but within
it's range). Using these packet transmissions, we can ctaipa downlink PER rate
for such neighbouring APs.

To measure uplink PER, we note that a realtime traffic souit@@nerate a single
packet every ‘t’ secondswhere t is the packetization interval of the encoding sahem
Using this fact, we can count the number of missed packetcansequently the up-
link PER. In fact, since all access points listen to all traffve can passively build
uplink PER information for all APs in the vicinity of a clienltn this way, we obtain
information about both the uplink and downlink quality tetkelected AP as well as
neighbouring alternate APs. This allows us to judge if a atign is needed and which
alternate AP(s) can meet the client’'s QoS requirements.

2 We assume there is no silence suppression or packet aggregat



Interference Mapping - Micro-Probing At the heart of the Overcast architecture is
an interference mapping (IM) engine. The IM engine is resfida for discovering in-
terference (or conflict) between AP-AP and AP-client linkghe network. There are
numerous approaches proposed in the literature to measeréerence between links
in a network. We choose micro-probing due to its ability togpnraterference in an on-
line network without client feedback. Micro-probing opes by initiating a series of
“micro-experiments” between pairs of links to determine ttature of interference be-
tween them. This approach is able to generate an interfereap of a moderately sized
network (of approximately 20 nodes) on the order of seconslide further details of
micro-probing due to space limitations and refer the re&l§g] for additional detalils.

Opportunistic ExperimentatiorPrior work has shown that interference measure-
ments are effected by the channel on which they are cond{21¢dHence we must
perform interference measurements on the same channabdhe normal operation
of the network. To allow for this, we propos@portunisticmeasurements during idle
periods. Under bursty traffic, predicting idle time on a amalris almost impossible.
However for periodic realtime traffic, APs can learn traffatterns and inter-leave in-
terference experiments with data traffic.

What-If Analysis for Conflict€Dvercast uses conflict information to migrate clients
from one AP to another. Hence, we need to identify not onlyflazis in the current
(AP-Client) configuration but also those that would ariseera migration. We term
such conflictdVhat If conflictsWe leverage the association free nature of our network
to conduct experiments for What-if conflicts between thertdliand the neighbouring
APs. Having this information prior to migration allows usdasure that a migration
will not violate QoS requirements.

Learning (QoS) Requirements To ensure that client QoS requirements are met by
Overcast, we must elicit them from the clients. Howeveratsgclients do not report
such information. By identifying the encoding scheme by nseaf packet inspection,
we can ascertain the QoS requirements of an applicationirgrover the network.
However, we do assume that the client is generating onlytiraal traffic and using a
well known encoding scheme.

Implicit in the discussion above is the assumption that oaasurements are not
affected by bursty traffic. To ensure this, Overcast separettannels into realtime and
bursty channels. Clients are allocated a channel basedeimtthffic characteristics.
Initially we assume that a client is generating realtiméitréout if we observe variable
bitrate traffic, we move the client over to a bursty traffic whel (using methods de-
scribed in [19]). Channel switching has some associateaydrit since a bursty client
is generating delay insensitive traffic anyway, QoS guaesfre not required. The
separation of traffic onto different channels may seem oasvaver, prior work shows
that bursty and realtime traffic do not co-exist well. Forragpde, Garg et al[13] show
that a74 K bps realtime stream reduces the throughput of a parallel but&yt by as
much as 900 Kbps.

4.2 Control Operations



Seamless HandoffsHand-offs in 802.11 networks encompass three operatigrge-1
lecting a new AP, 2) Transferring context and 3) Disassowafrom the old AP and
re-associating with the new AP. The single channel designlpdes the need for op-
erations 2 and 3. All contextual information (including gyqtion keys for WEP) are
stored at the controller and the client is agnostic to hdifgl-dhe only handoff opera-
tion that is necessary is AP selection, which we briefly disauext.

AP Selection: The AP selection algorithm is crucial in Overcast as it hagya s
nificant impact on the QoS that a client eventually receiemr proposals use many
diverse metrics for AP selection [24]. We note that the nostdf relevance for real
time traffic are loss rate, delay Jitter and end-to-end délass rate is a function of link
quality and interference. Delay jitter is caused due toaklity in channel access delay
caused by contention and the number of clients served byazaess point. End-to-end
delay can be ignored because the delay budget of realtimeagigns is large enough
(up to 200ms) to make the end-to-end delay essentially negligible. Aaptnetric of
interest is the number of users on a particular channel. iShmportant because we
would like to keep a client on the same channel throughasitcibnnection session.
Therefore, load balancing across channels during AP seeistcrucial. We combine
these metrics in a utility function shown in Equation 1, wh&)p’ is the channeguality
in isolation, ‘I" is the number of interfering links, ‘L’ ishte access point load and ‘C’ is
the channel load.

U=F(Q)+F()+ F(L)+ F(C) 1)

Each of the functions F(Q), F(I), F(L) and F(C) quantify tHéeet of the corre-
sponding metric on utility and normalize the value for c#dtion. The details of the
functions are not discussed here but we note that the functio be made as complex
or as simple as desired. For example, prior work [13] haschtitat a single access
point using 11Mbps can support up 50VolP clients with little or not drop in voice
quality. However adding a sixth client causes a suddentiadjuality. Hence we can
define the value of F(L) to befor up to5 clients and as a rapidly decaying function as
the number of clients increases beyond 5. This is formaliz&gjuation 2 wherev is a
normalizing constant.

@)

F(L):{au) tL<s,
a(1/L) if L> 5,

Note that when a client first joins the network, we have nonmfation about the
AP to Client link on which to base AP selection. We therefase RSSI measurements
at the AP and assume channel symmetry. The initial selectiarbe refined as soon as
additional information is available (as discussed in ®&cdi.1). Also, if the network has
no available capacity on one channel within a client’'s ne@irhood (if for instance,
the client moves), it may be forced to migrate the client tca#ternate channel. To
support this functionality, Overcast implements cell linggy [6] to force clients to
begin scanning on other channels. Once a client begins sxamve use hidden SSIDs,
as proposed in [19], to force the client to switch channels.



Network Optimizations We now briefly discuss three network optimization schemes
that can be implemented on Overcast to enhance it's perfizena

Packet/Flow Scheduling:Realtime traffic is periodic and therefore predictable, a
fact we can leverage to appropriately schedule traffic an@laaterference. For exam-
ple, commonly used voice encoders generate a single, saekep (up to 100 bytes)
every 10 to 30 ms. Even at low bitrates, a packet this sizassmitted in less then a
millisecond. As stated earlier, the current state-of-tiesapports only up to 5 clients
per AP. Therefore, there is significant excess airtime tasp conflicting traffic. We
can coordinate AP transmissions to mitigate the effectstefierence on the downlink.
For uplink traffic, we can use CTS-to-self to “clear-the-&ir a particular client.

Modulation Rate Adaptation: Rate adaptation algorithms typically try to use the
highest sustainable bitrate. However, this comes at thetagpotentially higher packet
loss rate and susceptibility to interference. Realtimdiagions are sensitive to packet
loss but do not require too much bandwidth. In such scenakieprefer to use a lower
more robust rate even if a higher rate can be sustained. Fokupaffic, we can not
control the rate explicitly but can use some indirect teghas, as discussed in Section
7.

Transmit Power Control (TPC): Many proposed enterprise WLANs support
transmit power control for AP load balancing and interfeeemitigation. Overcast
performs load balancing by managing AP-client associatitymamically from the con-
troller. Therefore, TPC helps only to mitigate interfereetween neighbouring links
in conflict. A number of strategies can be used to implemef, TBnging from per-cell
to per-client TPC. However, caution should be exercisedwlsing TPC since poorly
designed algorithms can lead to link starvation, increzsgdention and in the worst
case, dead-spots or regions of no coverage.

4.3 Implementation Status

Over the past few months, we have been setting up the inficiate and protocols for
Overcast. We have deployed a 40 node testbed [2] on the 2n@raniibors of the

Computer Science building at the University of Waterloo. Nsge implemented MAC
Cloning within the firmware of the Intel 2915ABG radio. Thitsvs us to dynamically
assign an arbitrary MAC address to our APs. We have also mmgi¢ed the micro-
probing interference mapping engine for our testbed [3liRinary results confirm
that we can quickly and accurately measure interferenaedsst links in the network.
Furthermore, we have also used MAC cloning to implenwWhat-if conflictdetection,

as discussed in Section 4.1. Currently, we are exploringesoithe optimization ap-
proaches discussed in Section 4.2.

5 Example Application

We now describe an application that can benefit from the nantis mobility support
provided by Overcast. This is a prototypical real-timeatnég application and serves
to highlight the challenges faced in supporting such apfitos.



Almost all businesses today deploy an enterprise-widelelre system so that
employees can communicate with one another. It is interg i note that such systems
are common even with the mass adoption of cellular phones.i$ltbecause cellular
technology is not suitable for enterprise telephony todasllular technology is not
cost-effective (for the enterprise), beyond administeationtrol, and also has coverage
problems inside large office buildings [11].

The wired (PBX-based) telephone system on the other hangmieuser mobil-
ity which is desired by today’s mobile workforce. This haeated an interest for al-
ternative wireless telephony systems [9]. Coincidentlgngnbusinesses already de-
ploy enterprise-wide, high-speed WLAN's. This has prondgisearch into supporting
voice over WLANs (VOoWLANSs [9]). However, the VOWLANS of togaypically only
support nomadic clients because cell hand-offs are pradtienfurthermore, the call
capacity in these WLANS is typically limited to aboutlients per AP because they do
not handle interference and contention well [10]. Someaetehas proposed solutions
to these problems but they require client modifications agich are hard to deploy.
Using Overcast, a user can associate her WiFi compatibletghuae to the network
and run a VoIP service of her choice. After the initial asation, the user is free to
move anywhere within the coverage area of the network duaingngoing cafl. By
managing interference and providing multiple orthogohalmels at each access point,
Overcast ensures that a much larger number of clients camibéi@neously supported,
compared to existing VOWLANS.

6 Related Work

There is a large body of literature that proposes optinoratichemes for enterprise
WLANSs. However, we limit our discussion to work on optimigicontinuous mobility
and providing realtime support on WLANS.

Continuous mobility has been studied in the context of migiing hand-off laten-
cies in wireless networks. Some prominent work, includiag][proposes neighbour
graphs to reduce client scanning time. However, these appes require offline graph
computation, which is cumbersome and prone to inaccuraydRi et al. [22] propose
to synchronize beacon transmissions of neighbouring ARedace overall scanning
time. However this approach requires client modificationsummary, prior work at-
tempts to minimize re-association overhead by reducingréng duration. In contrast,
Overcast uses MAC address cloning to emulate a single VidRahat eliminates these
delays altogether.

We now briefly cover realtime traffic support over 802.11 reksg in prior work.
We focus on VWoIP as its characteristics have been explorezhsively over the last
decade [13] [7] [14]. 802.11 networks are notorious for fypsupporting simultane-
ous VoIP connections [13]. Many proposals have been put forimprove the dismal
call capacity of WLANS [7] [14]. However, these require miachtions to the client’s
MAC layer. Furthermore, most current approaches are ordigded for the single cell

3 We note that maintaining an always-on connection to the otwan drain the battery of
a handheld device [1]. This problem is common to any handteldce that uses the WiFi
interface and is not exclusive to Overcast.



scenario. Recently, it was shown that multi-cell deploytaenpport only 2 active ses-
sions per AP on average [10]. This is a three times reductiarpared to the single cell
case, illustrating the poor support that existing multi-wWRANs provide for realtime
applications.

We now move to works that propose architectures to suppottracous mobility
and VoIP. SMesh [5] proposes a system for fast, seamlesoffarid wireless mesh
networks (WMNSs). Each AP advertises a common gateway |Pesddand BSSID,
avoiding DHCP overheads during handoff. However, SMeslhireg clients to oper-
ate in ad hoc mode, which is not the default 802.11 client hiehaAnother archi-
tecture, DenseAP [19], uses dense AP deployments to imgmedermance in enter-
prise WLANSs. Though interesting in principle, DenseAPI stiturs an average delay
of aboutl.5 seconds during client handoffs, which is unacceptabledaltime appli-
cations such as \VolIP that have a delay budget of Wtens. MDG [8] explores tech-
niques such as channel assignment, power control and elgsuiciation to improve
enterprise network performance. However, MDG requiresntimodifications which
makes it hard to deploy in practice. Trantor [20] was regemtbposed as a clean-slate
design to enterprise WLANSs that also supports realtimeieajbns. However, like
other architectures, the benefits from Trantor are onlyzedbith client modifications.
Ahmed et al [4] propose centralized scheduling to mitightedffect of interference in
enterprise WLANSs. However, their approach does not sugymtinuous mobility and
therefore is not applicable for the target scenarios ptesén this paper.

Finally, some commercial vendors (e.g. Meru [26], Extricfifl]) also claim to
support realtime traffic. However, little is known aboutittemlutions and there is no in-
dependent verification of their claims. Furthermore, th®edso speculation on whether
some of these vendors are even 802.11 standards comptiawiidition, our private dis-
cussions with one such vendor revealed that interferentigation is still a challenge
for applications such as VoIP and video.

7 Conclusions and Future Work

In this paper, we present Overcast, an architecture supgarvntinuous mobility for
realtime applications, with support for legacy clients.eTdesign espouses a single
channel architecture and includes novel techniques ferfertence management. We
present the architectural details of Overcast, such asamésans for accurate measure-
ment of link quality, single virtual AP emulation and appliion QoS determination.
Using a 40 node wireless testbed at the University of Waterh®e have implemented
and successfully tested several features of Overcast andadiron our way to building

a comprehensive WLAN system. However, there are still matgrésting challenges
and avenues for future work:

Security: Overcast has a set of unique security challenges which rebd ana-
lyzed and addressed. For example the use of MAC addressglomékes it harder to
identify and isolate rogue access points.

Client Control: We would like to centralize as much network management as pos
sible. However, the infrastructure has no control oventigde parameters such as data
rate and transmit power. However, there are ways to influimeelecisions of clients



by strategically modifying the APs’ configuration and itigegntly scheduling traffic.
We are currently exploring several such techniques.

Traffic Separation: Due to the lack of a comprehensive scheme for co-locating
bursty and realtime traffic, we are forced to sequesterinealtraffic to its own chan-
nel(s). However, we are exploring methods to allow realtinadfic to co-exist with
bursty traffic while ensuring that per-cell throughput i significantly affected.

References

[EnY

. Y. Agarwal, R. Chandra, A. Wolman, P. Bahl, K. Chin, and Rip@&. Wireless wakeups

revisited: energy management for voip over wi-fi smartpisotie MobiSys 2007.

. N. Ahmed and U. Ismail. Designing a high performance &bfor centralized control.

3. N. Ahmed, U. Ismalil, S. Keshav, and K. Papagiannaki. @ndistimation of rf interference.
In ACM CoNext2008.

4. N. Ahmed, V. Shrivastava, A. Mishra, S. Banerjee, S. Kesaad K. Papagiannaki. Inter-
ference mitigation in enterprise wlans through specuasivheduling. IPACM MobiCom
2007.

5. Y. Amir, C. Danilov, M. Hilsdale, R. Musaloiu-Elefterand N. Rivera. Fast handoff for
seamless wireless mesh networksMabiSys 2006.

6. P. V. Bahl, M. T. Hajiaghayi, K. Jain, S. V. Mirrokni, L. Qi@and A. Saberi. Cell breath-
ing in wireless lans: Algorithms and evaluatiolEEE Transactions on Mobile Computing
6(2):164-178, 2007.

7. R. O. Baldwin, I. Nathaniel J. Davis, S. F. Midkiff, and R.Raines. Packetized voice trans-
mission using rt-mac, a wireless real-time medium accessr@oprotocol. SIGMOBILE
Mob. Comput. Commun. Re8(3):11-25, 2001.

8. I. Broustis, K. Papagiannaki, S. V. Krishnamurthy, M. dtdakos, and V. Mhatre. Mdg:
measurement-driven guidelines for 802.11 wlan desigiabiCom 2007.

9. L. Cai, Y. Xiao, S. Shen, L. Cai, and J. Mark. Voip over wiaoice capacity, admission
control, gos, and mac. 2006.

10. A. Chan and S. Liew. Voip capacity over multiple ieee 822vlans. INEEE ICC, 2007.

11. A. de Toledo and A. Turkmani. Propagation into and withiiidings at 900, 1800 and 2300
mhz. InVehicular Technology Conferend&EE, 1992.

12. Exricom Inc. Wireless lan switch datasheet. URL: hitipyurl.com/4dmrns.

13. S. Garg and M. Kappes. An experimental study of througfgswdp and voip traffic in ieee
802.11b networks. ["EEE WCNG 2003.

14. T. Hiraguri, T. Ichikawa, M. lizuka, and M. Morikura. Nelmultiple access protocol for
voice over ip in wireless lan. IFEEEE Int. Symp. Computers and Communicatj&g02.

15. A. P. Jardosh, K. Mittal, K. N. Ramachandran, E. M. Beldiand K. C. Almeroth. Iqu:
practical queue-based user association management fios.wtaMobiCom 2006.

16. J. Kristiansson and P. Parnes. Application-layer nitghslupport for streaming real-time
media. WCNC. 2004 |IEEE1:268-273 Vol.1, March 2004.

17. A. Mishra, S. Rayanchu, D. Agrawal, and S. Banerjee. Sujmg continuous mobility
through multi-rate wireless packetization.HiotMobile, pages 33—-37, New York, NY, USA,
2008. ACM.

18. S. Mishra, A. Sahai, and R. Brodersen. Cooperative sgrsnong cognitive radios. I€C
2006 2006.

19. R. Murty, J. Padhye, R. Chandra, A. Wolman, and B. Zill. sipeing high performance

enterprise wi-fi networks. INSDI, 2008.

N



20.

21.
22.

23.

24.

25.

26.

R. Murty, A. Wolman, J. Padhye, and M. Welsh. An architezfor extensible wireless lans.
In ACM HotNets-VI1] 2008.

D. Niculescu. Interference map for 802.11 networkdM@, 2007.

I. Ramani and S. Savage. Syncscan:practical fast Hefiod802.11 infrastructure networks.
In IEEE Infocom 2005.

M. Shin, A. Mishra, and W. A. Arbaugh. Improving the latgrof 802.11 hand-offs using
neighbor graphs. IMobiSys 2004.

K. Sundaresan and K. Papagiannaki. The need for crgssil&formation in access point
selection algorithms. ItMC, 2006.

White-paper from Aruba Networks. Wilan rf architecturarer: Single-channel and adap-
tive multi-channel models. URL: http://tinyurl.com/4Kifo

White-paper from Meru Networks. Virtual cells: The omlgalable multichannel deploy-
ment. URL: http://tinyurl.com/523wet.



