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Abstract. The distributed denial of service attacks are a major threat
on Internet and detecting this kind of attack as far as possible from
the victim in order to save resources is a real challenge. We propose a
new framework to deal with this problem which is based on Intrusion
Prevention System (IPS) deployed on a Internet Service Provider (ISP)
level. The key point is to use compressed metrics based on the routing
rules in order to extract suspect traffics thanks to a collaboration between
routers on the same path and finally confirm an attack by using the
IPS on different path but on the same level (number of hops before the
potential victim). The main metric we use is the frequency of a rule
but we decide to use the entropy too. We are able to detect a change
in the traffic and define what rules changes a lot and have a too higher
frequency. After the share of the different belief of each IPS is needed to
determine the very potential attack before confirm it by computing the
packets rate.
There are three main advantages of our proposition. The first is that
because you select the rules, you can analyze precisely these rules and be
sure that there is an attack. The second is that we save a lot of resources
(network, CPU and storage) thanks to the choice of the metrics and
the selection of rule. Finally because we determine the attack as far as
possible the final host can save resources too because the attack traffic
is blocked early and congestion can be avoided.
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1 Introduction

The number of network threats increase a lot each year. That’s why the number
of security tools increased so much last years like firewalls or security patches.
However at each time a solution is proposed for a threat, the attackers find
another way to do malicious activities. In fact the attacks are more and more
various and smart. Now the attackers can generate packets which seem to be
legitimate traffic using a lot of parameters and different mechanisms like IP
spoofing. However a large problem is the use of an army of zombies, the attackers
attack very vulnerable machines and control them. After they can do anything
they want with them, they can send a lot of Spam emails or do a denial of
service attack. This last case is a huge problem because thanks to this distributed
scheme (Distributed denial of service attack), the attacker can attack and crash
protected servers easier because a lot of current solutions don’t detect it. There
are different propositions but some use content filtering and others are have to
be applied directly by the victim. In theses cases, the victim have to use its
resources for the detection and the attack traffic used a lot of bandwidth along
the path.

The challenge is to detect the attack as far as possible from the victim and
so counter the attack before it reaches the victim. Actually it’s a proactive secu-
rity. In this case the victim saves resources and the bandwidth along the path is
saved. To deal with this problem, our goal is to detect the attack at the provider
level thanks to Intrusion Prevention System (IPS). The main idea of the FireC-
ollaborator is that at this level an IPS cannot easily detect an attack because
it see only a little part of the traffic, so a collaboration is needed between the
IPS. The decision is taken thanks to a collaboration between them. Moreover we
have excluded content filtering solutions because at the ISP level, the flows are
very diversified and the traffic is very high and content filtering need to analyze
the payload of the packets and maybe aggregate the payloads before which need
too much resources.

In the next section, the overall architecture will be presented. After the sec-
tion 2 is a summary about the entropy definition. A full description of the differ-
ent components and what they do is given in the section 3. A simple simulator
implementation and our experiments are described in the section 4. The 5th
section is about the related works. Finally we will conclude and introduce our
future work.

2 Overall Architecture

Our goal is to detect the DoS attack as far from the victim as possible. Thus
we aim to detect and counter the attack at the Internet Service Provider Level.
Actually this level is splitted into a lot of levels or ring. Before reaching an host, a
packet pass through different IPS. 2 IPS which are on the same path are qualified
as sequential contrary to IPS which are parralels and which deal with different
packets. The figure 1 is an example with few rings and the arrows represent the
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attack traffic. Intuitively and as you can see more you are near the source more
the traffic is concentrated. Then it’s clear that it’s easier to detect the attack
at a low level (at a ring near the source) but our goal is to detect is at far as
possible and so our approach use a detection process going from outer to inner
ring.

Fig. 1. A simple example of the IPS ring topology

An IPS have only rules (routing rules) but we assume that each rule matches
packet with the same destination host which can be a computer, a network or
a link. If it’s not the case we can easily transform the rules to obtain that.
The frequency of a rule aims to estimate if the rule is frequently matched. The
frequency is used in [1] to optimize the rule ordering of a firewall. Assume that
fi is the number of packets matching the rule Ri, the frequency of the rule is:

Fi =
fi∑n
i=1 fi

(1)

A frequency can be an indicator of a possible DoS attack which generates a
lot of packets sent to the same hosts and so the frequency of the corresponding
rules would be high. But we cannot only use directly the frequency because a
service or an host can be popular and so have a high frequency. Moreover when
an attack appears the behavior changes and it’s not a high frequency we have
to detect but a increase of the frequency. This variation of the frequency seems
to be a good metric but in fact the variation of the frequency of one rule can be
due to the fact that the traffic is more and more concentrated or due to other
traffic which disappear. So we have to evaluate correctly the risk that there is an
attack but in all cases if we want to confirm an attack we have to determine the
packets rate of a traffic and the corresponding capacity of the server in order to
see if there is an attack or not. We consider that a number of packets per second
above the capacity of the server is an attack but in reality it can be due to a
bad modeling and in all cases the final host could crash.

So there are different levels of ring. The general scheme is:
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– an IPS detects an abnormal value using the frequency and the entropy (we
discuss later the details)

– the IPS cannot conclude directly and that’s why it send this information to
next IPS on the path (vertical communication)

– at a lower level, an IPS receives different informations and can detect that
a traffic is suspect on several upstram IPS and maybe at its own level.
An horizontal communication is initiated in order to determine the general
packets rate of this traffic and compare with the theoric capacity of the
destination host.

Of course after the detection process, you have to provide a response to
counter the attack. This is simple because in fact you detect an attack about an
’accept rule’. So you create another rule which is the same with ’deny’ and you
propagate from the IPS which detects the attack to the others on the same ring
(horizontal communication) and to the upstream IPS (vertical communication),
the new rule is propagated on the same manner on each higher level. Of course,
you have to define a time limit which can be calculated from the aggressiveness
of the attack. However our main goal is to provide a solution for the detection
and we focus only on this point.

3 Entropy and relative entropy

The entropy for a set of rules is defined as.

H = −E[logfi] = −

n∑

i=1

f(i)logn(fi)

where fi is the frequency of Ri

(2)

The entropy give an idea of the distribution of traffic. For example if all
frequencies of the rules of an IPS are equal, the entropy is 1. More various the
frequencies are various more the entropy decreases.

The relative entropy is another metric which is very useful because the aim is
to compare the distance between two distributions. It is also called the Kullback-
Leibler distance which is defined as:

K(f, f ′) =

n∑

i=1

fi ψi where ψi = log
fi

f ′
i

fi is the frequency of Ri in the second distribution

f ′
i is the frequency of Ri in the first distribution

(3)

If the distribution are equivalent, the entropy is 0. More different the dis-
tribution are more the value increases. Actually, ψi represents the drop in the
information content of this individual flow.
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Fig. 2. The different components and the detection process
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4 Components

4.1 Profile the traffic

As we will see we cannot try to determine an attack for each rule and a selection
have to be done. A profile is very useful to detect abnormal values and so for
the selection of the rules. In fact we have to remember the values of the rules
frequency and the corresponding entropy. You can use different profile like daily
or weekly for example or more simple the previous values can be the profile.

4.2 Selection manager

Due to scalability and real time constraints, we cannot analyze all rules of each
IPS. So an IPS have to select the rules to analyze. Of course, it’s not a random
selection but a selection based on the attack belief. So the selection manager
have to determine the rules for which something strange can be observed.

It can use two metrics which are the frequency and the entropy. In fact the
detection begin at the end of a time window, the IPS will use the profile to
determine if the current distribution is different from it. Thus, the trigger of a
possible attack is the relative entropy defined in 3. In fact if there are significative
variation this value must be above a threshold. So if the relative entropy is too
low no rule will be selected because the traffic have not changed. This is the
’First checking’ step on the figure 2 and so you continue to the next step if:

K(f, f ′) > ω with f the current distribution

and f ′ the profile distribution
(4)

This first checking is very useful in order to save resources if the traffic is the
same than the normal profile. This trigger is a global trigger and means that
there are changes and now the goal is to detect what are the changes and above
all the changes which are potential attack. To have an objective view, you have
to know the ’nature’ of the traffic and so the entropy can help you. Of course the
frequency is also a useful metric and that’s why these 2 metrics can be used. In
order to be more simple and clear, these metrics will be discretised. Each metric
can be low or high depending on a threshold α for the entropy and β for the
frequency.

We have several case which are summarized in the table 1 but we cannot
apply to all rules in order to save resources. The selection process is simple and
use the profile. In fact all rules for which the frequency is different from the
profile above a threshold are used:

Ri is selected at time t if
fi(t)

fi(profile)
> 1 + γ, 0 ≤ γ ≤ 1 (5)

However, rules can have very high increases due to a little frequency like at
the beginning of a communication. Thus only rules with a significant frequency
will be selected. So before to use the previous statement we have to check:
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Ri can be selected at time t if fi(t) > ǫ (6)

Moreover, as you can see, we use the value fi(t)
fi(profile) in the equations 5 and

3. Thus we can store this value in the table of the current metric, the frequency
is updated when a packet arrive and at the end of the detection window all

fi(t)
fi(profile) can be computed before begin the detection process. Furthermore, we

can deduce a relation between ψi and γ:

fi(t)

fi(profile)
> 1 + γ

ψi > log(γ + 1)

(7)

4.3 Score manager

After this first selection, we have now to detect the potential attack. Actually,
it’s like a second selection in order to save resources like the first time because
don’t forget after you detect a potential attack you have to confirm the attack
or not by computing the corresponding packets rate and so communicate with
other IPS. So the selection manager gives the list of selected rules to the score
manager which have to determine the agressiveness by using the table 1. If the
entropy is high that means that the traffic is well distributed, thus there are two
cases:

– the frequency is high (case 1): in this case an attack is potential because the
traffic is well distributed and so all the frequencies are about the same but
there are a lot of rules and so they cannot be all high, that’s why this rule
is very different than others and is a potential attack

– the frequency is low(case 2): so all the frequencies are about the same and
it seems than is not an actual threat but maybe later because the frequency
increased (first selection) and so can be higher the other frequency later

Now if we consider the entropy is low, there are also two cases but the con-
clusions are not so evident because in this case the frequencies are different:

– the frequency is high(case 3): in this case, the frequency increases and now
is high but the problem is that the entropy is low and so the frequency can
be high because there are a lot of different frequency which can be lower.
We think in this case the attack is potential but not as much as when the
entropy is high.

– the frequency is low(case 4): the frequency are very different and so probably
there are high frequency and thus the current frequency is not a direct threat

As you can see only the first three cases seems to be used for the detection.
Moreover it’s clear that all this cases are not the same attack probability and an
order from the most potential to the less potential could be: case 1 > case 3 >
case 2.
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Case number Entropy Frequency Conclusion

1 High High Potential

2 High Low Potential later

3 Low High Medium potential

4 Low Low Not potential
Table 1. The decision table

Because the IPS can exchange its belief of an attack, this belief must be
conditionned with the case. So 3 factors b1, b2 and b3 are needed to be defined
for respectively case 1, case 2 and case 3. Then you use this factor with the
frequency to obtain a score:

Si = fi ∗ bj where bj is the corresponding factor

after match fi and the entropy in the table 1
(8)

As we said before, we are able to determine a score of a possible attack but
now we have to confirm the attack or not. To do that each IPS have to maintain
a score list of threats ie a list with tuples like < Rule, Score, Last update >.

This list is updated at the end of the detection window:

1. all scores are reduced by a factor scorefactor for example 0.5 and a score is
removed if it is too low ie below a threshold υ

2. the score indicates a belief and the IPS has the current scores list, the new
scores list (previously calculated) and a list of the scores from other IPS.
So thanks to a belief combination we can compute the new current scores
which will be used for the next step. There are different belief combination
functions but we have decided to use for our first tests the dempster’s rule.
In the future, we’ll probably test other functions. For a clear representation
of the demspter’s rule, please see [2]. So the belief combination for Z of n
scores is:

m1,2,...n(Z) =
1

1 −K

∑

A∩B...∩X=Z

m1(A)m2(B)...mn(X)

K =
∑

A∩B∩X=∅

m1(A)m2(B)...mn(X)
(9)

Actually, even if you have no score computed for a rule, the past value of it
can be use but of course the past value is less important thanks to the division
by a factor.

As you can see on figure 2 the next step is the detection of abnormal score.
Thus at this step, the IPS have to find all rules in the scores list for which
Score > τ where τ is a simple threshold. Now, these rules are considered as very
potential attacks and the scores which are too old (using the Lastupdate value)
are removed (in fact it can be done by the previous step). Otherwise, the IPS
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sends the scores to the next downstream IPS when Score ≤ τ , it’s a vertical
communication illustrated in figure 3

Fig. 3. Two kinds of communication

4.4 Detection manager

There is a final step which consists to determine the packets rate in packets
per second. To be clear we present the method only for a specific rule but of
course the IPS do that for each very potential attack. Firstly, the IPS calculate
the packets rate thanks to the frequency of the rule and the general bandwidth
(BW) like in the algorithm 1. If the rate is more than the capacity of server,
the attack is directly detected. If the attack is not evident, the collaboration of
other IPS is needed to determine the packets rate on the entire ring thanks to
an horizontal communication (on the same ring). The algorithm 1 introduces it,
the IPS send a message to the next sibling with its Id, the kind of the message
which is ’Rate’ and the rate it computes. As you can see, we consider a capacity
in packets per second but this capacity can be given in bytes per second. In this
case, additionally to the frequency we have to sum the size of the packets for
each rule.

So when an IPS receives a request to calculate the packets rate. First it check
if it is not the initiator of the request and thus in this case there is no attack
because normally the previous sibling should detect it. Otherwise, it calculates
the new rate by adding its own rate and try to determine if the capacity is
reached. In this case the attack is detected, otherwise the message is sent to the
next IPS with the new rate and so one. The algorithm 2 shows the details.
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Algorithm 1 Compare the rate with the capacity of the host

1: Rate(Ri)← Fi ∗ BW

2: cap is the capacity of the targeted host in packets per second
3: if Rate(Ri) > cap then

4: Attack detected
5: else

6: msg ← {IPS id,′ Rate′, Ri, rate(Ri)}
7: send msg to the next IPS on the ring
8: end if

9: Remove the rule from the very potential attack list

Algorithm 2 How to deal with a request?

1: cap is the capacity of the host in packets per second
2: msg = {initiator,′ Rate′, globa rate}
3: if initiator = IPS id then

4: no attack
5: else

6: if global rate + rate(Ri) > cap then

7: attack detected
8: else

9: msg2← {IPS id,′ Rate′, Ri, global rate + rate(Ri)}
10: send msg2 to the next IPS on the ring
11: end if

12: end if

5 Experiments

This section describes our first simulations. The goal is to show if our proposi-
tion can really detect attacks. So we implement our own simulator without real
packets and with a simple configuration.

5.1 Configuration

The topology of the network is illustrated in the figure 4. As you can see there
are 5 hosts to defend and so 5 rules used by each router. So each router can
reach each hosts. There are 3 rings because the IPS are located on the routers.
The delay for the transmission on a link is 1. the detection process is triggered
every 1 step. All hosts have the same capacity of 100 packets/step.

Our simulator is implemented in Java. There are a major class Router whose
the goal is to receive traffic packets which are only represented by one rule,
deal with this packets (update the frequency) and route the packets to another
router or the final host. Some packets can be score packets that means that they
have score informations from another router and in this case the router save the
information until the end of the window. A manager deals with the event like
the packet transmission because in fact a router don’t send directly a packet to
another but add an event representing this transmission in an events list. There
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γ 0.4

ω 0.05

High entropy 0.8

High frequency 0.4

b1 1

b2 0.65

b3 0.8

scorefactor 0.5

ǫ 0.01

υ 0.05

τ 0.5 (or 0.7)
Table 2. The values of the different parameters

is another important kind of event which is the end of the detection window
of a router and in this case the detection process is triggered. We think that
this description is enough to understand the global functioning of our simulator
because too much details could be boring.

For our first tests we have only generated normal traffic by using a uniform
distribution on each outside router. We try to determine a good value of the
parameters and finally we have fixed some parameters but a study about the
parameters will be necessary in the future. The table 2 introduces the values of
the parameters.

H1 H3 H2 H4 H5

R1 R2

R11 R12 R13 R14 R15

R21 R22 R23 R24 R25 R26 R27 R28

Level 1

Level 2

Level 3

Fig. 4. The network topology

For the profile, because we don’t generate periodic traffic, we decide to use
the previous values. So we use an exponential moving average which is defined
by:

fi(newprofile) = a.fi + fi(profile).(1 − a)
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The parameter a can be tuned and for our tests the value is 0.5.

5.2 Evaluation criteria

In our simulations, a router detects an attack if the score is abnormal. The last
step which is the calculation of the rate is not important for our simulation
because our goal is to see if the selection process is good ie the rate calculation
is not triggered when there is no attack. So we consider this case as a false
positive. Furthermore, we will evaluate where the attack is detected (the ring
level) because our goal is to detect the attack as far as possible from the targeted
host. Finally we evaluate when the attack is detected because faster you detect
it faster you can counter it. In our simulation, we don’t take preventive measures
after the detection in order to check if there is a real attack or not. Moreover we
will determine the percentage of routers that detect the attack.

5.3 Results

Firstly, we generate a normal traffic on the outside routers. Actually, 40 packets
are generated on the routers from 21 to 25 and 50 on the routers from 26 to
28. So the traffic generated shouldn’t trigger an attack on the hosts. After we
generate an attack traffic on different outside routers. So an host indicated when
it is attacked.

All our experiments are done 5 times. The simulator will be improved in order
to multiply the number of simulations and automatic analysis of the results.
The simulation duration is 100 and the attack are triggered at step 50 with a
duration of 10 steps. Because the profile is based on the previous values, the
attacks detected on the first 10 steps are discarded from our analysis because
the profile have to be established before.

No attack The aim here is to see if the number of false positive is not too high.
So there is no attack but the traffic is very high. Firstly we use a value of 0.5 for
τ , the results are summarized in the table 3 and on the figure 5 representing the
average of the different values. We name routers the percentage of routers on a
level which detect the attack among the routers which can detect the attacks.
The time represents the number of steps after the first time the detection was
possible. So a time of 0 means that the attack is detected when the first packets
are routed. As you can see the number of false positives is 10 on all levels. There
are 15 routers which trigger the detection process during 90 steps (100-10). So
we can consider that this number of false positive is reasonable.

If τ = 0.7, the number of false positives is 1 which is very low. Of course this
parameter is very important and that’s why the next analysis will be helpful to
determine a right value for it.
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Level 1 Level 2 Level 3 detection %

routers % time fp routers % time fp routers % time fp

No attack 0 0 0 0 0 6,8 0 0 1,2

type 1.1 20 0,2 0 40 0,2 4,8 0 0 0,4 80

type 1.2 20,12 0,8 0 60 0,2 3,6 40 0,6 1,6 100

type 2.1 0 0 0 32 0,6 2 10 0,2 0 100

type 2.2 12,5 0,2 0 36 0,4 1,2 60 0,8 0 100

type 3.1 0 0 0 16 2,2 2,6 0 0 0 80

type 3.2 0 0 0 44 0,2 1,6 30 0,8 0 100

type 4 100 0,8 0 40 1,4 0,2 0 0 0 100
Table 3. The results with τ = 0.5, fp means false positive

Fig. 5. The different average values regarding the ring level
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With an attack Now, an attack is generated against the host 1 from the routers
21, 22, 23, 24 and 25. 5 packets are generated at each step at each router. Even
if this number is low, it’s sufficient to attack the host because the normal traffic
is very high. The row of attack type 1.1 in the table 3 introduces the results and
you can see the same results on the figure 5. The last column shows that in 5
simulations, the attack was not detected one time only. This not a bad result
because the attack is very low.

The attack type 1.2 is the same with 10 generated packets per step. Fortu-
nately, the results are better and all the attacks are detected. In the both cases
we can see that the attack is well detected at level 2. So the method looks good
because the false positive are low too. it can be amazing to see that the third
level when the traffic is concentrated, the detection don’t work well but in fact
when a level 2 IPS detects an attacks, no scores are sent to the level 1 and so the
IPS of this level have not enough information to conclude that there is an attack.
As the same manner the level 1 IPS have not enough information to detect the
attack. So it means that conclusion cannot be done without information from
other IPS which is the key point of our proposition.

When we do the same attacks with τ = 0.7, the results were very bad with
for example only 2 attacks detected in the case 1.2. That’s why we decide to use
only τ = 0.5 for our next simulations. Moreover in the next section we will see
that it looks to be a good choice.

The attack type 2.1 is an attack against H2 with 5 packets generated from
the router 26, 27 and 28. The number of generated is 10 in the case 2.2. So the
attack is similar to the previous case but in fact these routers generates more
normal packets so the attack packets are in a less proportion. In this case, all the
attacks are detected and the conclusion are the same ie the level 2 is the best
level to detect the attack.

The type 3.1 and 3.2 generate an attack on all the outside routers to host h1.
So the results are about the same because the attack is detected as level 2 and
so it’s the same as the previous attacks. The only difference in the traffic can be
visible at the router 1 but it doesn’t appear in the results because the attacks
are detected before.

Finally, the case 4 is a basic attack with a lot of generated packets (30 on one
router) and logically the first router on the path detects the attacks directly. The
next routers on level 2 don’t detect always the attacks due to the same reason
as before between level 2 and level 1.

5.4 Impact of the different parameters

We will discuss now the relationship between the performances of our system
and the value of different parameters of the table 2. 5 parameters will be tested:
γ, τ , ω and the high entropy threshold α. In fact, for each parameter, we repeat
the same type 1.1 attack with different values of the parameters. We do five
runs and compute the average value of the number of false positives and the
detection rate (if only one router detect the attack, it’s considered as detected).
The different results are shown in the figure 6 and only for τ we have to separate
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the graphics due to a too much difference of the scale between the false positives
value and the detection rate. The X axis is the value of the parameter.

For the parameter τ , the number of false positives decreases a lot between
0.3 and 0.5, the detection rate decreases a lot after 0.5. That’s why the value
0.5 seems to a be a good choice. Of course, these variations are normal because
more τ is low more you consider that a rule is under attack.

Consider now ω which is used for the first check. So if you have a too high
value, the traffic will be considered as invariant and so no detection process will
be triggered. That’s why for the value of 0.1 the detection rate is 0. Once again,
the number of false positives is very low. As you can see you can use a value of
0.01 which provide in this test a detection rate of 100% with not so more false
positives than for 0.05.

γ helps to select the rules which are responsible of the variation of the traffic.
So the conclusions should be the same than previous. Of course, it’s normal than
false positive and detection rate variate in the same way. But in this case you can
see that the detection rate is proportional to γ and the number of false positives
decrease but not so regularly. This can be explained by the fact that even if
there are less rules which are selected for 0.4 than 0.3, the detection process
don’t provide the same results because the belief combination have not the same
input.

Finally as we can see for the high entropy threshold, the detection rate is
always the same and the false positive are about the same except for the first
time. So we can conclude that this kind of attack implies that the rule have a
very big entropy value.

Of course, this study is a preliminary study because we have not tested all the
parameters, we only change one parameter and keep others invariant. Moreover
we only do the tests with one type of attack. But this study validate our systems
by demonstrating that the comportment of detection rate and false positives
curves is normal considering the role of the different parameters.

5.5 The number of selected rules

To evaluate the efficiency of the solution, we can consider the number of rules
which are selected ie for which a router send an information to another be-
cause we want to avoid too much information exchange which consume a lot of
ressources. So the figure 7 shows the evolution of the average number of selected
rules near the time 50 when an attack of type 1.1 is triggered. As we can see,
there is a peak for the level 1 routers which represents an increase of the infor-
mation exchange and which can be due the attack. However, we can see that
we have similar values before the attack, so even if there is not a direct relation
with the attack, we can show that the number seems to be variable around a
value of 3. So 40% of rules are discarded automatically by our solution.
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Fig. 6. The attack detection rate and the number of false positives (FP) regarding the
values of different parameters

Fig. 7. The average number of rules selected at the levels 1 and 2 with an attack 1.1
at time 50
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6 Related works

The collaboration between IPS or firewalls is a topic for which you can find a
lot of information. In [3] the author proposes to use the distributed firewalls
to counter efficiently the attacks like DoS attacks. The author highlights the
communication security problems between firewalls and proposes a solution. The
author collaborates with other to propose an implementation in [4] but in fact
only the rules to enforce are exchanged. So each firewall have to detect the
attacks alone, the collaboration’s goal is to counter the attack at each firewall to
avoid traffic congestion. Our work goal is to use the collaboration to detect the
attack. The authors of [5] proposes a similar solution where a LAN can request a
Gateway to block an attack traffic and each gateway send the request to others
and so on, like an epidemic propagation. Moreover these solutions detects the
attack after it occurs.

In [6], the author introduce clearly the differences between the traditional
forensics and proactive forensic and show that proactivity can be done by an-
alyzing data before the attack. She introduces some examples like for example
an user who try to access an unauthorized file before doing malicious activities.
The conclusion is that you have to collect data but you have to select it before
because you cannot store all.

In [7] and [8], an intelligent firewall is described in order to detect attack
proactively. In fact the authors try to determine if an attachment of an email is
a virus but by analyzing network traces and so not at a client level. The idea
is to use the different characteristics of the email but the problem is that you
have to reconstruct the attachment and inspect it. In fact it’s filetring content
which need a lot of resources if you want to do that for each application. So at
an ISP level, it need too much resources and it is too complicated contrary to
our framework which use only the frequency which is easy to calculate. In [9], a
solution is proposed to accelerate a firewall but thanks to antother component.
So this solution can be use but at a ISP client level.

In [10] a peer-to-peer approach is introduced and in [11] a mobile-agent solu-
tion is proposed but in these 2 cases, the hosts communicate to exchange the new
detected threats. Furthermore, they propose to detect another attack by using
what happen on different hosts. The difference with our proposition is that the
score is a compressed metric contrary to the previous solutions which need to
inspect what a user do on another host or what are the files used for example.

To be brief, our system try to determine an attack using only the frequency of
the rules which can be easily obtained contrary to several other solutions which
are IDS and gather a lot of various data.

Other authors propose to use simple statistics but the metrics used are not
distributed over several IPS or firewalls. In [12], the metric is a packet counter by
flow. [13] proposes statistical approaches like the entropy to have more valuable
information. The authors in [14] use the conditional legitimate probability to
determine the deviation toward a profile.
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7 Conclusion and future works

In this paper, we propose a new framework to improve the security at a higher
level than a lot of other existing solutions. The key point is that the IPS can
communicate to each other in order to exchange valuable information but not
too much in order to avoid an attack whose the goal would be to overload this
system. That’s why we propose to select the rules for which an attack is very
potential. The collaboration thanks to vertical communication help to do this
choice and thanks to the horizontal communication an IPS can check if there
is an attack by calculating the packet rates. Thanks to this next step you will
counter an attack only if there is a risk for the host and so you should have no
false positives.

Finally, we did preliminary experiments to validate our ideas and highlight
the difficulties of the future real implementation like the number of parameters.
The conclusion of our preliminary study is that the combination of the different
information from different IPS is a good way to detect a denial of service attack
when it is undetected by only one. The detection rate is significative high when
the false positive is low and above all at the second level routers which is teh
proof that the communication between IPS improve really the attack detection.
Moreover thanks to our solution, we see that the attack is detected before the
host. Indeed, the bandwidth is saved and the memory and cpu of the final host
too because it don’t have to deal with the malicious packets. Finnaly we showed
that the selection process of rules to analyse is efficient because it discards a lot
of rules.

Of course, our simulation use only 3 rings and a simple normal traffic and
that’s why we will plan to use other traffic distributions and more rings. As we
said before, there are a lot of parameters and we saw that their values may have
an important impact on the results. However we have to do more investigation
about the right values for all the parameters.

Moreover, it’s only the beginning of the FireCollaborator project and a val-
idation would be necessary with real traces and we have to deal with other
problems like:

– the rules can be different on each IPS: this problem can be handle by using
set theory and in this cas our approach can manage other threats like worm
propagation for which a rule about a service can be used. So our proposition
is not limited to denial of service attacks.

– security for the IPS communication
– the different behaviors of the routers: no participation, liers...
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