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Abstract

In this thesis, we propose a market model and learning algorithms for buying and

selling agents in electronic marketplaces. We take into account the fact that multi-

ple selling agents may offer the same good with different qualities, and that selling

agents may alter the quality of their goods. We also consider the possible exis-

tence of dishonest selling agents in the market. In our approach, buying agents

learn to maximize their expected value of goods using reinforcement learning. In

addition, they model and exploit the reputation of selling agents to avoid inter-

action with the disreputable ones, and therefore to reduce the risk of purchasing

low value goods. Our selling agents learn to maximize their expected profits by

using reinforcement learning to adjust product prices, and also by altering product

quality to provide more customized value to their goods. We experimentally eval-

uate our model on both microscopic and macroscopic levels. On the micro level,

we examine the individual benefit of agents, in particular their level of satisfaction.

Our experimental results confirm that in both modest and large-sized marketplaces,

buying and selling agents following our proposed algorithms achieve better satis-

faction than buying and selling agents who only use reinforcement learning. On the

macro level, we study how a marketplace populated with our buying and selling

agents would behave as a whole. Our results show that such a marketplace can

reach an equilibrium state where the agent population remains stable and that this

equilibrium is beneficial for the participant agents. The market model and learn-

ing algorithms presented in this thesis can therefore be used in designing desirable

market environments and effective economically-motivated agents for e-commerce

applications.
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Chapter 1

Introduction

In this chapter we introduce the motivating problem for this thesis and discuss the

possible value of solving the problem. We then present an overview of the thesis

followed by its organization.

1.1 The Motivating Problem

Consider an electronic market environment populated by buying and selling soft-

ware agents, respectively. The buying agents are interested in purchasing some

particular good which is offered for sale by the selling agents. Each buying agent

is free to communicate with the selling agents in the market, in order to get price

bids for the good. Buying and selling agents are business-minded (or self-interested)

agents whose goal is to maximize their own benefit. The task faced by a buying

agent is to choose from several selling agents a suitable one such that purchasing

the good from that selling agent would maximize its expected value of the good.

The problem encountered by a selling agent is to decide how much to bid for the

1
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good, once requested by a buyer. The selling agent wants to bid high in order to

maximize its profit, but it does not want to bid so high that the buying agent may

choose to purchase from another selling agent.

According to economics theory [4], if all the goods offered by different selling

agents in the market are identical, then the prices asked by the selling agents

will drop down to the selling agents’ marginal cost1. Since the only difference

between the goods sold by various selling agents is the price, the buying agents

will purchase from the selling agent that offers the good at the lowest price. Other

selling agents therefore have to lower their prices to beat or at least to match the

current lowest price. This price competition will go on until the selling agents’

prices are dropped as low as their production costs. Selling agents with higher

production costs will have to leave the market because they are no longer able to

compete against those with lower production costs. Finally, the price will reach

its minimum value. Remaining in the market at this point are only those selling

agents that have the same lowest production cost, because they are able to sell the

good at this minimum price. This final price is the marginal cost of the remaining

selling agents in the market. Thus, in a marketplace where sellers offer completely

identical goods and have the same fixed marginal cost, the price of the good will

converge to an equilibrium which is the sellers’ marginal cost.

Consider a more realistic and also more interesting marketplace in which the

goods offered by various selling agents are not necessarily identical, but may have

different qualities as ascribed by buying agents in the market. Thus, different

buying agents may have different personal preferences over the goods sold by the

selling agents. In this situation, simply choosing the lowest price is no longer the

1Marginal cost is defined as the increase in total cost when one additional unit of goods is

produced (page 164 of [4]).
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best strategy for a buying agent. In fact, a buying agent may be willing to pay more

for the good offered by a selling agent that has a better quality and therefore better

meets its demanded product value. In addition, as with any real marketplace, let

us assume that agents can freely enter or leave our marketplace (open market), and

that a selling agent may alter the price and also the quality of its goods, in order

to meet the buying agents’ specific needs (dynamic market). Furthermore, assume

that a buying agent can only examine the quality of the good it purchases after

it receives the good from the selected selling agent (uncertain market), and that

there may be dishonest selling agents in the environment (untrusted market). In

such an open, dynamic, uncertain, and untrusted marketplace, a buying agent must

learn to avoid interaction with the dishonest selling agents as well as to purchase

the goods that are of the greatest value to it. Also, a selling agent must learn to

not only adjust the price but also the quality of its goods in order to maximize its

profit. How to design such buying and selling agents is the motivating problem for

this thesis. More succinctly, the problem we are interested in addressing is how

to design feasible and effective learning algorithms that guide the behaviours of

buying and selling agents participating in open, dynamic, uncertain and untrusted

electronic market environments. Let us now discuss the possible value of solving

this problem.

1.2 Possible Value

We believe that being able to design effective learning agents participating in multi-

agent electronic market environments is significantly useful for today’s world. With

the Internet proving to be cost effective and security concerns being addressed by

technological advances, electronic commerce (e-commerce) is now a steadily growing
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field and a viable option for many organizations [40]. The current trend of research

and development in e-commerce is towards building market-based multi-agent sys-

tems populated with intelligent software agents that perform business transactions

on behalf of their human owners [17, 18, 37]. A number of such systems have been

developed with certain advantages. However, the agents of these systems often suf-

fer from shortcomings such as not being autonomous [3, 14, 29], not having learning

capability [3, 14, 29, 9, 10], incurring costly computation [77, 78], or being incapable

of dealing with dishonest agents2 [3, 14, 29, 9, 10, 77, 78]. Consequently, the design

of feasible and effective learning agents that are autonomous and able to learn to

adapt themselves to market environments that are open, dynamic, uncertain and

untrusted would be both a key challenge for research and an important contribution

for e-commerce applications.

Being dynamic and uncertain are two natural characteristics of market-based

multi-agent systems. In these systems, information such as prices or product quality

can be altered any time. Also, a buying agent does not know in advance from which

selling agent it will be best for it to purchase. Similarly, a selling agent does not

know for sure if it would be successful in making a sale to a particular buying agent.

In addition, it is difficult to build an agent with all the prior knowledge it needs

about other agents and its environment. The reason is that agents may change their

behaviours over time, which in turn may affect environmental conditions. Moreover,

agents may be built by different designers or at different times, and therefore may

not have prior knowledge about one another. The only feasible way to cope with

this difficulty is to equip agents with learning capabilities which allow them to

2Detailed descriptions of these related systems are provided in Section 2.1.2 (of Chapter 2).

Contrast and experimental comparison of our work with these systems is discussed in Section 5.1

(of Chapter 5).
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acquire necessary knowledge through observations of and interactions with other

agents in the system. In this thesis, we propose learning algorithms for buying

and selling agents that take into account the dynamic and uncertain nature of the

agents’ environment. We believe that the techniques presented in this thesis are

useful not only in market-based multi-agent systems, but also in general multi-agent

systems where agents cannot be built with all the prior knowledge they need about

other agents and their environments.

Another characteristic of a market-based multi-agent system is the possible

existence of dishonest agents. For instance, some selling agents may decide to

cheat the buying agents to quickly increase their profits. Obviously, the honest

agents in the market should have some way to deal with the dishonest ones and

therefore to protect themselves from these agents. In particular, they should be

able to learn to detect the dishonest agents and therefore to avoid interactions with

them. Furthermore, the honest agents in the market should somehow be able to

penalize the dishonest ones so that together they may cast the dishonest agents out

of their environment. The buying algorithm we propose in this thesis introduces the

modelling of reputation as an effective technique for dealing with dishonest selling

agents. We believe that this technique may also be applicable in other multi-agent

systems where there may be unreliable, antisocial or dishonest agents.

Agents exist and operate in some environment which is both physical and com-

putational, and which may be closed or open. The increasing interconnection and

networking of computers as well as the advanced development of agent commu-

nication languages and interaction protocols are making it possible to build open

multi-agent systems where agents can interact with new agents coming from other

systems. In such open multi-agent systems, agents should have suitable strategies

to interact with new agents who may come and go as time goes on. The buying
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algorithm we propose in this thesis takes this into account. In particular, the atti-

tude taken by our agents is to neither favour nor be prejudiced against a new agent.

Through observations of and interactions with the new agent, the agent will learn

to raise (or lower) its defence level, depending on whether trust has been gained (or

lost)3. This technique therefore can be used in any open multi-agent system where

permanent resident agents may have to interact with agents that come and go.

1.3 Overview

The main contribution of this thesis is the proposal of effective learning algorithms

for buying and selling agents in electronic market environments. Briefly speak-

ing, our buying agents make use of the combination of reinforcement learning and

reputation modelling, while our selling agents use reinforcement learning with the

addition of product quality adjustment.

Since reinforcement learning explicitly considers the problem of an agent learn-

ing from interaction with an uncertain environment to achieve a goal, we believe

that it should serve as a useful learning method for trading agents in market en-

vironments4. In addition, we believe that in a market environment, reputation of

selling agents is an important factor that buying agents should model to exploit.

If a buying agent, by modelling the reputation of selling agents, can distinguish

good selling agents from bad ones (including the dishonest ones), the buying agent

will be able to focus its business on the those selling agents with whom it has es-

tablished a certain degree of trust, and to avoid interaction with those it considers

untrustworthy. Clearly, this strategy should enhance the buying agent’s chance of

3Details of this technique are described in Section 3.2.1.
4A detailed justification for our choice of reinforcement learning is offered in Section 5.2.2.
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purchasing satisfactory goods, and reduce its risk of buying unsatisfactory ones,

especially in a dynamic, uncertain and untrusted market environment. Reputation

modelling also provides a means for handling the case of new agents in an open

marketplace: An entirely new model of reputation can be initiated for a new selling

agent by a buying agent in the market (or for all selling agents in the market by

a new buying agent). This model reflects the level of reputation that the buying

agent initially assigns for the selling agent. The initial reputation level will be

updated over time by the buying agent, depending on whether or not trust has

been established through interaction with the selling agent. Consequently, in our

approach we suggest that buying agents model the reputation of selling agents.

The challenge is then to determine how exactly to model the reputation of selling

agents in a market, e.g., how to initiate the modelling, how to update it, and how

to make use of it to influence purchase decisions of buying agents. Also, we need

to specify how to integrate the modelling of reputation with reinforcement learning

in order to improve the buying agents’ satisfaction for goods purchased.

In any marketplace, a selling agent will be successful in making sales if the value

of its goods satisfies the buying agents. Since quality and price are the two most

important factors that compose the value of goods, the selling agent should set

these factors appropriately. Hence, in our approach selling agents learn to set the

price and also to adjust the quality of their goods, in order to maximize their profit.

The challenges are how to combine the adjustments of the two factors in the selling

algorithm, how to detect if any of the factors needs to be adjusted, and how often

to adjust them.

In conjunction with the design of the algorithms for buying and selling agents,

we are also required to model an electronic marketplace itself. In particular, we

need to consider the open, dynamic, uncertain and untrusted characteristics of a
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real marketplace in our model, as well as to design an appropriate set of rules (i.e.,

market mechanism) that specifies how buying and selling agents would interact with

one another in the market to exchange goods. The challenge is how to come up

with a feasible agent market model which can be used for e-commerce applications.

In this thesis, we experimentally measure the value of our proposed algorithms

on both the microscopic and macroscopic levels. On the micro level, we are inter-

ested in examining the individual satisfaction of buying and selling agents. Our

results confirm that buying and selling agents of our approach obtain better sat-

isfaction than buying and also selling agents that only use reinforcement learning

(with the buying agents not modelling the selling agents’ reputation, and the sell-

ing agents not considering adjusting the quality of their goods)5. On the macro

level, we study how a market populated by our buying and selling agents would

behave as a whole. The experimental results show that such a market can reach

an equilibrium state where the agent population remains stable and that such an

equilibrium is beneficial for the participant agents (in the sense that there are fewer

competitors for selling agents, and there are no selling agents offering goods un-

der the demanded value of buying agents). We also contrast and experimentally

compare our agents with those of related agent market models. The results show

that our agents are able to achieve better performance in terms of satisfaction and

computational time.

5For buying agents, better satisfaction means receiving more goods with high value. For selling

agents, better satisfaction means making higher profit.
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1.4 Organization

The thesis is organized as follows: Chapter 2 covers relevant research which has

been done in related areas. Chapter 3 presents our proposed learning algorithms

for buying and selling agents in electronic market environments. In addition, it

describes an agent market model which is feasible and suitable for e-commerce ap-

plications. It also theoretically explores the question of how much our proposed

buying agents can be harmed by dishonest selling agents, and demonstrates that

it is possible for a proposed buying agent to avoid infinite harm caused by a dis-

honest selling agent. Chapter 4 experimentally evaluates our model by simulating

electronic marketplaces populated with buying and selling agents. It investigates

the micro behaviours of participant agents in both modest and large-sized market-

places, as well as the macro behaviours of the marketplace as a whole. Chapter 5

offers a detailed discussion of the value of our model. In particular, it contrasts our

model with other related e-commerce agent models, and experimentally compares

the performance of our buying and selling agents with those proposed in the most

related research. It also provides more detailed defense for specific design decisions

made for the model and discusses in greater depth the inherent value of the frame-

work for reputation modelling used within the model. Chapter 6 concludes the

thesis with its contributions and possible future research directions.



Chapter 2

Background

This chapter reviews relevant research which has been done in related areas, and

which is used to motivate various design decisions in this thesis. The first section

introduces several agent models that have been developed for e-commerce. Then

reinforcement learning methods are reviewed, followed by their applications in the

area of agent and multi-agent systems. After that, reputation modelling is vis-

ited, including the description of some typical reputation mechanisms. Finally, the

chapter ends with a summary of the main issues discussed.

2.1 Agent Models for E-Commerce

Before we introduce some representative agent models for e-commerce, let us start

with a discussion on what we mean by agents, multi-agent systems, and e-commerce.

10
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2.1.1 Agents, Multi-Agent Systems, and E-Commerce

Agents

The term software agent (or just agent for short) has been widely used in many

fields of computer science, but surprisingly enough, this term has not yet had a

universally accepted definition. For the purpose of this thesis, we define an agent

as a computer program that can perceive, reason, act, communicate and coordinate.

In addition, an agent acts on behalf of a user, carrying out actions that meet the

user’s goals and preferences. A selling agent in a market environment (making

sales on behalf of a user), for example, should be able to know if any buying agent

(making purchases on behalf of a user) has requested some good and whether it

has that good for sale, then to reason at which price it would like to sell the good

in order to make profit, and finally communicate with the buying agent to make an

offer. An agent is said to be intelligent if it is able to respond in a timely fashion

to environmental changes (reactivity), to interact with other agents and possibly

humans (sociality), and to take the initiative (pro-activeness).

Agents and objects as defined in the object-oriented programming model have

some similarities because objects are defined as computational entities that encap-

sulate some internal state, are able to perform actions (or methods) on that state,

and communicate by message passing. However, agents and objects also have sig-

nificant differences which constitute the novel concept of agents:

• Agents are autonomous or semi-autonomous where autonomy refers to the

agents’ ability to act without the intervention of humans or other systems. In

particular, agents decide for themselves whether or not to perform an action

upon request from other agents, while a public method of an object can be

executed by other objects any time they wish.
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• Agents are capable of reactive, pro-active, and social behaviours, while the

standard object model has nothing to say about how to build systems that

integrate these types of behaviours.

• Each agent is considered to have its own thread of control, while in the stan-

dard object model there is a single thread of control for the whole system.

The definitions of agents and intelligent agents presented here are based on [27]

and Chapter 1 of [81], respectively. Other good references for the theme agents

with different inherent theories and definitions are [54] and [82].

Multi-Agent Systems

Essentially, agents exist and operate in some environment, which may be closed or

open, where in contrast to closed, the term open refers to the fact that new or exist-

ing agents can freely enter or leave the environment. There are circumstances where

an agent exists and operates usefully by itself in an environment. However, increas-

ing interconnection and networking has made such situations very rare, resulting

in cases where agents usually interact with one another. A multi-agent system is

therefore defined as a system (or environment) composed of multiple interacting

agents.

A well-designed multi-agent system is one in which agents can operate effec-

tively and interact with each other productively. The system should provide some

computational infrastructure to allow agents’ interaction to take place. Such in-

frastructure includes protocols for agents to communicate and protocols for agents

to interact.

Communication protocols enable agents to exchange and to understand mes-

sages. Interaction protocols enable agents to have conversations, which, for the
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purposes of multi-agent systems, are structured exchanges of messages. For exam-

ple, a communication protocol may specify the following message types as valid

messages to be exchanged between agents:

• Propose a course of action.

• Accept a course of action.

• Reject a course of action.

• Counter-propose a course of action, etc.

Based on these message types, an interaction protocol may be structured as

follows for two agents to negotiate with each other:

• Agent 1 proposes a course of action to Agent 2.

• Agent 2 evaluates the proposal and sends a counter-proposal to Agent 1.

• Agent 1 accepts the counter-proposal.

We adopt the definition of multi-agent systems from [81] (Glossary Section).

Our brief introduction to communication and interaction protocols is based on

Chapter 2 of [81].

E-Commerce

Electronic Commerce (e-commerce) is the buying and selling of goods and services

on the Internet. The fact that companies have been increasingly using Internet
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technologies to do business makes e-commerce a rapidly growing field and a multi-

billion dollar segment of the world economy1. Traditional telephone calls and paper-

based procedures have been replaced by electronic data interchange, e-mail, shared

databases, digital image processing, bar coding and interactive software for prod-

uct design, marketing, ordering, delivery, payment and customer support. Digital

links can be established between businesses, allowing them to bypass middlemen

and inefficient multi-layered procedures. Handling transactions electronically can

significantly reduce transaction costs and delivery time, especially for those goods

that are purely digital such as software, images, videos and text products.

E-commerce has several components, including (i) automatic ordering, contract-

ing and procurement, (ii) electronic order-tracking services, (iii) automatic billing

and payment services, (iv) electronic fund transfer, (v) interactive businesses and

financial transactions, (vi) electronic advertisements, and (vii) data mining of con-

sumer information for customer profiling. Agent technologies can be applied to

any of these areas where flexible autonomous (reactive, pro-active, and social) be-

haviours are desirable. In particular, the following factors should be considered in

order to determine to what extent agent technologies are appropriate for an area

of e-commerce:

• The time or money that can be saved when certain processes are automated

(e.g., comparing products from multiple sellers).

• The level of difficulty in expressing preferences (e.g., shopping for a gift).

• The degree of risk when an agent is making a transaction decision (e.g., pur-

chasing a book or making stock market buying and selling decisions).

1See the Preface of [37].
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In general, the more time or money that can be saved through automation of

processes, the less difficult to express preferences, and the lower degree of risk in

agents’ making transaction decisions, the more appropriate it is to employ agent

technologies in e-commerce.

Our definition of e-commerce (more precisely, Web-based e-commerce) is adopted

from [17]. Other useful references are Chapter 6 of [37] and Chapter 10 of [40].

2.1.2 E-Commerce Agent Models

In this subsection, we briefly review the relevant e-commerce agent models that

are related to our work. These models focus mainly on the first component of e-

commerce mentioned above, namely automatic ordering, contracting and procure-

ment. We also discuss the relative advantages and disadvantages of these models.

BargainFinder and Jango

BargainFinder [3] of Andersen Consulting is a shopping agent that assists customers

in deciding which merchant to deal with. The algorithm underlying BargainFinder

is rather straightforward. Given a specific product, BargainFinder will request the

product price from a list of different merchant Web sites, and display these prices

to the customer. It is then up to the customer to compare the prices and choose

the appropriate merchant. A drawback encountered by BargainFinder is the mer-

chant blocking problem: Some online merchants are not interested in competing on

price alone, because their products may be offered with some value-added services,

which are bypassed by BargainFinder. As the result, these merchants decide to

block all price requests originated from BargainFinder. Nevertheless, a number
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of little-known merchants, who are willing to compete on price, request Andersen

Consulting to include them in BargainFinder’s list of merchants.

Jango [14, 29] is another shopping agent, which can be viewed as an advanced

BargainFinder. Once a specific product has been identified by a customer, Jango

simultaneously queries multiple online merchants (from a list maintained by NetBot

Inc.) for product availability, price, and other related information such as important

product features. These results are then displayed to the customer, who will have

to make the decision about which merchant to select. Jango cleverly gets around

the merchant blocking problem by making product requests originate from the

customer’s Web browser, instead of a central site as in the case of BargainFinder.

As the result, product requests made by Jango appear to online merchants as if

they were made by real customers and are therefore not blocked by the merchants.

Although BargainFinder and Jango shopping agents provide customers with

useful information for merchant comparison, at least three shortcomings may be

identified:

• BargainFinder and Jango are not fully autonomous. In particular, they leave

the task of analyzing the resultant information and selecting appropriate mer-

chants completely for customers.

• The algorithms underlying these agents’ operations do not capture informa-

tion on product quality or value added services, which is of great importance

for customers to decide which merchants to select.

• These agents are not equipped with any learning capabilities to help customers

to improve their decision making in the future.
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Kasbah

Kasbah [9] is another interesting agent model, designed by the MIT Media Lab as

a multi-agent electronic marketplace suitable for user-to-user transactions. Specif-

ically, it is a Web-based system where users create autonomous buying and selling

agents that buy and sell goods on their behalf.

The Kasbah marketplace’s job is to facilitate interaction between agents. It

ensures that participant agents speak a common language, and matches up agents

interested in selling or buying the same kind of items. When a selling agent is

created, the Kasbah marketplace asks what the agent is interested in selling. The

marketplace then sends the agent a list of all the potential buyers for that particular

item. It also sends messages to all of these potential buyers, informing them of the

existence of the new selling agents. Similarly, when the selling agent leaves the

market, the marketplace notifies all of its potential buyers. The same process

happens when a buying agent is created.

A user who wants to sell (or buy) a good can create a selling (or buying) agent,

give it some strategic direction, and launch it into the Kasbah marketplace. The

user directs the agent’s behaviours by setting three parameters, namely the desired

price, the lowest (or highest) acceptable price, and the desired date to sell (or buy)

the good by. These parameters define the agent’s goal: Ideally, the agent aims to sell

(or buy) the good at the desired price. However, the agent may accept the price that

is as low (or high) as the lowest (or highest) acceptable price, if that is what it takes

to attract buyers’ (or sellers’) interest within the desired time frame. Once released

into the marketplace, the agent pro-actively seeks out suitable buyers (or sellers),

and negotiates with them on the user’s behalf in order to make the “best possible

deal”. The user controls the agent’s negotiation strategy by initially specifying a
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negotiation function. The selling (or buying) agent uses this function to lower (or

raise) the asking price over its given time frame. Kasbah supports three types of

negotiation functions, namely linear, quadratic, and exponential, corresponding to

the anxious, cool-headed, and frugal negotiation strategies, respectively.

The main advantage of Kasbah is that its agents are autonomous in making

decisions, thus freeing users from having to find and negotiate with buyers and

sellers. However, as admitted in [9], Kasbah’s agents are not very smart as they do

not make use of any AI learning techniques.

Recursive Agent Model

Vidal and Durfee [77, 78] propose a recursive agent model for an information econ-

omy such as the University of Michigan Digital Library. They divide agents into

different classes corresponding to the agents’ capabilities of modelling others. For

example, 0-level agents are the agents that learn from their observations about the

environment, and from any environmental rewards they receive2. 1-level agents

are those agents that model others as 0-level agents. 2-level agents are those that

model others as 1-level agents. Although in theory higher level agents could be

recursively defined in the same manner, Vidal and Durfee’s work only concentrates

on the first three levels of agents, or more precisely, only up to 2-level sellers and

1-level buyers. Intuitively, agents with more complete models of others should do

better. In practice, however, because of the computational costs associated with

maintaining deeper (i.e., more complex) models, there should be a level at which

the gains and the costs of having deeper models balance out for each agent. The

main problem addressed in [77, 78] is to answer the question of when an agent

2This means that reinforcement learning is adopted by their 0-level agents. We contrast our

use of reinforcement learning with theirs in Section 5.2.2.
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benefits from having deeper models of others, or in other words, when it should

stop keeping deeper models of others to take action.

Vidal and Durfee’s work motivates and serves as a starting point for our research.

However, we extend their information market model into a more general one where

multiple sellers may offer goods of different qualities, the sellers may alter the

quality of their goods, and there is a possibility of having dishonest sellers in the

market.

The buying and selling agents proposed in [77, 78] are autonomous and learn

by recursively modelling each other. As a result, the buying agents can learn to

avoid sellers that have disappointed them in the past. However, the challenge of

modelling sellers sufficiently well in order to detect dishonest sellers in the market

is left for future work. In addition, those agents that keep deep recursive models of

others suffer from the associated computational costs for maintaining these models.

In fact, due to the infeasible complexity in implementing agents with deep models

of others, the experimentation reported in [77, 78] is limited to only 1-level buyers

and 2-level sellers. Moreover, their selling agents may not be able to achieve the

goal of maximizing their expected profits because they only change product prices

but do not consider adjusting product quality. This is especially problematic when

their product quality does not meet the buyers’ expectation.

We are also interested in designing buying and selling agents participating in

market environments. Particularly, our goal is to design agents that are

• autonomous in making decisions (compared to the BargainFinder and Jango

shopping agents [3, 14, 29]),

• equipped with learning capabilities in order to perform better and better

(compared to agents of the Kasbah system [9]), and
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• effective (i.e., they should be quick in identifying appropriate traders, and able

to avoid costly computation as opposed to the agents proposed in [77, 78]).

We believe that in a market environment, reputation of sellers is an important

factor that buyers can exploit to avoid interaction with dishonest sellers, therefore

enhancing the opportunity to buy high value goods and reducing the risk of pur-

chasing low value ones. Also, we believe that selling agents will increase their sales

by not only adjusting the prices of their goods, but also by tailoring the quality

of their goods to meet the buyers’ specific needs. Consequently, our approach uses

a combination of reinforcement learning and reputation modelling, and also gives

selling agents the option of altering the quality of their goods. A full description of

our model is provided in the next chapter.

Shopbots and Pricebots

Greenwald and Kephart [21, 22, 23] present a model of an agent economy consisting

of shopbots (comparison shopping agents) and pricebots (selling agents using au-

tomated pricing algorithms). This is essentially a multi-agent marketplace where a

single homogeneous good is offered for sale by S sellers and of interest to B buyers,

with the assumption that B >> S. In this marketplace, each buyer b generates

a purchase order at random times with rate ρb, while each seller reconsiders (and

potentially resets) its price ps at random times with rate ρs. Greenwald and Kepart

are concerned with the dynamics of interaction among the pricebots’ algorithms.

Their ultimate aim is to identify those pricing algorithms that are most likely to

be profitable, from both an individual and a collective standpoint. A variety of

pricing algorithms were therefore simulated in this work. In particular, probabilis-

tic pricing algorithms were explored in both high-information and low-information
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settings. The results obtained via simulations show that the long run empirical fre-

quencies of prices can converge to equilibria arbitrarily close to a Nash equilibrium;

however, instantaneous price distribution need not converge. A Nash equilibrium

is a vector of prices at which sellers maximize individual profits and from which

they have no incentive to deviate [23].

Although the marketplace considered by Greenwald and Kepart may seem sim-

ilar to ours, there are important differences between the two models:

• They assume that the number of buyers in the market is infinitely greater than

the number of sellers (B >> S). This assumption gives them the convenience

of studying the pricing strategies of sellers only, because the small number of

sellers indicates that the behaviours of individual sellers will greatly influence

the market. We think that this assumption is at times unrealistic. As a

result, our model does not implement such an assumption and allows for any

populations of buyers and sellers.

• They assume that the cost of production for all sellers is the same. In contrast,

our model assumes that the production cost of multiple sellers may not be

the same and that a seller may alter the quality of its goods by changing its

production cost, in an attempt to reflect a more realistic environment.

• They assume that buyers in the market use one of the following two simple

strategies: (i) Bargain Hunter: Buyer selects the seller with the lowest price,

and purchases the good if that lowest price is less than the buyer’s valuation

of the good. (ii) Any Seller: Buyer selects a seller at random, and purchases

the good if the price charged by that seller is less than the buyer’s evalua-

tion of the good. In contrast, our market model allows buyers to adopt any
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buying strategy. In addition, our proposed buying strategy that combines re-

inforcement learning and reputation modelling goes beyond the consideration

of price alone in selecting the most appropriate seller.

Auction Agent Models

There has also been considerable research on designing a different kind of electronic

marketplace, termed an auction, where buyers are bidding competitively in order to

acquire a good from a seller [5, 19, 24, 26, 50, 60, 83]. The desire for building various

auction models naturally leads to the need for developing algorithms for the agents

that participate in different auction environments (e.g., [5, 19, 24, 26, 50]). There

has in fact been particular effort in designing algorithms for so-called combinatorial

auctions, where buyers can place bids for arbitrary combinations of items [19, 25,

59], and for parallel auctions, where items are open for auction simultaneously [5].

The market mechanism3 for the agent model that we consider in this thesis is

distinct from that of the auctions discussed above. In the next chapter, we elaborate

on the form of bidding protocol between the buyers and sellers in our marketplace,

clarifying that it is the buyers in our model who are acting as auctioneers, and

not the sellers as is the case in traditional auctions. In Section 6.3.4, we revisit

the topic of designing algorithms for agents in other auction environments, as a

possible branching point of our research, for future work.

3A market mechanism is a set of rules that govern how buyers and sellers in the market should

interact and when a deal should be formed [11].
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2.2 Reinforcement Learning

In this section, we first introduce the reinforcement learning problem followed by

some illustrating examples. We then review some basic methods for solving the

problem, and finally present some applications of reinforcement learning to the

area of agent and multi-agent systems.

Our main references for the reinforcement learning problem, its demonstrating

examples, and the fundamental methods for solving it are [54] and [65]. References

for the applications of reinforcement learning will be listed as these applications are

described.

2.2.1 The Reinforcement Learning Problem

The reinforcement learning problem is the problem of learning from interaction

to achieve a goal. In this problem, an agent observes a current state s of the

environment, performs an action a on the environment, and receives a feedback r

from the environment. This feedback is also called reward, or reinforcement. The

goal of the agent is to maximize the cumulative reward it receives in the long run.

More specifically, the agent and its environment interact at each of a sequence

of discrete time steps, t = 1, 2, 3, .... At each time step t, the agent receives some

representation of the environmental state, st ∈ S, where S is the set of possible

states. On that basis, the agent selects and performs an action at ∈ A, where A is

the set of possible actions. One time step later, as the consequence of its action,

the agent receives a numerical reward rt+1 ∈ R, and finds itself in a new state st+1.

Figure 2.1 illustrates the agent-environment interaction.

At each time step, the agent implements a policy π, which is a mapping from
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the current state into the desirable action to be performed in that state. Solving a

reinforcement learning problem means finding a policy that maximizes the reward

that the agent receives over the long run. Such a policy is called the optimal policy.

Agent

Environment

action
a t

reward
r t

state
st

r

s

t+1

t+1

Figure 2.1: The agent-environment interaction in the reinforcement learning prob-

lem.

2.2.2 Examples

This section clarifies the terms environmental state, actions and rewards by present-

ing a number of examples. Section 2.2.3 then describes some fundamental methods

for solving the reinforcement learning problem.

Game Playing

A reinforcement learning agent can be used to help a chess player to improve his

play. At each time step, the environmental state can be the current configuration of

all the pieces on the chessboard. The actions are all the possible moves. The rewards

may be zero for most of the time and +1 when the player wins. Alternatively, we

may give a reward of−1 for every time step until the game ends. This will encourage

the agent to win as quickly as possible.
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Bio-reactor

Consider a bio-reactor which is essentially a large vat of nutrients and bacteria used

to produce a useful chemical. The rate at which the useful chemical is produced

depends on moment-by-moment temperatures and stirring rates for the bio-reactor.

Reinforcement learning can be applied to determine the optimal temperature and

stirring rate at each time step. The states in this case are likely to be sensor

readings of thermocouple plus symbolic inputs representing the ingredients in the

vat and the target chemical. The actions may be target temperatures and target

stirring rates that are passed to low-level control systems that, in turn, activate

heating elements and motors to obtain the targets. The rewards may be moment-

by-moment measures of the rate at which the useful chemical is produced. We

notice that in this example each state is a vector (or list) of sensor readings and

symbolic inputs, and each action is also a vector composed of target temperature

and stirring rate. It is typical for a reinforcement learning problem to have states

and actions represented as vectors. Rewards, however, should always be single

numerical values.

Recycling Robot

Consider a mobile robot whose job is to collect empty pop cans in an office envi-

ronment. The robot has sensors to detect cans, an arm with gripper to pick up a

can to place it in an onboard bin, as well as a navigation system to help it move

around. It operates on a rechargeable battery. A Reinforcement learning agent can

be used to make high-level decisions on how to search for cans. Basically, the agent

has to decide which of the following three actions the robot should perform: (i)

actively searching for a can for a certain period of time, (ii) remaining stationary
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to wait for someone to bring it a can, or (iii) heading back to his home base to

recharge its battery. At each time step, the environmental state should be the state

of the battery. The rewards can be zero most of the time, +1 when the robot is

able to collect an empty can, and −1 if the battery goes all the way down. In this

example, the reinforcement learning agent is not the entire robot, and the environ-

mental states describe conditions within the robot, not the external environment.

Reinforcement learning is used for the robot to make decisions on which action to

take at each state, in order to maximize the cumulative reward the robot receives

over the long run.

Inverted Pendulum

The setup for a famous reinforcement learning problem known as inverted pendulum

or pole balancing is shown in Figure 2.2.

x

0

Figure 2.2: The inverted pendulum (also known as the pole balancing) problem.

The goal of the inverted pendulum problem is to apply forces on a cart moving
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along a track so that the pole hinged from the cart will not fall over. A failure is said

to occur if the pole falls past a given angle from vertical, or if the cart reaches an

end of the track. The pole is reset to vertical after each failure. For this problem, a

state may consist of the distance x and the angle θ, which are continuous variables.

The actions are clearly jerk left or jerk right, which are discrete. The rewards could

be +1 for a time step during which a failure did not occur. Alternatively, we could

choose the rewards to be −1 for each failure and zero at all other times.

2.2.3 Reinforcement Learning Methods

Any method that is suited for solving the reinforcement learning problem described

above is considered a reinforcement learning method. This subsection introduces

three well-known, fundamental classes of methods for solving the reinforcement

learning problem, namely dynamic programming, Monte Carlo, and temporal-

difference learning methods. Note that a form of the temporal-difference learn-

ing method is used in our proposed algorithms for buying and selling agents in

electronic marketplaces, which are presented in the next chapter.

Let us start with some necessary definitions and notations, which will be used

later in the description of the reinforcement learning methods.

Definitions and Notations

Let rt+1, rt+2, rt+3, ..., be the sequence of rewards received after time step t. We

define the return, Rt, to be

Rt = rt+1 + rt+2 + rt+3 + ... + rT (2.1)
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where T is the final time step. This definition makes sense in applications in which

there is a natural notion of the final time step, i.e., when the agent-environment

interaction breaks naturally into subsequences called episodes. In cases where the

agent-environment interaction does not break into episodes but goes on continually

without limit, we define the return, Rt to be

Rt = rt+1 + γrt+2 + γ2rt+3 + ... =
∞∑

k=0

(γkrt+k+1) (2.2)

where γ is called the discount rate (0 ≤ γ ≤ 1). The discount rate γ determines the

present value of future rewards. That is, a reward received k time steps in the future

is worth only γk−1 times what it would be worth if it were received immediately.

The goal of the agent in the reinforcement learning problem is to maximize the

expected return, denoted by E{Rt}.

We define the value of a state s under policy π, denoted by V π(s), to be the

expected return when starting in s and following π thereafter,

V π(s) = Eπ{Rt|st = s}. (2.3)

The function V π is called the state value function under policy π.

Similarly, we define the value of taking action a in state s under policy π, de-

noted by Qπ(s, a), to be the expected return starting from s, taking action a, and

thereafter following policy π,

Qπ(s, a) = Eπ{Rt|st = s, at = a}. (2.4)

The function Qπ is called the state-action value function under policy π.

Let P a
ss′ denote the probability that the environment changes to a new state s′

when the agent executes action a in state s. P a
ss′ is called the transition probability.

Let Ra
ss′ denote the expected value of the next reward received when the agent
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executes action a in state s and the environment changes to the next state s′. Ra
ss′

is called the expected immediate reward. The quantities P a
ss′ and Ra

ss′ specify the

most important aspects of the agent’s environment.

Dynamic Programming

Dynamic programming (DP) refers to a collection of algorithms that can be used to

discover optimal policies for the reinforcement learning problem. DP methods are

well developed mathematically, but require a complete model of the environment,

given by a set of transition probabilities, P a
ss′ , and a set of expected immediate

rewards, Ra
ss′ . Figure 2.3 below shows a representative DP method called Value

Iteration. This method iteratively computes the state value function V (s) with the

maximum one taken over all actions. It then derives the required policy π(s) based

on this optimal value function.

Initialize V (s) arbitrarily for all s.

Repeat

∆ ← 0

For each s ∈ S:

v ← V (s)

V (s) ← max
a

∑
s′

P a
ss′ [R

a
ss′ + γV (s′)]

∆ ← max(∆, |v − V (s)|)
until ∆ < θ (a small positive number)

Output a policy π such that

π(s) = arg max
a

∑
s′

P a
ss′ [R

a
ss′ + γV (s′)]

Figure 2.3: A DP method called value iteration.
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Monte Carlo

Monte Carlo (MC) methods are ways of solving the reinforcement learning problem

based on averaging sample returns. Unlike DP methods, MC methods do not

require a complete model of the environment. They only need experience, that

is, sample sequences of states, actions, and rewards from an online or simulated

interaction with the environment. MC methods are defined only for episodic tasks,

in which the agent-environment interaction is divided into episodes. It is only upon

the completion of an episode that the value functions, namely V (s) or Q(s, a), and

policies are updated. MC methods are thus incremental in an episode-by-episode

sense, not in a step-by-step sense.

Figure 2.4 introduces a MC algorithm that uses the idea of policy iteration.

It first evaluates the state-action value function Q(s, a) under an arbitrary policy

π0. Then, it improves π0 using Q(s, a) to yield a better policy π1. It repeatedly

evaluates Q(s, a) under π1, and improves it again to yield an even better policy

π2, and so on. As many episodes are experienced, the approximate policy and the

approximate value function will asymptotically approach the optimal policy and

the corresponding optimal value function, respectively.



CHAPTER 2. BACKGROUND 31

Initialize, for all s ∈ S and all a ∈ A:

Q(s, a) ← arbitrary

π(s) ← arbitrary

Returns(s, a) ← empty list

Repeat forever:

(a) Generate an episode using π

// Evaluating Q(s, a) under π

(b) For each pair (s, a) appearing in the episode:

r ← the return following the first occurrence of (s, a)

Append r to Returns(s, a)

Q(s, a) ← average(Returns(s, a))

// Improving π

(c) For each s in the episode:

π(s) ← arg max
a

Q(s, a)

Figure 2.4: An MC algorithm using policy iteration.

Temporal-Difference Learning

Like MC methods, temporal-difference (TD) learning methods can learn directly

from experience without a model of the environment. Unlike MC methods, which

must wait until the end of an episode to update the value function (only then is

the return Rt known), TD methods only need to wait until the next time step. TD

methods are thus incremental in a step-by-step sense.

One of the most widely-used TD methods is known as the Q-learning algorithm,

as illustrated in Figure 2.5. For a state s, the Q-learning algorithm chooses an action

a to perform such that the state-action value Q(s, a) is maximized. If performing



CHAPTER 2. BACKGROUND 32

action a in state s produces a reward r and a transition to state s′, then the

corresponding state-action value Q(s, a) is updated accordingly. State s is now

replaced by s′ and the process is repeated until reaching the terminal state.

Initialize Q(s, a) arbitrarily

Initialize s

Repeat

Choose a to perform in s to maximize Q(s, a):

a ← arg max
a

Q(s, a)

Take action a, observe reward r and transition to new state s′

Update Q(s, a):

Q(s, a) ← Q(s, a) + α[r + γ max
a′

Q(s′, a′)−Q(s, a)]

// where α is called the learning rate (0 ≤ α ≤ 1) and

// γ is the discount rate (0 ≤ γ ≤ 1)

s ← s′

until s is terminal

Figure 2.5: A TD learning algorithm called Q-learning.

In this thesis, we use a simple form of TD learning as follows. Given a state

s, our agent will select an action that maximizes the state value V (s). While

interacting with the environment, the agent attempts to make its estimated state

value become more and more accurate. To do this, the agent adjusts the value of

the earlier state to be closer to the value of the later state, using a simple updating

rule. Figure 2.6 illustrates this learning process with the updating rule shown in

equation (2.5), where the learning rate α is initially set to 1 and then reduced over

time to a small positive fraction.
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Initialize V (s) for all s

Repeat forever

Choose a to perform in s to maximize V (s):

a ← arg max
a

V (s)

Take action a, observe transition from state s to state s′ with

the corresponding state values being V (s) and V (s′)

Update V (s):

V (s) ← V (s) + α[V (s′)− V (s)] (2.5)

// where α is the learning rate (0 ≤ α ≤ 1)

s ← s′

Figure 2.6: A simple form of TD learning methods used in this thesis.

2.2.4 Applications of Reinforcement Learning in Agent and

Multi-Agent Systems

We complete our overview of reinforcement learning by discussing sample applica-

tions where it has been used. Reinforcement learning has been applied extensively

in various learning problems for agent and multi-agent systems. This is reflected by

the growing number of publications in the area [31, 41, 45, 46, 49, 57, 62, 66, 79, 80].

The successful application of reinforcement learning to a wide range of agent and

multi-agent problems motivates us to consider reinforcement learning as a promis-

ing method for the problem of designing effective learning agents for electronic

market environments, i.e., the problem that we are interested in addressing in this

thesis. Section 5.2.2 offers a more detailed justification for our choice to incorporate

reinforcement learning.
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Note that in multi-agent systems, it is often the case that agents are working

together to complete a common goal or are modelling each other to address potential

conflicts. This contrasts with our market model environment, where agents are

concerned with learning to improve their individual satisfaction. In Section 6.3.5,

we describe some possible extensions of our model for multi-agent systems other

than market-based ones.

The Block Pushing Problem

Sen et al. [62] address the problem of how multiple agents can learn to appropriately

coordinate their activities in order to accomplish a common task. They attempt

to achieve coordination without agents’ sharing information with one another. In

particular, they apply the Q-learning algorithm to a block pushing problem, the

problem in which multiple agents are independently instructed to move a block

from a starting position to some goal position. Their work shows that agents can

learn complementary strategies to fulfill a common task without any knowledge

about each other. The main result presented in [62] is that although individual

agents are independently optimizing their own environmental rewards, global coor-

dination between the agents can be obtained without any explicit or implicit form

of communication.

Agent Coordination by Explicit Communication

Weiss [79] addresses the problem of coordination in multi-agent systems using a dif-

ferent approach. According to his approach, agents learn to coordinate their actions

by explicitly communicating with one another. He introduces two reinforcement

learning based algorithms called the Action Estimation (ACE) algorithm and the
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Action Group Estimation (AGE) algorithm. In both algorithms, the agents first

learn to estimate the goal relevance of their actions. They then coordinate their

actions and generate appropriate action sequences based on their goal relevance es-

timates. The main difference between the ACE algorithm and the AGE algorithm

is that the agents executing the AGE algorithm do not compete for carrying out

individual actions (as those executing the ACE algorithm), but for carrying out

groups of actions.

The Predator-Prey Problem

Tan [66] applies the Q-learning method to the predator-prey problem. He considers

an environment in which two types of agents, namely predators and preys, act and

live. The goal of a predator is to learn to catch a prey. Each agent can choose its

action from four possible two-dimensional ones, namely moving up, moving down,

moving left, and moving right. At each time step, each prey randomly moves

around, and each predator must learn to select its next move based on the decision

policy it has gained through the Q-learning algorithm. Tan’s work shows that

communication can be used as a means for improving learning. In particular, he

identifies two kinds of important information which the predators should exchange

in order to support one another in their learning: (i) Visual input, which describes

the relative distance from a predator to the closest prey within its limited visual

field. (ii) Decision policies, which describes what a predator has learned so far with

respect to the state-action values (equation (2.4)).
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Learning Agent for Visual Search Tasks

Minut and Mahadevan [43] propose a model of selective attention for visual search

tasks. The problem they address is, given an object and an environment, how to

build a vision agent that learns where the object is most likely to be found, and how

to direct its gaze towards the object. The system must produce a set of landmarks

{L0, L1, . . . , Ln} (the regions in the environment), together with a policy on this

set which leads the camera towards the most probable region containing the target

object. The vision agent consists of two interacting modules: A reinforcement

learning module learns a policy on a set of regions in the room for reaching the

target object. It uses the Q-learning method with the expected value of the sum of

discounted rewards (equation (2.2)) chosen as the objective function. By selecting

an appropriate gaze direction at each time step, the reinforcement learning module

provides top-down control in the selection of the next fixation point. The second

module performs bottom-up visual processing to provide the agent with a set of

locations of interest in the current image, and also to detect and identify the target

object. Minut and Mahadevan’s experimental results show that the number of

fixations to the target object significantly decreases with the number of training

epochs. Also, their results show that the learned policy to find the target object is

invariant to small physical displacements and object inversion.

2.3 Models of Trust and Reputation

Multi-agent systems are typically intended for large, open, dynamic, and unpre-

dictable environments. In such environments, an agent often has incomplete (or

even incorrect) knowledge about other agents. To reduce the risk of fraud and
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deception, different levels of security (such as passwords, digital certificates, and

access control capabilities) have been built into the infrastructure level of multi-

agent environments. Although these hard security techniques guarantee that an

agent is authenticated and authorized, they do not ensure that the agent will ex-

ercise its authorization in a desirable way. Mechanisms of reputation (or trust)

are therefore proposed as soft security techniques to complement the existing hard

security ones. The need for such soft security mechanisms is especially more no-

ticeable in e-commerce applications where it is very important for an agent to know

the credibility of the agent that it would like to initiate transactions with. Conse-

quently, modelling reputation as a computational concept has recently become an

interesting topic to many researchers. In fact, there has been a series of workshops

on Deception, Fraud and Trust in Agent Societies (e.g., [16, 30, 55]).

In developing learning algorithms for agents in electronic marketplaces, we use

a reputation mechanism, in addition to reinforcement learning, to provide added

robustness to buying agents. By dynamically maintaining sets of reputable and

disreputable selling agents, buying agents should together isolate and weed out

dishonest selling agents, and therefore obtain better satisfaction in doing business

with the reputable ones. Details on how a buying agent may build and update

its sets of reputable and disreputable selling agents will be discussed in the next

chapter. In this section, we briefly present three different models of trust and

reputation that may serve as typical examples for soft security mechanisms. We

focus on this research, in order to discuss important challenges in the design of

these models that have motivated the research of this thesis.



CHAPTER 2. BACKGROUND 38

2.3.1 A Social Mechanism of Reputation Management

Yu and Singh [84] propose a social mechanism of reputation management for elec-

tronic communities. In their approach, agent a assigns a trust rating to agent b,

denoted by Ta(b), based on

(i) its direct interactions with b,

(ii) the ratings of b as given by b’s neighbors, and

(iii) a’s ratings of those neighbors.

Trust ratings are defined to be numerical values in between −1 and 1. Initially, all

trust ratings are set to 0. After an interaction with agent b, agent a may increase

or decrease Ta(b) using positive evidence α or negative evidence β respectively,

depending on whether or not b has cooperated with a. Agent a also maintains two

thresholds, ωa and Ωa, where −1 < ωa < Ωa < 1. Agent a will trust agent b if

Ta(b) ≥ Ωa; agent a will mistrust agent b if Ta(b) ≤ ωa; otherwise, if ωa < Ta(b) < Ωa

then agent a must decide on some other grounds; that means, it does not have

sufficient information to decide whether it should trust agent b. Each agent has a

set of potentially changing neighbors, with whom it may directly interact. How an

agent evaluates the reputation of another will depend in part on the testimonies

of the latter’s neighbors. Let χ = 〈a0, ..., an〉 be a referral chain from agent a0 to

agent an, where ai is a neighbor of ai+1. Then, a0 can use the referral chain χ to

compute its trust rating T0(n) towards an as follows:

T0(n) = T0(1)⊗ ...⊗ Tn−1(n) (2.6)

where the trust propagation operator ⊗ is defined as

x⊗ y =





x× y if x ≥ 0 and y ≥ 0,

−|x× y| otherwise.
(2.7)
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The reputation mechanism proposed in [84] represents a feasible approach in

formalizing trust as a computational concept. Nevertheless, it has at least the

following drawbacks: (i) In computing a trust rating using equation (2.6), differ-

ent referral chains may result in different and possibly conflicting values. (ii) Its

updating scheme using constant factors α and β does not take into consideration

the extent to which an agent has (or has not) cooperated. That is, a greatly co-

operative agent and a slightly cooperative agent will receive the same increasing

amount in their trust ratings. Similarly, a greatly disappointing agent and a slightly

disappointing agent will receive the same decreasing amount in their trust ratings.

2.3.2 REGRET

Sabater and Sierra [55] propose a model of reputation called REGRET. The most

important feature of this model is that it takes into account the individual dimen-

sion, the social dimension, and the ontological dimension of reputation. Let us

briefly describe these dimensions.

1. Individual Dimension:

The individual reputation rating of agent b at current time t from agent a’s

point of view on aspect ϕ, denoted as Ra→b(ϕ), is calculated as a weighted

mean of the individual impression ratings, giving more relevance to recent

impressions:

Ra→b(ϕ) =
∑

i

ρ(t, ti)Wi (2.8)

where ρ(t, ti) is a normalized value that has higher value when ti is closer to

t, Wi is the individual impression (or reputation) rating at time ti, and ϕ is

the aspect in which the reputation of agent b is measured (e.g., product price,

product quality etc.).



CHAPTER 2. BACKGROUND 40

2. Social Dimension:

According to REGRET, an individual inherits the reputation of the group it

belongs to by default. Also, an individual uses the experiences of his group’s

members as a help to shape his opinion on some manner. This idea introduces

three social reputation ratings:

• The reputation rating based on the interaction of agent a with members

of group B, the group that agent b belongs to:

Ra→B(ϕ) =
∑

bi∈B

ωabiRa→bi
(ϕ) (2.9)

where
∑

bi∈B ωabi = 1.

• The reputation rating based on what the members of group A, the group

that agent a belongs to, think about agent b (the agent being evaluated):

RA→b(ϕ) =
∑
ai∈A

ωaibRai→b(ϕ) (2.10)

where
∑

ai∈A ωaib = 1.

• The reputation rating based on what the members of A think about

group B

RA→B(ϕ) =
∑
ai∈A

ωaiBRai→B(ϕ) (2.11)

where
∑

ai∈A ωaiB = 1.

The reputation rating that combines the individual reputation rating and the

three social reputation ratings is defined as

SRa→b(ϕ) = ξabRa→b(ϕ)+ ξaBRa→B(ϕ)+ ξAbRA→b(ϕ)+ ξABRA→B(ϕ) (2.12)
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where ξab + ξaB + ξAb + ξAB = 1, and SRa→b(ϕ) denotes the reputation rating

that agent a assigns to agent b for aspect ϕ, taking into account the social

dimension.

3. Ontological Dimension

The reputation rating calculated by (2.12) is only linked to a single aspect,

namely ϕ. In REGRET, the reputation of an agent is not considered as a

single and abstract concept, but rather a multi-faceted concept. For exam-

ple, the reputation of being a good seller may summarize the reputation of

offering products at reasonable prices, the reputation of delivering products

punctually, and the reputation of having good product quality. The different

types of reputation and how they are combined to obtain new types is called

the ontological dimension of reputation. Each individual agent usually has a

different ontological structure to combine reputations, and a different way to

weigh the importance of reputations when they are combined. For instance,

agent a may calculate the reputation of agent b as a good seller using the

formula:

ORa→b(good seller) = ω1SRa→b(product price) + ω2SRa→b(delivery date)+

ω3SRa→b(product quality)

(2.13)

where ω1 + ω2 + ω3 = 1; ORa→b(good seller) denotes the reputation of b

in aspect being a good seller from agent a’s perspective, taking into account

the ontological dimension; and SRa→b(product price), SRa→b(delivery date),

and SRa→b(product quality) are respectively computed by equation (2.12)

above.
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The main advantage of [55] is that it presents a model that takes into account the

social dimension and the ontological structure of reputation. However, a number

of drawbacks could be identified: (i) The process of calculating the final reputation

rating is very complex and quite computationally expensive. (ii) REGRET does

not specify how an agent may decide on the individual impression Wi, which is a

building block for computing Ra→b(ϕ) of (2.8). (iii) There are no guidelines for

how to set the normalized values (e.g., ωabi , ωaiB, ξab, ξaB etc.), which obviously

play important roles in calculating the respective reputation ratings. (iv) [55] does

not discuss how groups of agents are formed so that the social dimension formulas

(e.g., equations (2.9), (2.10), and (2.11)) can be applied. One conclusion that we

reached, upon examination of this work, was that it would be beneficial to adopt a

less complex model of reputation in this thesis. For example, we set aside the social

dimension of reputation modelling, but do revisit this aspect as part of future work

in Section 6.3.1.

2.3.3 A Model for Trust Acquisition and Propagation

Esfandiari and Chandrasekharan [16] introduce a model for trust acquisition and

trust propagation. They define trust as a function T between any two agents a1

and a2 from a set A of agents:

T : A× A 7→ [0, 1]. (2.14)

For example, T (Mike, Jim) = 0.8 means Mike trusts Jim 80%. Three different

ways in which trust is acquired individually are explored:

1. Trust Acquisition by Observation:
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This is the case where trust decisions are made based on observation. If agent

a1 is able to observe past performances of agent a2, then it will consider the

acquired statistics as a value based on which to calculate trust. In general, for

any two agents a1 and a2, a trust situation S and an observed performance

statistics O, the observed trust Tobs(a1, a2) is evaluated as the probability of

O given S.

Tobs(a1, a2) = P (O|S) (2.15)

2. Trust Acquisition by Interaction:

Instead of observation, agent a1 may decide on how it should trust agent a2

by asking a2 some questions for which it already knows the answers. The

interaction-based trust Tinter(a1, a2) is then calculated based on the number

of correct answers provided by agent a2. That is,

Tinter(a1, a2) = number of correct answers/total number of answers (2.16)

3. Trust Acquisition Using Institutions:

The way trust is acquired in this case is analogous to that in human soci-

ety. Agent a1 may trust agent a2 if a2 possesses some significant identities

such as badges, uniforms, degrees, titles etc., or if a2 belongs to a recognized

institution. For example, agent a1 may set

Tinst(a1, a2) = 1 (2.17)

because a2 is a member of a well-known organization.

Socially, trust is acquired via propagation. Esfandiari and Chandrasekharan’s

model of trust propagation is closely related to [85]. The agent community is
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modelled as a directed, labelled graph, where an edge (a, b) represents the trust

value T (a, b) that agent a has on agent b (see Figure 2.7).

a

b

c

d

e

f

Figure 2.7: A directed graph for trust propagation.

Their choice of a directed graph highlights the fact that trust is not symmetric

(T (a, b) is not necessarily equal to T (b, a)), and is not reflexive (T (a, a) is not

necessarily equal to 1). Absent edges represent unknown trust values. They take

into account the fact that trust is only weakly transitive and therefore should be

decreased along the chain:

Tprop(a, c) = T (a, b1)× T (b1, b2)× . . .× T (bn, c) (2.18)

where bi’s are the intermediate agents in the path from a to c.

Two problems are identified in using directed graph for calculating propagated

trust:

• Different paths may give contradictory values.

• Cycles in a path can arbitrarily decrease the trust value. For instance, one

may decide to loop 3 times at a in the above graph before reaching a neigh-

boring agent.
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Their proposed solution is to replace a strict trust calculation with a trust interval.

The bounds of the interval are calculated as the minimum and maximum possible

values obtained by applying the above calculation to the paths that contain no

cycles.

Esfandiari and Chandrasekharan propose a model with different methods for

trust acquisition. They also suggest a solution for dealing with the problem of

using a directed graph to calculate propagated trust. However, the following short-

comings need to be considered: (i) Their model does not discuss how to combine

different individual trust ratings acquired by observation, interaction, and using in-

stitution (e.g., Tobs, Tinter, and Tinst) into a unified value. (ii) Also, their model does

not specify how to combine the trust acquired individually and the trust acquired

socially (by propagation). (iii) Their definition of trust does not make a clear dis-

tinction between distrust and lack of knowledge about trust. For instance, it is not

clear whether T (a, b) = 0 means that agent a distrusts agent b or that agent a has

no knowledge about the trustworthiness of agent b. (iv) There is no discussion in

[16] about which identities and institutions are acceptable for trust, and how to

determine what trust values to be assigned to which identities (institutions).

As we mentioned earlier, our approach in designing algorithms for trading agents

in electronic marketplaces is to use a combination of reinforcement learning and

reputation modelling. In contrast to [16] and [55], the proposed reputation mech-

anism enables buying agents to quickly identify the reputable selling agents while

avoiding the disreputable ones. As opposed to [16], our approach allows for a clear

distinction between distrust and lack of knowledge about trust. The reputation

updating scheme we use bases its updating conditions on appropriate market fac-

tors, making it ready and suitable for electronic market settings, compared to the

above-described reputation models. Especially, in contrast to [84], we propose the
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use of variable cooperation and non-cooperation factors to implement the common

idea that transactions with higher values should be better appreciated than lower

ones. We also theoretically explore how to set a penalty factor to realize the tradi-

tional assumption that reputation should be difficult to build up but easy to tear

down. Our reputation modelling is fully described in conjunction with the proposed

buying algorithm in Section 3.2.1. Detailed discussion on the possible advantages

of our reputation mechanism in contrast with the above-presented ones is offered

in Section 5.3.

2.4 Chapter Summary

In this chapter we review relevant research that has been done in related areas.

We begin the first section with a discussion on the concepts of agent, multi-agent

systems, and e-commerce. We define an agent as a computer program that can

perceive, reason, act, communicate and coordinate. We differentiate agents from

objects in the object-oriented programming model by pointing out that agents are

capable of flexible autonomous behaviours, namely reactivity, sociality and pro-

activeness. We define a multi-agent system as a system (or environment) composed

of multiple interacting agents, and discuss that a multi-agent system should in-

clude computational infrastructure such as protocols for agents to communicate

and protocols for agents to interact. We discuss several components of e-commerce

and identify some factors based on which to decide whether agent technologies are

appropriate for e-commerce. We then move on to review different agent models

for e-commerce, ranging from non-learning, non-autonomous to learning and au-

tonomous models. We discuss the advantages and shortcomings of these models in

preparation for the description of our model presented in the next chapter.
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We introduce reinforcement learning in the next section. First, we give a formal

definition of the reinforcement learning problem, followed by a number of examples

to illustrate this problem. We then review the three fundamental classes of meth-

ods for solving the reinforcement learning problem, namely dynamic programming,

Monte Carlo, and temporal-difference learning methods. We note that a form of

the temporal-difference learning method is used in the algorithms we propose in the

next chapter for buying and selling agents in electronic marketplaces. We end the

section with an overview of various works in agent and multi-agent systems where

reinforcement learning has been used as a major tool for addressing the problems.

Reputation modelling is the theme of discussion in the last section. We first

motivate the need for having reputation (or trust) mechanisms, not only as soft

security techniques to complement the existing hard security ones, but also as an

essential, desirable feature for e-commerce applications: Clearly, an agent would

want to know the credibility of a buying or selling agent before initiating a trans-

action with that agent. We mention that a reputation mechanism is used in com-

bination with reinforcement learning to provide added robustness to our proposed

agents. Finally, we present three different models that serve as typical examples

for reputation mechanisms, and clarify how our proposed reputation model aims to

overcome certain shortcomings in these approaches.



Chapter 3

The Proposed Algorithms

The problem of how to develop algorithms that guide the behaviours of personal,

intelligent agents participating in electronic marketplaces is a subject of increasing

interest from both the academic and industrial research communities [9, 10, 14, 21,

37, 83]. Since a multi-agent electronic market environment is, by its very nature,

open (agents can enter or leave the environment at will), dynamic (information

such as prices, product quality etc. may be altered), uncertain (agents lack perfect

knowledge of one another) and untrusted (there may be dishonest agents), it is

very important that participant agents are equipped with effective and feasible

learning algorithms to accomplish their delegated tasks or achieve their delegated

goals. In this chapter, we propose reputation-oriented reinforcement learning based

algorithms for buying and selling agents in electronic market environments.

The chapter is organized as follows: Section 3.1 describes our agent market

model, which can be used for e-commerce applications. Section 3.2 presents the

proposed algorithms for buying and selling agents respectively, followed by a simple

numerical example to illustrate how the algorithms work. Section 3.3 investigates

48
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the worst case scenario of a buying agent to answer the question of how much the

buying agent could be harmed by a dishonest selling agent. Section 3.4 discusses

the roles of the parameters used in the proposed algorithms and provides some

general guidelines to set these parameters. Section 3.5 ends the chapter with a

summary of the main points discussed in the chapter.

3.1 The Agent Market Model

We model the agent environment as an open marketplace which is populated with

economically-motivated agents. The nature of an open marketplace allows the

economic agents, which we classify as buyers and sellers, to freely enter or leave

the market. Buyers and sellers are self-interested agents whose goal is to maximize

their own benefit.

Our market environment is rooted in an information delivery infrastructure such

as the Internet, which provides agents with virtually direct and free access to all

other agents. The process of buying and selling goods is realized via a contract-net

like mechanism [13, 63], which consists of three elementary phases:

(i) When a buyer b is in need of some good g, it will announce its request for

that good to all the sellers, using multi-cast or possibly broadcast.

(ii) After receiving the request from b, those sellers that have good g available for

sales will send a message to b, stating their price bids for delivering the good.

(iii) Buyer b evaluates the submitted bids and selects a suitable seller to purchase

good g. Buyer b then pays the chosen seller and receives the good from that

seller.



CHAPTER 3. THE PROPOSED ALGORITHMS 50

Thus, the buying and selling process can be viewed as an auction where sellers play

the role of bidders and buyers play the role of auctioneers, and a seller is said to be

winning the auction if it is able to sell its good to the buyer1. Figure 3.1 illustrates

the three basic phases of this process.

(i) A buyer announces
    its request for a good

(ii) Sellers submit bids
     for delivering such 
     goods

(iii) The buyer selects  
      a suitable seller

Figure 3.1: Three basic phases of the buying and selling process.

In order for our marketplace to be more realistic and also more interesting, we

make the following assumptions:

• The quality of a good offered by different sellers may not be the same.

• A seller may alter the quality (in addition to the price) of its goods.

1Note that in traditional auctions, buyers are bidders and sellers are auctioneers. So, our view

is opposite to the traditional view of auctions, with buyers auctioning off themselves as potential

customers.
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• It is possible that some dishonest sellers exist in the market.

• A buyer can examine the quality of the good it purchases only after it receives

that good from the selected seller.

• Each buyer has some way to evaluate the good it purchases, based on the

price and the quality of the good received.

Thus in our market environment, a buyer tries to find those sellers whose goods

best meet its demanded value, while a seller tries to maximize its profit by setting

suitable prices for and providing more customized value to its goods, in order to

satisfy the buyers’ needs.

3.2 The Proposed Learning Algorithms

This section presents our proposed reputation-oriented reinforcement learning al-

gorithms for buyers and sellers in electronic marketplaces, respectively. The algo-

rithms are aimed at maximizing the expected values of goods and avoiding the risk

of purchasing low quality goods for buyers, and maximizing the expected profits

for sellers. Note that it is possible for both a seller s and a buyer b to be winning

in a business transaction. This happens when seller s could choose a price p to sell

good g to buyer b that maximized its expected profit, and buyer b decided that

purchasing good g at price p from seller s would maximize its expected value of

goods. We also provide a simple numerical example to illustrate how the algorithms

work.
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3.2.1 Buying Algorithm

Consider the scenario where a buyer b announces its request for some good g. Let

G be the set of goods, P be the set of prices, and S be the set of all sellers in the

marketplace. G, P , and S are finite sets.

Buyer b models the reputation of all sellers in the market using function rb :

S 7→ (−1, 1), which is called the reputation function of b. Initially, buyer b sets the

reputation rating rb(s) = 0 for every seller s ∈ S. That means that initially buyer b

is neither in favour of nor has prejudice against any sellers in the market2. After each

transaction with a seller s, buyer b will update (increase or decrease) rb(s) depending

on whether or not s satisfies b in the transaction. A seller s is considered reputable

by buyer b if rb(s) ≥ Θ, where Θ is buyer b’s reputation threshold (0 < Θ < 1).

A seller s is considered disreputable by buyer b if rb(s) ≤ θ, where θ is buyer b’s

disreputation threshold (−1 < θ < 0). A seller s with θ < rb(s) < Θ is neither

reputable nor disreputable to buyer b. In other words, b does not have enough

information to decide on the reputation of s. Let Sb
r and Sb

dr be the sets of reputable

and disreputable sellers to buyer b respectively, i.e.,

Sb
r = {s ∈ S | rb(s) ≥ Θ} ⊆ S, (3.1)

and

Sb
dr = {s ∈ S | rb(s) ≤ θ} ⊆ S. (3.2)

Buyer b will focus its business on the reputable sellers and stay away from the

disreputable ones.

Buyer b estimates the expected value of the goods it purchases using the expected

2Buyer b also sets rb(s) = 0 for any new seller s, who has just entered the market. Likewise, a

new buyer b sets rb(s) = 0 for every seller s in the market, once b first joins in the environment.



CHAPTER 3. THE PROPOSED ALGORITHMS 53

value function f b : G × P × S 7→ R. Hence, the real number f b(g, p, s) represents

buyer b’s expected value of buying good g at price p from seller s.

Since multiple sellers may offer good g with different qualities and a seller may

alter the quality of its goods, buyer b puts more trust in the sellers with good

reputation. Thus, it chooses among the reputable sellers in Sb
r a seller ŝ that offers

good g at price p with maximum expected value:

ŝ = arg max
s∈Sb

r

f b(g, p, s), (3.3)

where arg is an operator such that arg f b(g, p, s) returns s.

If no sellers in Sb
r submit bids for delivering g (or if Sb

r = ∅), then buyer b will

have to choose a seller ŝ from the non-reputable sellers, provided that ŝ is not a

disreputable seller:

ŝ = arg max
s∈(S−(Sb

r∪Sb
dr))

f b(g, p, s). (3.4)

In addition, with a small probability ρ, buyer b chooses to explore (rather than

exploit) the marketplace by randomly selecting a seller ŝ ∈ (S − Sb
dr). This gives

buyer b an opportunity to discover new reputable sellers. Initially, the value of ρ

should be set to 1, then decreased over time to some fixed minimum value deter-

mined by b.

After paying seller ŝ and receiving good g, buyer b can examine the quality

q ∈ Q of good g, where Q is a finite set of real values representing product qualities.

It then calculates the true value of good g using the true product value function

vb : G× P ×Q 7→ R. For instance, if buyer b considers the quality of good g to be

twice more important than its price, it may set vb(g, p, q) = 2q − p.

The expected value function f b is now incrementally learned in a reinforcement
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learning framework:

∆ = vb(g, p, q)− f b(g, p, ŝ), (3.5)

f b(g, p, ŝ) ← f b(g, p, ŝ) + α∆, (3.6)

where α is called the learning rate (0 ≤ α ≤ 1). Similar to ρ, the learning rate α

should initially be set to a starting value of 1 and then reduced over time to a fixed

minimum value chosen depending on individual buyers3.

Thus, if ∆ = vb(g, p, q) − f b(g, p, ŝ) ≥ 0 then f b(g, p, ŝ) is updated with the

same or a greater value than before. This means that seller ŝ has a good chance

to be chosen by buyer b again if it continues offering good g at price p in the next

auction. Conversely, if ∆ < 0 then f b(g, p, ŝ) is updated with a smaller value than

before. This implies that seller ŝ may not be selected by buyer b in the next auction

if it continues selling good g at price p.

In addition to updating the expected value function, the reputation rating rb(ŝ)

of seller ŝ also needs to be updated. Let ϑb(g) ∈ R be the product value that buyer

b demands for good g. In other words, the demanded product value ϑb(g) is buyer

b’s threshold for the true product value vb(g, p, q). We use a reputation updating

scheme motivated by that proposed in [84] as follows:

If vb(g, p, q) − ϑb(g) ≥ 0, that is, if seller ŝ offers good g with value greater

than or equal to the value demanded by buyer b, then its reputation rating rb(ŝ) is

increased by

rb(ŝ) ←




rb(ŝ) + µ(1− rb(ŝ)) if rb(ŝ) ≥ 0,

rb(ŝ) + µ(1 + rb(ŝ)) if rb(ŝ) < 0,
(3.7)

where µ is a positive factor called the cooperation factor4 (µ > 0).

3This adjustment of the learning rate is standard to reinforcement learning methods [65].
4Buyer b will consider seller ŝ as being cooperative if the good ŝ sells to b has value greater

than or equal to that demanded by b.
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Otherwise, if vb(g, p, q) − ϑb(g) < 0, that is, if seller ŝ sells good g with value

less than that demanded by buyer b, then its reputation rating rb(ŝ) is decreased

by

rb(ŝ) ←




rb(ŝ) + ν(1− rb(ŝ)) if rb(ŝ) ≥ 0,

rb(ŝ) + ν(1 + rb(ŝ)) if rb(ŝ) < 0,
(3.8)

where ν is a negative factor called the non-cooperation factor5 (ν < 0).

The set of reputable sellers to buyer b now needs to be updated based on the

new reputation rating rb(ŝ), as in one of the following two cases:

• If (ŝ ∈ Sb
r) and (rb(ŝ) < Θ) then buyer b no longer considers ŝ as a reputable

seller, i.e.,

Sb
r ← Sb

r − {ŝ}. (3.9)

• If (ŝ /∈ Sb
r) and (rb(ŝ) ≥ Θ) then buyer b now considers ŝ as a reputable seller,

i.e.,

Sb
r ← Sb

r ∪ {ŝ}. (3.10)

Finally, the set of disreputable sellers also needs to be updated:

• If (ŝ /∈ Sb
dr) and (rb(ŝ) ≤ θ) then buyer b now considers ŝ as a disreputable

seller, i.e.,

Sb
dr ← Sb

dr ∪ {ŝ}. (3.11)

Setting µ and ν

The co-operation and non-cooperation factors, µ and ν, are used to adjust the

reputation ratings of sellers once the buyer has examined the quality of the good

5Buyer b will consider seller s as being non-cooperative if the good ŝ sells to b has value less

than that demanded by b.
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purchased.

To protect itself from dishonest sellers, buyer b may require |ν| > |µ| to imple-

ment the traditional assumption that reputation should be difficult to build up, but

easy to tear down. Moreover, buyer b may vary µ and ν as increasing functions of

the true product value vb to reflect the common idea that a transaction with higher

value should be more appreciated than a lower one (i.e., the reputation rating of

a seller that offers higher true product value should be better increased and vice

versa).

In particular, we propose the following equations for the calculation of µ and ν.

If vb(g, p, q)− ϑb(g) ≥ 0, we define the cooperation factor µ as

µ =





vb(g, p, q)− ϑb(g)

∆vb
if vb(g,p,q)−ϑb(g)

∆vb > µmin,

µmin otherwise,
(3.12)

where ∆vb = vb
max − vb

min with vb
max and vb

min being the maximum and minimum

value of the true product value function vb(g, p, q)6. We prevent µ from becoming

zero when vb(g, p, q) = ϑb(g) by using the value µmin.

However, if vb(g, p, q)− ϑb(g) < 0, we define the non-cooperation factor ν as

ν = λ(
vb(g, p, q)− ϑb(g)

∆vb
), (3.13)

where λ is called the penalty factor (λ > 1) to implement the above mentioned idea

that |ν| should be greater than |µ|. If applying equation (3.8) using ν as defined in

(3.13) results in the updated value rb(ŝ) ≤ −1, that is, seller ŝ is so non-cooperative,

then buyer b will place ŝ in the disreputable set Sb
dr by setting rb(ŝ) = θ.

Let us now look at the proposed learning algorithm for sellers.

6vbmax and vb
min are derived from the maximum and minimum elements of the finite sets P

and Q. See the subsection labelled “True Product Value Function vb” under Section 3.4 for an

example.
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3.2.2 Selling Algorithm

Consider the scenario where a seller s ∈ S has to decide on the price to sell some

good g to a buyer b. Let B be the (finite) set of buyers in the marketplace, and let

function hs : G × P × B 7→ R estimate the expected profit for seller s. Thus, the

real number hs(g, p, b) represents the expected profit for seller s if it sells good g at

price p to buyer b. Let cs(g, b) be the cost of seller s to produce good g for buyer

b. Note that seller s may produce various versions of good g, which are tailored

to meet the needs of different buyers. Seller s will choose a price p̂ greater than

or equal to cost cs(g, b) to sell good g to buyer b such that its expected profit is

maximized:

p̂ = arg max
p ∈ P

p ≥ cs(g, b)

hs(g, p, b), (3.14)

where in this case arg is an operator such that arg hs(g, p, b) returns p.

The expected profit function hs is learned incrementally using reinforcement

learning:

hs(g, p, b) ← hs(g, p, b) + α(φs(g, p, b)− hs(g, p, b)), (3.15)

where φs(g, p, b) is the actual profit of seller s if it sells good g at price p to buyer

b, and is defined as follows:

φs(g, p, b) =





p− cs(g, b) if seller s wins the auction,

0 otherwise.
(3.16)

Thus, if seller s does not win the auction then (φs(g, p, b)− hs(g, p, b)) is negative,

and by (3.15), hs(g, p, b) is updated with a smaller value than before. This means

that price p̂ will probably not be chosen again to sell good g to buyer b in future

auctions, but rather some lower price will. Conversely, if seller s wins the auction

then price p̂ will probably be re-selected in future auctions.
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If seller s succeeded in selling good g to buyer b once, but subsequently fails for

a number of auctions, say for m consecutive auctions (where m is seller s specific

constant), then it may not only be because s has set a too high price for good g,

but probably also because the quality of g does not meet buyer b’s expectation.

Thus, in addition to lowering the price via equation (3.15), seller s may optionally

add more value (quality) to g by increasing its production cost7:

cs(g, b) ← (1 + Inc)cs(g, b), (3.17)

where Inc is seller s specific constant called the quality increasing factor.

In contrast, if seller s is successful in selling good g to buyer b for n consecutive

auctions, it may optionally reduce the quality of good g, and thus try to further

increase its future profit:

cs(g, b) ← (1−Dec)cs(g, b), (3.18)

where Dec is seller s specific constant called the quality decreasing factor.

3.2.3 An Example

For the purpose of illustrating how the proposed algorithms work, we provide in

this subsection a simplified numerical example including simple buying and selling

situations, respectively.

Buying Situation

Consider a simple buying situation where a buyer b announces its need of some

good g. Suppose that there are 6 sellers in the marketplace, namely

S = {si | i = 1 . . . 6},
7This supports the common assumption that it costs more to produce high quality goods.
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and that the sets of reputable and disreputable sellers to buyer b are

Sb
r = {sj | j = 1 . . . 3} ⊂ S,

and

Sb
dr = ∅.

Furthermore, suppose Θ = 0.4, θ = −0.8, vb(g, p, q) = 2.5q − p, α = 0.8,

ϑb(g) = 6.10. For the purpose of simplicity, assume the cooperation factor µ and

the non-cooperation factor ν to be constants, with µ = 0.2 and ν = −0.4. Let the

reputation ratings rb(si) be given as follows:

si s1 s2 s3 s4 s5 s6

rb(si) 0.40 0.45 0.50 0.30 0.25 0.20

Table 3.1: Reputation ratings of different sellers to buyer b.

After buyer b’s announcement of its request for good g, the sellers bid with the

following prices to deliver good g to buyer b:

si s1 s2 s3 s4 s5 s6

p 4 5 4.5 4 5 3.5

Table 3.2: Prices offered by different sellers for good g.

Assume that buyer b’s expected values of buying good g at various prices from

different sellers are
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si s1 s2 s3 s4 s5 s6

p 4 5 4.5 4 5 3.5

f b(g, p, si) 6.15 7.25 6.65 5.50 5.75 5.20

Table 3.3: Buyer b’s expected value of buying good g at various prices from different

sellers.

Then, by equation (3.3), buyer b buys good g from seller s2 at price p = 5 with

f b(g, p, s2) = 7.25 = max
s∈Sb

r

f b(g, p, s).

Suppose buyer b examines the quality q of good g and finds that q = 5. It then

calculates the true value of good g:

vb(g, p, q) = 2.5q − p = 2.5(5)− 5 = 7.50.

Buyer b now updates its expected value function using equations (3.5) and (3.6):

∆ = vb(g, p, q)− f b(g, p, s2)

= 7.50− 7.25 = 0.25, and

f b(g, p, s2) ← f b(g, p, s2) + α∆

← 7.25 + (0.80)(0.25) = 7.45.

Finally, since vb(g, p, q)− ϑb(g) = 7.50− 6.10 ≥ 0, buyer b increases the reputa-

tion rating rb(s2) of seller s2 according to equation (3.7):

rb(s2) ← rb(s2) + µ(1− rb(s2))

← 0.45 + (0.20)(1− 0.45) = 0.56.

Thus, by providing good g with high value, seller s2 has improved its reputation

to buyer b and remained in the set Sb
r of reputable sellers to b.
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Selling Situation

Consider how a seller in the above-mentioned marketplace, say seller s4, behaves

according to the proposed selling algorithm. Suppose cs4(g, b) = 2.5, α = 0.8, and

Inc = Dec = 0.1.

Upon receiving buyer b’s announcement of its request for good g, seller s4 has

to decide on the price to sell g to b. Assume that seller s4’s expected profits to sell

good g to buyer b at various prices are

p 2.5 2.75 3.0 3.25 3.5 3.75 4.0 4.25 4.5

hs4(g, p, b) 0.00 0.25 0.50 0.75 1.00 1.25 1.50 0.00 0.00

Table 3.4: Expected profits of seller s4 in selling good g to buyer b at different

prices.

Table 3.4 indicates that seller s4 does not expect to be able to sell good g to

buyer b at price p ≥ 4.25. By equation (3.14), seller s4 chooses price p̂ = 4 to sell

good g to buyer b:

p̂ = arg max
p ∈ P

p ≥ cs(g, b)

hs4(g, p, b) = 4.

Since buyer b chooses to buy good g from another seller, namely s2, the actual

profit of seller s4 is zero, i.e., φs4(g, p̂, b) = 0. Hence, seller s4 updates its expected

profit using equation (3.15) as follows:

hs4(g, p̂, b) ← hs4(g, p̂, b) + α(φs4(g, p̂, b)− hs4(g, p̂, b))

← 1.50 + (0.80)(0− 1.50) = 0.30.
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Thus, according to equation (3.14), the price p = 4 will not be chosen again (but

rather the lower one p = 3.75) to sell good g to buyer b in future auctions.

Assume that seller s4 has failed to sell good g to buyer b for a number of auctions.

It therefore decides to add more quality to good g by increasing its production cost

using equation (3.15):

cs(g, b) ← (1 + Inc)cs(g, b)

← (1 + 0.10)(2.5) = 2.75.

By doing so, seller s4 hopes that good g may now meet buyer b’s demanded value

and that it will be able to sell g to b in future auctions.

See Appendix A for a more specific example clarifying the auction process in

an information good environment, and Appendix B for a glossary of all the math-

ematical symbols used in our proposed algorithms.

3.3 Worst Case Scenario

In our proposed buying algorithm, reinforcement learning and reputation modelling

are used in combination as two layers of learning to enhance buyers’ performance.

Naturally, we are interested in addressing the question of whether or not the pro-

posed reputation mechanism can protect a buyer from being harmed infinitely by a

dishonest seller. In other words, we would like to investigate the worst case scenario

of a proposed buyer caused by a dishonest seller.

We start by mathematically defining the concepts of gain, loss, and being better

off of a buyer in order to lay the necessary ground of terminology. We then prove

two propositions that together address the issue in consideration. In particular,
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we show that if a proposed buyer b is cautious in setting its penalty factor, the

maximum loss that b may incur due to the non-cooperative transactions with a

dishonest seller s is bounded above by a constant term. This result guarantees

that a buyer following our proposed algorithm will not be harmed infinitely by a

dishonest seller, and therefore will not incur infinite loss.

For coherency, we make use of in this section the notations that are introduced

in Section 3.2.1 to describe our proposed reputation mechanism.

Definition 3.1 A buyer b is said to gain in a transaction with a seller s if it

purchases from s some good g with value vb greater than or equal to its demanded

product value ϑb. The difference (vb−ϑb) is called the gain of b in the transaction8.

In this case, seller s is said to be cooperative with b, value vb is called s’s cooperative

value, and the transaction is called the cooperative transaction.

Definition 3.2 A buyer b is said to lose in a transaction with a seller s if it

purchases from s some good g with value vb less than its demanded product value

ϑb. The difference (ϑb − vb) is called the loss of b in the transaction. In this case,

seller s is said to be non-cooperative with b, value vb is called s’s non-cooperative

value, and the transaction is called the non-cooperative transaction.

Definition 3.3 A buyer b is said to be better off (or satisfied) after a series of

transactions with a seller s if its total gain is greater than its total loss in these

transactions.

Proposition 3.1 Let s be a seller who is cooperative with a buyer b in order to get

back to its previous reputation rating after a non-cooperative transaction. Buyer b

8No loss is also considered as a gain.
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will be better off if it sets

λ >
1

1− (
ϑb−vb

0

∆vb )
(3.19)

where, as described in Section 3.2.1, λ is the penalty factor, ϑb is b’s demanded

product value, vb
0 is seller s’s non-cooperative value, and ∆vb = vb

max − vb
min with

vmax and vmin being the maximum and minimum product values, respectively.

Proof:

Consider the scenario where a proposed buyer b purchases from a seller s some

good g with value vb
0 less than b’s demanded product value ϑb. Let a = ϑb − vb

0

(a > 0) be the loss of b in this non-cooperative transaction with s.

According to the proposed reputation mechanism, b will decrease the reputation

rating of s using equation (3.8). Let rb
0(s) and rb

1(s) be the reputation of s before

and after the transaction, respectively. We first consider the case where rb
0(s) ≥ 0.

By equations (3.8) and (3.13) we have

rb
1(s) = rb

0(s) + ν(1− rb
0(s))

= rb
0(s)−

λa

∆vb
(1− rb

0(s))
(3.20)

Now, we will show that when s is cooperative by offering good g with value

vb
1 ≥ ϑb to get back to its previous reputation rating rb

0(s), the gain (vb
1−ϑb) of b in

this transaction will be greater than its loss a in the previous transaction if b sets

λ as in (3.19).

To make our notations simpler without loss of generality, from now on we will

drop the superscript b and variable s in the notations.

Suppose r1 ≥ 0. The situation is shown in Figure 3.2.
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-1 0 1

r  = rr 0 21

Figure 3.2: The case r1 ≥ 0.

By offering value v1 > ϑ, the reputation rating of s is increased to r2. According

to equations (3.7) and (3.12) we have

r2 = r1 + µ(1− r1)

= r1 +
v1 − ϑ

∆v
(1− r1)

= r0 − λa

∆v
(1− r0) +

v1 − ϑ

∆v
(1− (r0 − λa

∆v
(1− r0)))

(3.21)

In order for s to get back to its previous reputation position r0 we must have

r2 = r0, that is

r0 − λa

∆v
(1− r0) +

v1 − ϑ

∆v
(1− (r0 − λa

∆v
(1− r0))) = r0

v1 − ϑ

∆v
(1− (r0 − λa

∆v
(1− r0))) =

λa

∆v
(1− r0)

v1 − ϑ

∆v
(1− r0 +

λa

∆v
(1− r0))) =

λa

∆v
(1− r0)

(v1 − ϑ)(1− r0 +
λa

∆v
(1− r0))) = λa(1− r0)

v1 − ϑ =
λa(1− r0)

(1− r0) + λa
∆v

(1− r0)

v1 − ϑ =
λa

1 + λa
∆v

(3.22)
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v1 − ϑ > a iff

λa

1 + λa
∆v

> a

λa > a(1 +
λa

∆v
)

λ > 1 +
λa

∆v

λ− λa

∆v
> 1

λ(1− a

∆v
) > 1

λ >
1

1− a
∆v

(3.23)

For the case r1 < 0, the situation is shown in Figure 3.3.

-1 0 1

r  = rr 0 21

Figure 3.3: The case r1 < 0.

By equations (3.7) and (3.12) we have

r2 = r1 + µ(1 + r1)

= r1 +
v1 − ϑ

∆v
(1 + r1)

= r0 − λa

∆v
(1− r0) +

v1 − ϑ

∆v
(1 + (r0 − λa

∆v
(1− r0)))

(3.24)
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Seller s gets back to its previous reputation position r0 iff r2 = r0. That is,

r0 − λa

∆v
(1− r0) +

v1 − ϑ

∆v
(1 + (r0 − λa

∆v
(1− r0))) = r0

v1 − ϑ

∆v
(1 + (r0 − λa

∆v
(1− r0))) =

λa

∆v
(1− r0)

v1 − ϑ

∆v
(1 + r0 − λa

∆v
(1− r0))) =

λa

∆v
(1− r0)

(v1 − ϑ)(1 + r0 − λa

∆v
(1− r0))) = λa(1− r0)

v1 − ϑ =
λa(1− r0)

1 + r0 − λa
∆v

(1− r0)

(3.25)

v1 − ϑ > a iff

λa(1− r0)

1 + r0 − λa
∆v

(1− r0)
> a

λa(1− r0) > a(1 + r0 − λa

∆v
(1− r0))

λ(1− r0) +
λa

∆v
(1− r0) > 1 + r0

λ +
λa

∆v
>

1 + r0

1− r0

λ(1 +
a

∆v
) >

1 + r0

1− r0

λ >
1+r0

1−r0

1 + a
∆v

(3.26)
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Since r1 < 0 we have

r0 − λa

∆v
(1− r0) < 0

r0 − λa

∆v
+

λa

∆v
r0 < 0

r0(1 +
λa

∆v
) <

λa

∆v

r0 <
λa
∆v

1 + λa
∆v

r0 <
λa

∆v + λa

(3.27)

Using (3.27) we have

1+r0

1−r0

1 + a
∆v

<

1+ λa
∆v+λa

1− λa
∆v+λa

1 + a
∆v

=
∆v+2λa

∆v

1 + a
∆v

=
∆v + 2λa

∆v + a
(3.28)

Thus (3.26) holds if

λ >
∆v + 2λa

∆v + a

λ(∆v + a)− 2λa > ∆v

λ(∆v + a− 2a) > ∆v

λ(∆v − a) > ∆v

λ >
∆v

∆v − a

λ >
1

1− a
∆v

(3.29)

Combining (3.23) and (3.29), for both cases of r1 we have

λ >
1

1− a
∆v

(3.30)



CHAPTER 3. THE PROPOSED ALGORITHMS 69

Let us now consider the case where r0 < 0 (Figure 3.4).

-1 0 1

r  = rr 0 21

Figure 3.4: The case r0 < 0.

As mentioned before, because of seller s’s non-cooperative transaction, buyer b

will decrease the reputation rating of s down to r1 (−1 < r1 < 0). By (3.8) and

(3.13) we have

r1 = r0 + ν(1 + r0)

= r0 − λa

∆v
(1 + r0) (3.31)

By offering high value v1 > ϑ, the reputation rating of s is increased to r2.

Using (3.7) and (3.12) we have

r2 = r1 + µ(1 + r1)

= r1 +
v1 − ϑ

∆v
(1 + r1)

= r0 − λa

∆v
(1 + r0) +

v1 − ϑ

∆v
(1 + r0 − λa

∆v
(1 + r0))

(3.32)

In order for s to get back to its previous reputation position r0, we set r2 = r0,
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that is

r0 − λa

∆v
(1 + r0) +

v1 − ϑ

∆v
(1 + r0 − λa

∆v
(1 + r0)) = r0

v1 − ϑ

∆v
(1 + r0 − λa

∆v
(1 + r0)) =

λa

∆v
(1 + r0)

v1 − ϑ =
λa(1 + r0)

(1 + r0)− λa
∆v

(1 + r0)

v1 − ϑ =
λa

1− λa
∆v

(3.33)

v1 − ϑ > a iff
λa

1− λa
∆v

> a (3.34)

Since r1 ∈ (−1, 0), we have

r0 − λa

∆v
(1 + r0) > −1

λa

∆v
(1 + r0) < 1 + r0

λa

∆v
< 1

1− λa

∆v
> 0

(3.35)

Using (3.35), (3.34) is equivalent to

λa > a(1− λa

∆v
)

λ > 1− λa

∆v

λ(1 +
a

∆v
) > 1

λ >
1

1 + a
∆v

(3.36)
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Because
1

1− a
∆v

>
1

1 + a
∆v

(3.37)

(3.36) will certainly hold if (3.30) holds. In other words, for both cases r0 ≥ 0

and r0 < 0, buyer b will be better off in the transactions with seller s if b sets the

penalty factor

λ >
1

1− a
∆v

(3.38)

and the proof is complete. ¤

Corollary 3.1 Let s be a seller who is cooperative with a buyer b in order to get

back to its previous reputation rating after a non-cooperative transaction. For all

non-cooperative values v of s, buyer b will be better off if it sets

λ >
1

1− (ϑ−vmin

∆v
)

(3.39)

where, as described in Section 3.2.1, λ is the penalty factor, ϑ is b’s demanded

product value, and ∆v = vmax − vmin with vmax and vmin being the maximum and

minimum product values, respectively.

Proof:

For all non-cooperative values v, we have ϑ− vmin ≥ ϑ− v, and therefore

1

1− (ϑ−vmin

∆v
)
≥ 1

1− (ϑ−v
∆v

)
(3.40)

It follows that for all non-cooperative values v, Proposition 3.1 holds if b sets λ

as in (3.39), and the corollary follows directly. ¤

In practice, we find that a buyer b is sufficiently satisfied when it sets

λ ≈ 1

1− ϑ−vmin

∆v

(3.41)
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Definition 3.4 A buyer b is said to be cautious if it sets

λ >
1

1− (ϑ−vmin

∆v
)

(3.42)

where, as described in Section 3.2.1, λ is the penalty factor, ϑ is b’s demanded

product value, and ∆v = vmax − vmin with vmax and vmin being the maximum and

minimum product values, respectively.

Proposition 3.2 The maximum loss of a cautious buyer b is bounded above by

|θ|(vmax − ϑ)

1 + θ
+ (ϑ− vmin) (3.43)

where, as described in Section 3.2.1, θ is the disreputation threshold, ϑ is b’s de-

manded product value, and vmax is the maximum product value.

Proof:

First, we notice that the loss of buyer b will be reduced when a seller s decides to

be cooperative in a transaction, even in order to further behave non-cooperatively

in the following transactions. In particular, let r be the current reputation rat-

ing of s. Suppose somehow s realizes that its reputation rating r is close to b’s

disreputation threshold θ and therefore decides to alternate between cooperative

and non-cooperative actions, in order to avoid being placed in the disreputable set.

Let r′ be the reputation rating of s resulting from its cooperative behaviour. The

situation is illustrated in Figure 3.5.

-1 0 1

r'r

0

Figure 3.5: Buyer b’s loss will be reduced if seller s decides to cooperate even in

order to be non-cooperative in following transactions.
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Let d be the gain of b in that cooperative transaction. Let l be the loss of b when

s alternatively does not cooperate resulting in its reputation rating being moved

back to r. Since b is cautious, by Corollary 3.1, d > l. Hence, the loss so far of b is

reduced by (d− l) after these two transactions with s. It can therefore be inferred

that the more s continues to alternate between cooperative and non-cooperative

actions, the more the loss of b will be reduced.

It is now clear that the greatest loss of a buyer b is caused by a seller s who is

continuously non-cooperative until its reputation rating is arbitrarily close to the

disreputation threshold θ, when it performs the final non-cooperative transaction

with minimum value vmin, resulting in buyer b’s loss (ϑ − vmin), the greatest loss

that b may incur in a transaction.

Let s be such a seller with initial reputation rating r0 = 0. Let v0, v1, . . . , vn−1

be the non-cooperative values that s continuously offers until its reputation rating

is arbitrarily close to θ. Let r1, r2, . . . , rn be the reputation ratings of s resulting

from the offerings of v0, v1, . . . , vn−1, respectively. So, rn approaches θ from the

right and rn ≈ θ (Figure 3.6).

-1 0 1

r1 r0r2r  n

0

Figure 3.6: Seller s is consecutively non-cooperative.

Let L be the total loss of be caused by this series of non-cooperative transactions.

Then,

L =
n−1∑
i=0

(ϑ− vi) (3.44)
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By (3.8) and (3.13) we have

r1 = 0 + λ(
v0 − ϑ

∆v
)(1− 0) = −λ(

ϑ− v0

∆v
)(1 + 0)

r1 < −λ(
ϑ− v0

∆v
)(1 + θ)

r2 = r1 + λ(
v1 − ϑ

∆v
)(1 + r1) = r1 − λ(

ϑ− v1

∆v
)(1 + r1)

r2 < −λ(
ϑ− v0

∆v
)(1 + θ)− λ(

ϑ− v1

∆v
)(1 + θ)

r2 < −λ(
1 + θ

∆v
)[(ϑ− v0) + (ϑ− v1)]

r3 = r2 + λ(
v2 − ϑ

∆v
)(1 + r2) = r2 − λ(

ϑ− v2

∆v
)(1 + r2)

r3 < −λ(
1 + θ

∆v
)[(ϑ− v0) + (ϑ− v1)]− λ(

ϑ− v2

∆v
)(1 + θ)

r3 < −λ(
1 + θ

∆v
)[(ϑ− v0) + (ϑ− v1) + (ϑ− v2)]

...

rn < −λ(
1 + θ

∆v
)[(ϑ− v0) + (ϑ− v1) + (ϑ− v2) + . . . + (ϑ− vn−1)]

rn < −λ(
1 + θ

∆v
)L (using (3.44))

(3.45)

Since rn approaches θ from the right and rn ≈ θ, (3.45) gives

−λ(
1 + θ

∆v
)L > θ

λ(
1 + θ

∆v
)L < −θ = |θ|

L <
|θ|∆v

λ(1 + θ)

(3.46)

Since b is a cautious buyer, by Definition 3.4 we have

λ >
1

1− (ϑ−vmin

∆v
)

(3.47)
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We notice that
1

1− (ϑ−vmin

∆v
)

=
1

∆v−ϑ+vmin

∆v

=
∆v

vmax − vmin − ϑ + vmin

=
∆v

vmax − ϑ

(3.48)

So, (3.47) and (3.48) give us

λ >
∆v

vmax − ϑ
(3.49)

Thus, (3.46) becomes

L <
|θ|∆v

(
∆v

vmax − ϑ
)(1 + θ)

L <
|θ|∆v(vmax − ϑ)

∆v(1 + θ)

L <
|θ|(vmax − ϑ)

1 + θ

(3.50)

Adding the final loss of (ϑ− vmin), the maximum loss of b is bounded above by

|θ|(vmax − ϑ)

1 + θ
+ (ϑ− vmin) (3.51)

The proof is therefore complete. ¤

Thus, letting b be a cautious buyer as defined in definition 3.4, we have shown

that the worst case scenario of b in dealing with a seller s is where s continuously

behaves non-cooperatively until its reputation rating rb(s) is arbitrarily close to the

disreputation threshold θ, when it performs the final non-cooperative transaction

with minimum value vmin, resulting buyer b’s loss (ϑ − vmin). The maximum loss

of the buyer is, however, bounded above by the constant term as shown in (3.51).
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3.4 Discussion on Parameters

In this section we discuss the roles of several parameters used in our proposed

algorithms and provide some general guidelines to choose them.

Reputation Threshold Θ

The reputation threshold Θ (0 < Θ < 1) is a buyer b’s specific constant, which

buyer b uses to determine whether it should consider a seller s as a reputable seller.

Consequently, the stricter (or more conservative) b is, the higher value it would

choose for Θ. In addition, the more untrustful the market environment is, the

higher the value b should set Θ to. As the range of Θ is (0, 1), a buyer b of medium

strictness acting in a market of medium trust probably chooses Θ to be 0.50. This

explains why we used this value for Θ in our experiments (described in the next

chapter).

Disreputation Threshold θ

The disreputation threshold θ (−1 < θ < 0) is also buyer b’s specific constant.

Buyer b uses this constant to decide whether a seller s should be rated as a dis-

reputable seller. Obviously, if b chooses θ to be too low, dishonest sellers will not

be placed in the disreputable set as they should be, resulting in b’s frequently pur-

chasing unsatisfactory value goods. In contrast, if buyer b sets θ to be too high,

more sellers will be placed in the set of disreputable sellers, with the extreme case

where all sellers in the market are rated as disreputable sellers. Moreover, due to

the fact that b will not re-select disreputable sellers to do business with according

to the proposed algorithm, θ should be set low enough in order for b to avoid situa-

tions where it may carelessly place a seller s in the disreputable set without having
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enough evidence of s’s being non-cooperative. This also gives those sellers, who are

willing to improve their products, opportunities to make good offers to b. Consid-

ering these reasons, we suggest that θ should take values in the range [−0.9,−0.7].

In fact, in our experiments we set θ = −0.9 to make sure that a seller is placed in

the disreputable set only when it is a really non-cooperative or dishonest seller and

therefore deserves that treatment.

True Product Value Function vb

Each buyer b has its own way to evaluate the good it purchases using the true

product value function vb. Basically, vb is a function of the price p that buyer b

pays for the good, and also of the quality q that b examines the good after receiving

it from the seller. Buyer b formulates vb based on its idea of the relative importance

of these two factors. For example, if b considers quality to be more important than

price, it may set vb = aq − p with a > 1.

• Although the product quality q is represented by a single numerical value, it

could be a multi-faceted concept. That is, buyer b may judge the quality of

a product based on a combination of various factors such as physical prod-

uct characteristics, whether the product is distributed on time, whether the

product is supported after purchase etc. As such, buyer b may calculate q as

a weighted sum of these factors.

• Since p and q are elements in the finite sets of prices and quality values

respectively, there exist the maximum and minimum values (vb
max and vb

min)

of the true product value function vb. If we continue with the above-mentioned

example then vb
max = aqmax − pmin and vb

min = aqmin − pmax. The existence

of vb
max and vb

min justifies their use in equations (3.12) and (3.13).
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Demanded Product Value ϑb

After a transaction with a seller s, buyer b needs to decide if it should increase

(or decrease) the reputation rating of s, based on whether or not the true value

vb of the good offered by s meets buyer b’s demanded product value ϑb. In other

words, the demanded product value ϑb serves as buyer b’s threshold for the true

product value vb. Let us give an example of how a buyer b may calculate ϑb. For

a particular good g, buyer b should have in its mind the lowest quality qb
low that

it would like g at least to have, and the highest price pb
high that it would agree

to pay for that quality. Buyer b then can calculate the demanded product value

ϑb based on qb
low and pb

high using the true product value function vb. If we reuse

the above example of vb then buyer b will calculate its demanded product value as

follows: ϑb = aqb
low − pb

high. This choice of ϑb means that in order to satisfy buyer

b’s demand, seller s will have to offer good g with quality greater than qb
low if it

intends to sell good g to buyer b at price greater than pb
high.

Exploration Probability ρ

The exploration probability ρ allows buyer b to discover new reputable sellers by,

at probability ρ, considering choosing a seller from the set of non-disreputable

sellers (rather than the smaller set of reputable sellers). That is, in addition to the

reputable sellers, buyer b will also consider the sellers that are neither reputable

nor disreputable. Since these are sellers whose reputation buyer b has not yet had

enough information to decide on, some of them may have the potential of becoming

reputable sellers. Certainly, buyer b needs to explore at probability ρ = 1 at the

beginning, because at this point b does not have reputation information of any

seller in the market and its set of reputable sellers is empty. However, as b is able
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to build up some members for its reputable set after a number of transactions, it

should exploit the market more and explore it less. That means, b should gradually

decrease ρ over time down to some fixed, minimum value ρmin. Of course, there is

a trade off in choosing a value for ρmin. The higher ρmin, the more opportunities to

explore but the fewer chances to exploit. In marketplaces where new sellers often

enter the market, ρmin may be set to as high a value as 0.3, i.e., b will explore the

market 30% of the time. However, in marketplaces where new sellers rarely join

the market, ρmin should be set to low value (e.g., from 0.05 to 0.10). In fact, we

set ρmin = 0.10 in our experimentation.

Learning Rate α

As suggested by its name, the learning rate α influences the rate buyer b learns its

expected value function f b, and the rate seller s learns its expected profit function

hs. Let us just look at the case of b since the case of s is similar. Initially, buyer

b just stores some initialized, incorrect values of f b in its internal database. Thus,

it needs to quickly update those initialized values with the actual ones by setting

α = 1. Over time, as b has roughly learned what the values of f b should be, only

small fractions of the current values of f b need to be used for adjusting the previous

values; that means, α should be decreased. In fact, reducing α over time will help

the reinforcement learning method to converge [54, 65]. In our experimentation,

we gradually decrease α over time from the starting value of 1 down to αmin = 0.1.

3.5 Chapter Summary

In this chapter we describe an agent market model that is suitable for e-commerce

applications. The agent environment is modelled as an open marketplace that
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allows its participating buying and selling agents to enter or leave the environment

at will. The process of buying and selling goods between agents is realized via a

three-phase mechanism similar to the contract net protocol. Our market model

takes into account the fact that the quality of a good offered by different selling

agents may not be the same, and that a selling agent may alter the quality of its

goods. It also considers the possibility of having dishonest selling agents in the

market.

We then present our proposed reinforcement learning and reputation based al-

gorithms for buying and selling agents, respectively. Our buying agents learn to

maximize their expected values of goods using reinforcement learning. In addition,

they model and exploit the reputation of selling agents to avoid interaction with

the dishonest ones, and therefore to reduce the risk of purchasing low value goods.

Our selling agents learn to maximize their expected profits by using reinforcement

learning to adjust prices for and by providing more customized value to their goods.

We illustrate the proposed algorithms with a simplified numerical example.

We also investigate the question of whether or not a dishonest seller can infinitely

harm a cautious buyer (as defined in Definition 3.4), and if not, what the upper

bound of the buyer’s maximum loss would be in the worst case scenario. We

address this question by defining the value gain and value loss of a buyer, and then

prove two propositions which together show that the maximum loss of a cautious

buyer is bounded above by the constant shown in (3.43). The significance of this

result is that our proposed buyers will not be harmed infinitely by dishonest sellers

and therefore will not incur infinite value loss, if they are cautious in setting their

penalty factor λ according to equation (3.42).

Finally, we discuss the parameters used in the proposed algorithms and provide

some general guidelines on how to choose these parameters.



Chapter 4

Experimental Evaluation

In this chapter we experimentally evaluate our model by simulating electronic mar-

ketplaces populated with buying and selling agents. In particular, we would like

to investigate the microscopic behaviours of the participant agents and the macro-

scopic behaviours of the market as a whole.

On the micro level, we are interested in examining the individual benefits of

agents, particularly their level of satisfaction. Our first aim is to show that an

agent that uses reinforcement learning will fare better than an agent that does

not make use of any learning method. Next and of greater interest to us, we would

like to confirm that in both modest and large-sized marketplaces, buyers and sellers

following the proposed algorithms achieve better satisfaction than buyers and sellers

who only use reinforcement learning, but the buyers do not model sellers’ reputation

and the sellers do not consider adjusting the quality of their goods.

On the macro level, we study how a market populated with our buyers and

sellers would behave as a whole. In particular, we are interested in knowing if such

a market would reach an equilibrium state where the agent population remains

81
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stable (as some sellers who repeatedly fail to sell their goods may decide to leave

the market), and if so, how beneficial this equilibrium would be for the participant

agents.

To address the micro behaviours issue, we compare the satisfaction of buyers and

sellers following the proposed algorithms with that of buyers and sellers who only

use reinforcement learning with the buyers not modelling sellers’ reputation and

the sellers not altering the quality of their goods. Since the higher product value a

buyer receives the better satisfied it is, and the higher profit a seller makes the more

satisfied it is, we use the true product value vb and the actual profit φs as the criteria

for comparing the satisfaction level of buyers and sellers, respectively. Thus, we

run simulations to record and compare the true product values obtained by a buyer

using the proposed algorithm with those obtained by a buyer not modelling sellers’

reputation, after they each have made the same number of purchases in the same

marketplace. Similarly, we record and compare the actual profits made by a seller

following the proposed algorithm and by a seller not considering adjusting product

quality, after these two sellers have participated in the same number of auctions

in the same marketplace. We simulate both modest and large sized marketplaces

in order to know whether the size of a marketplace would influence the level of

satisfaction of its agents.

To study the macro behaviours of the market, we simulate a marketplace popu-

lated with buyers and sellers following our proposed buying and selling algorithms,

respectively. We periodically record the seller population in the market, assuming

that those sellers who are no longer able to make sales will decide to leave the

market. We examine the graph of seller population varying against the number of

auctions to determine if an equilibrium state has been reached. We also investigate

if an obtained equilibrium would be beneficial to the participating agents in terms
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of their satisfaction.

The simulated marketplaces presented in this chapter have been implemented

using Java 2 and run on a Dell Dimension XPS T500 workstation powered with a

regular 500 MHz Pentium processor, 128 MB RAM, and Windows NT 4.0 platform.

This chapter is organized as follows: Section 4.1 presents the experiments and

results, regarding the micro behaviours of participant agents in modest sized mar-

ketplaces as well as large sized ones. Section 4.2 describes the macro behaviours of

our market model. Section 4.3 discusses the lessons learned from the experimenta-

tion and finally, Section 4.4 provides a summary for the chapter.

4.1 Micro Behaviours

In this section we study the micro behaviours of buying and selling agents partici-

pating in modest and large sized marketplaces.

The experimental results reported in this section are based on the average of

100 runs, each of which has 5000 auctions.

4.1.1 Modest Sized Marketplaces

We present three experiments on modest sized marketplaces populated with 8 sellers

and 4 buyers. The first experiment aims to show that an agent using reinforcement

learning should fare better than an agent not using any learning method. The

second experiment confirms that in a marketplace where there are sellers changing

the quality of their goods, a buyer following the proposed buying algorithm should

obtain a greater level of satisfaction (than that obtained by a buyer using rein-

forcement learning but not modelling sellers’ reputation). The third experiment
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demonstrates that in a marketplace where buyers make use of a learning strategy,

a seller following the proposed selling algorithm should achieve better satisfaction

than a seller using reinforcement learning but not considering adjusting the quality

of its goods.

Reinforcement Learning Agents vs. Non-Learning Agents

We would like to confirm that an agent using reinforcement learning should obtain

better satisfaction than an agent not making use of any learning method. In partic-

ular, we compare the satisfaction level of a buyer using reinforcement learning for

selecting sellers with that of a buyer selecting sellers at random. For this purpose,

we set up the marketplace such that, among the 4 buyers, buyer b0 and b1 choose

sellers randomly, while buyer b2 and b3 use reinforcement learning for selecting sell-

ers. We let the 8 sellers, namely s0, ..., s7, offer goods with qualities of 10, 11, 12,

13, 14, 15, 16, and 40, respectively. Other parameters are set as follows:

• The true product value vb(g, p, q) = 3.5q − p, where p and q represent the

price and quality of the good g purchased, respectively1.

• The learning rate α and the exploration probability ρ are both set to 1 initially,

and then decreased over time (by factor 0.995) down to αmin = 0.1 and

ρmin = 0.1.

• The quality q of a good is chosen to be equal to the cost for producing that

good. This choice supports the common assumption that it costs more to

produce high quality goods.

1This reflects the fact that for the buyers, quality is considerably more important than price.
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Since the higher true product values a buyer receives the better satisfied it is,

we record and present in Figure 4.1 the average true product values obtained by

buyer b0 and b1 (graph (i)) and by buyer b2 and b3 (graph (ii)).
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Figure 4.1: Comparison of true product values obtained by a buyer selecting sellers

at random (graph (i)), and by a buyer using reinforcement learning (graph (ii)).

It can be observed clearly from Figure 4.1 that the buyer using reinforcement

learning achieves a much higher satisfaction level than that achieved by the buyer

choosing sellers at random. The reinforcement learning buyer outperforms the

buyer selecting sellers at random after just a few hundred auctions. In particular,

after about a thousand auctions, the reinforcement learning buyer is able to learn

which seller provides the good with the highest value, namely seller s7, and therefore

constantly makes purchases from that seller. As a result, graph (ii) reaches to the

range of about 85 and above 90 in the long run, showing that most of the goods

purchased by the reinforcement learning buyer have high values. In contrast, the

buyer randomly selecting sellers receives goods with much lower values (less than
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30 for most of the auctions). The reason is that since this buyer selects sellers at

random, it consequently doesn’t focus on making purchases from seller s7, the most

valuable seller.

The fact that the buyer using reinforcement learning fares better can also be

confirmed by looking at the buyers’ histograms of true product values. Figure

4.2(a) shows that the buyer using random strategy obtains very low product values

in all of the purchases it makes. For instance, in more than 2000 purchases made,

the true product values it obtains are only from 20.0 to 25.0. On the contrary,

Figure 4.2(b) demonstrates that the buyer using reinforcement learning achieves

much higher product values in most of the purchases it makes. For example, in

more than 2500 purchases made, this buyer receives products with the mean value

being as high as 90.
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Figure 4.2: Histograms of true product values obtained by a buyer using random

strategy (a), and obtained by a buyer using reinforcement learning (b).
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Buyers’ Satisfaction

In this experiment we would like to show that in a marketplace where there are

sellers altering the quality of their goods, a buyer following the proposed buying

algorithm should achieve greater satisfaction. Towards this goal, we let buyer b2 and

b3 follow the proposed buying algorithm, while buyer b0 and b1 use reinforcement

learning but do not model the reputation of sellers. Among the eight sellers, the

first half (namely seller s0, s1, s2, and s3) offers fixed-quality goods but the second

half offers goods with quality altered. We consider two cases in which a seller may

change the quality of its goods:

(i) Quality Chosen Randomly: For each auction, the quality of a good is chosen

randomly from the interval [low Q, high Q], where low Q and high Q are

seller specific constants.

(ii) Quality Switched between Two Values: The quality is switched between a

rather high value and a very low one. This strategy may be used by dishonest

sellers who try to attract buyers with high quality goods first and then cheat

them with really low quality ones.

For the first case, the true product value vb, the learning rate α, the explo-

ration probability ρ, and the quality q are chosen as in the first experiment. Other

parameters are set as follows:

• The reputation threshold Θ = 0.5, and the disreputation threshold θ = −0.9.

• The demanded product value ϑb(g) = 102. Thus, even when a seller has to

sell at cost, it must offer goods with quality of at least 40.8 in order to meet

the buyers’ requirement 2.

2Because vb(p, q) = 3.5q − p = 3.5(40.8)− 40.8 = 102.



CHAPTER 4. EXPERIMENTAL EVALUATION 88

• If vb − ϑb ≥ 0, we define the cooperation factor µ as in equation (3.12):

µ =





vb − ϑb

vb
max − vb

min

if vb−ϑb

vb
max−vb

min
> µmin,

µmin otherwise,

(4.1)

where µmin = 0.005, vb
max = 3.5qmax − pmin, vb

min = 3.5qmin − pmax, qmax =

pmax = 49.0, and qmin = pmin = 1.0. In this definition, we vary µ as an

increasing function of vb to reflect the idea that the reputation rating of a

seller that offers higher product value should be better increased. We prevent

µ from becoming zero when vb = ϑb by using the value of µmin.

• If vb − ϑb < 0, we define the noncooperation factor ν as in equation (3.13):

ν = λ(
vb − ϑb

vb
max − vb

min

), (4.2)

where we set the penalty factor λ = 3 as said in (3.41). In this definition,

we also vary ν as an increasing function of vb to support the idea that the

lower product value a seller offers, the more its reputation rating should be

decreased. The use of factor λ > 1 indicates that a buyer will penalize a non-

cooperative seller λ times greater than it will award a cooperative seller. This

implements the traditional assumption that reputation should be difficult to

build up, but easy to tear down.

• Sellers s0, s1, s2, and s3 offer goods with fixed qualities of 32.0, 36.0, 40.0,

and 44.0, respectively.

• Sellers s4, s5, s6, and s7 alter the quality of their goods by, for each auction,

choosing at random a quality value in the interval [low Q, high Q], where

low Q = 32.0 and high Q = 48.0.
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It should be obvious from the settings that a buyer would achieve greater sat-

isfaction by making as many purchases as possible from seller s3 (who offers the

highest fixed product quality) instead of purchasing from those sellers that ran-

domly change the quality of their goods. Table 4.1 shows the average number of

purchases made from each seller by buyer b2 and b3 - the buyers that follow the

proposed buying algorithm (labelled as b2,3), and by buyer b0 and b1 - the buyers not

modelling sellers’ reputation (labelled as b0,1). Indeed, buyer b2,3 made 1086 more

purchases from s3, which is approximately 28.8% of the number of purchases made

from s3 by b0,1. Buyer b2,3 also made about 684 fewer purchases from those sellers

that randomly alter the quality of their goods, which is about 85.8% of the number

of purchases made by b0,1 from the sellers altering the quality of their goods.

s0 s1 s2 s3 s4 s5 s6 s7

b0,1 134.5 142.5 160.7 3765.2 195.8 205.4 195.3 200.6

b2,3 4.5 7.9 23.3 4851.2 27.6 28.6 27.9 28.9

Table 4.1: Number of purchases made from different sellers by a buyer not modelling

sellers’ reputation (b0,1), and by a buyer following the proposed algorithm (b2,3).

As an alternative view, Figure 4.3 shows the true product values obtained over

the number of auctions by the buyer following the proposed buying algorithm (graph

(ii)), and by the buyer using reinforcement learning but not modelling sellers’ rep-

utation (graph (i)). Clearly, the buyer following the proposed algorithm receives

higher product values and therefore achieves better satisfaction. In particular, the

mean of true product values obtained by the buyer following the proposed algo-

rithm is 106.71, which is 2.7% higher than that of 103.91 obtained by the buyer not

modelling sellers’ reputation. In addition, we notice that the buyer following the
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proposed algorithm is able to obtain relatively high product values within a short

period of time. This shows that modelling sellers’ reputation also allows a buyer to

quickly identify appropriate sellers in the market and therefore achieve reasonable

satisfaction in the very first number of auctions.
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Figure 4.3: Comparison of true product values obtained by a buyer not modelling

sellers’ reputation (graph (i)), and by a buyer following the proposed algorithm

(graph (ii)).

Alternatively, Figure 4.4(a) and (b) present the histograms of true product val-

ues obtained by a buyer not exploiting the reputation of sellers and by a buyer

following the proposed algorithm, respectively. We notice that the number of

purchases in Figure 4.4(b) where the true product values are in the high inter-

val [107, 109] is almost 4000, while that in Figure 4.4(a) is just a few. The number

of purchases in Figure 4.4(b) where the true product values are in lower intervals

such as [105, 107] is about 1600 purchases less (or 62.7% less) than that in Fig-

ure 4.4(a). This indicates that the buyer following the proposed algorithm obtains
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more goods with higher value and fewer goods with lower value. In other words,

the buyer following the proposed algorithm achieves a better level of satisfaction.
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Figure 4.4: Histograms of true product values obtained by a buyer not modelling

sellers’ reputation (a), and by a buyer following the proposed algorithm (b).

For the second case, we let sellers s0, s1, s2, and s3 offer goods with fixed

qualities of 38.0, 40.0, 42.0, and 44.0, respectively; while sellers s4, s5, s6, and s7

are made dishonest sellers who offer goods with quality switched between 45.0 and

1.0. Other parameters are the same as in the previous case. It is clear from the

settings that a successful buyer should make as many purchases as possible from

seller s3 and try to stay away from the dishonest sellers.

Table 4.2 indeed shows that the buyer following the proposed algorithm (b2,3)

makes more purchases from seller s3 but fewer purchases from the dishonest sellers,

in comparison with the buyer not modelling sellers’ reputation (b0,1). In particular,

buyer b2,3 makes approximately 12.3% more purchases from seller s3 and about

95.1% fewer purchases from the dishonest sellers, compared to the numbers of

purchases buyer b0,1 makes from s3 and from the dishonest sellers, respectively.
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Seller s0 s1 s2 s3 s4 s5 s6 s7

b0,1 118.1 138.0 151.4 4263.3 88.3 79.9 78.3 82.8

b2,3 11.9 23.5 162.9 4785.7 4.0 4.0 4.0 4.0

Table 4.2: Number of purchases made from different sellers by a buyer not modelling

sellers’ reputation (b0,1), and by a buyer following the proposed algorithm (b2,3).

Figure 4.5 displays the true product values over the number of auctions obtained

by the buyer following the proposed buying algorithm (graph (ii)) and by the buyer

only using reinforcement learning but not modelling sellers’ reputation (graph (i)).

Clearly, the figure confirms that the buyer following the proposed algorithm receives

higher product values on average and therefore achieves better satisfaction. In

particular, our detailed calculation shows that the mean product value obtained

by the buyer not modelling sellers’ reputation is 101.49 while that obtained by the

buyer following the proposed algorithm is 106.27, which is 4.7% higher.
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Figure 4.5: Comparison of true product values obtained by a buyer not modelling

sellers’ reputation (graph (i)), and by a buyer following the proposed algorithm

(graph (ii)).

Alternatively, Figure 4.6(a) and (b) provides the histograms of true product

values obtained by the buyer not modelling sellers’ reputation and by the buyer

following the proposed algorithm, respectively.



CHAPTER 4. EXPERIMENTAL EVALUATION 94

50 55 60 65 70 75 80 85 90 95 100 105 110 115
0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

True Product Value

N
um

be
r 

of
 P

ur
ch

as
es

(a)

50 55 60 65 70 75 80 85 90 95 100 105 110 115
0

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

True Product Value

N
um

be
r 

of
 P

ur
ch

as
es

(b)

Figure 4.6: Histograms of true product values obtained by a buyer not modelling

sellers’ reputation (a), and by a buyer following the proposed algorithm (b).

Once again we notice that the buyer following the proposed algorithm is able

to purchase more goods with higher values and fewer goods with lower values, and

therefore achieves a better level of satisfaction. In fact, the histograms indicate

that the buyer following the proposed algorithm purchases about 2150 more goods

with approximately mean value of 105 (or 78.2% more) and almost no goods with

mean value less than 105, compared to those purchased by the buyer not modelling

sellers’ reputation.

Sellers’ Satisfaction

This experiment aims to demonstrate that in a marketplace where buyers make

use of a learning strategy, a seller following the proposed selling algorithm should

achieve better satisfaction than a seller using reinforcement learning but not con-

sidering altering the quality of its goods. Since the more often a seller is successful

in selling its goods to buyers, the higher profit it makes and the better satisfied it
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is, we record and compare the number of sales made by a seller following the pro-

posed algorithm with that made by a seller not considering adjusting the quality

of its goods. Alternatively, we also compare the actual profits made by these two

sellers after they have participated in the same number of auctions in the same

marketplace.

To achieve our goal, we let the first seven sellers, namely s0, s1, s2, s3, s4,

s5, and s6, use reinforcement learning and offer goods with fixed qualities of 38.0,

38.5, 39.0, 39.5, 40.0, 40.5, and 41.0, respectively; while we let seller s7 follow the

proposed selling algorithm and offer goods with an initial quality of 38.0. All the

four buyers, namely b0, b1, b2, and b3, follow the proposed buying algorithm. We

set the number of consecutive unsuccessful auctions (after which a seller following

the proposed algorithm may consider improving the quality of its goods) m = 10,

and the number of consecutive successful auctions (after which a seller following

the proposed algorithm may consider reducing the quality of its goods) n = 10.

Both the quality increasing factor Inc and the quality decreasing factor Dec are

set to 0.05. Other parameters are chosen as in the second experiment.

Table 4.3 below presents the number of sales made by each seller to the four

buyers. It can be seen clearly from the table that seller s7 (the seller that follows

the proposed selling algorithm) makes the greatest number of sales among all sell-

ers, and therefore achieves better satisfaction. In particular, the number of sales

made by seller s7 is about 2.33 times greater than that made by seller s6, the most

successful seller among those using reinforcement learning but not considering ad-

justing product quality. The success of seller s7 is due to the fact that, although

s7 initially offers goods with rather low quality (of 38.0), it learns to improve the

quality of its goods using to the proposed selling algorithm, and therefore becomes

a reputable seller to the buyers.
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b0 b1 b2 b3

s0 104.78 111.50 113.13 103.25

s1 107.22 113.26 115.06 105.41

s2 108.96 116.00 117.98 107.11

s3 113.49 120.24 120.81 111.09

s4 119.21 122.87 125.12 115.53

s5 131.94 137.51 133.34 131.45

s6 172.79 165.62 162.63 157.93

s7 391.61 363.00 361.93 418.23

Table 4.3: Number of sales made by each seller to the four buyers.

The fact that seller s7 obtains greater satisfaction than seller s6 can also be

seen by comparing the actual profits made by these two sellers. Figure 4.7 displays

the actual profit values made by seller s6 (graph (i)) and by seller s7 (graph (ii))

over 5000 auctions, respectively. It is clearly shown in the figure that the profit

made by seller s7 is much higher than that made by seller s6. In fact, the mean

profit value of seller s7 is 1.2391, which is approximately 2.40 times greater than

seller s6’s mean profit value of 0.5153. This is because after the first few hundred

auctions, seller s7 is able to learn to improve the quality of its goods to meet the

buyers’ demand, and therefore constantly makes successful sales to the buyers.
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Figure 4.7: Comparison of actual profit values made by seller s6, the most successful

seller among those that use reinforcement learning but do not consider adjusting

product quality (graph(i)), and by seller s7, the seller that follows the proposed

selling algorithm (graph (ii)).

Alternatively, figure 4.8(a) and (b) display the histograms of actual profit values

made by seller s6 and by seller s7, respectively. We notice that seller s6 makes very

few sales in which the mean profit value is 1.5, and only about 650 sales in which

the mean profit value is 1.0; while seller s7 is able to make almost 2500 sales in

which the mean profit value is 1.5, and over 2000 sales in which the mean profit

value is 1.0. Seller s6 makes almost 4000 sales with very low mean profit value of

0.5, while seller s7 makes only about 250 sales with that low mean profit value. In

other words, seller s7 is able to make more sales with higher profits and fewer sales

with lower profits, and therefore obtain a better level of satisfaction.
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Figure 4.8: Histograms of actual profits made by seller s6, the seller that uses

reinforcement learning but does not consider adjusting product quality (a), and by

seller s7, the seller that follows the proposed selling algorithm (b).

4.1.2 Large Sized Marketplaces

This experiment aims to confirm that in a large sized marketplace, buyers that

follow the proposed buying algorithm still obtain better satisfaction, compared to

buyers that use reinforcement learning but do not model sellers’ reputation; and

sellers that follow the proposed selling algorithm still have more opportunities to win

auctions, compared to sellers that use reinforcement learning but do not consider

improving the quality of their goods.

We simulate a large marketplace populated with 160 sellers and 120 buyers.

The seller population is divided into four groups:

• Group A consists of seller s0, s1, ..., and s39 that offer goods with quality

chosen randomly from the interval [32.0, 42.0].
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• Group B consists of seller s40, s41, ..., and s79. These are dishonest sellers

who try to attract buyers with high quality goods (q = 45) and then cheat

them with really low quality ones (q = 1).

• Group C consists of seller s80, s81, ..., and s119 that offer goods with fixed

quality q = 39.0.

• Group D consists of seller s120, s121, ..., and s159 that also offer goods with

an initial quality of 39.0. However, these sellers follow the proposed selling

algorithm to improve the quality of their goods.

The buyer population is divided into two groups:

• Group I consists of buyer b0, b1, ..., and b59. These buyers use reinforcement

learning alone and do not model sellers’ reputation.

• Group II consists of buyer b60, b61, ..., and b119. These buyers follow the

proposed buying algorithm.

We set the demanded product value ϑb(g) = 100. Thus, even when a seller

has to sell at cost, it must offer goods with quality of at least 40 in order to meet

the buyers’ requirement3. The decreasing factor for the learning rate α and the

exploration probability ρ is 0.9997. This high decreasing factor gives the buyers

opportunities to visit every seller (in this large seller population) with high learning

rate values before the learning rate is further decreased. Other parameters are the

same as in the previous experiment.

It should be obvious that a successful buyer would focus its business on group

D of sellers and try to keep away from group A and B as much as possible.

3Because vb(p, q) = 3.5q − p = 3.5(40)− 40 = 100.
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The experimental results reported in this subsection are based on the average

taken over the buyer population in which each buyer is exposed to 5000 auctions.

Buyers’ Satisfaction

We compare the satisfaction level of a buyer following the proposed buying algo-

rithm with that of a buyer not modelling sellers’ reputation by looking at their

numbers of purchases made to the four groups of sellers. Alternatively, we also

examine the histograms and graphs of true product values obtained by these two

buyers. We are also interested in seeing how better the buyer following the proposed

algorithm is able to avoid interaction with the group of dishonest sellers, compared

to the buyer not modelling sellers’ reputation.

Table 4.4 shows the number of purchases made to four groups of sellers by the

buyer not modelling sellers’ reputation (labelled as bI), and the buyer following the

proposed algorithm (labelled as bII).

Group A Group B Group C Group D

bI 937.0 650.2 1196.0 2216.8

bII 622.2 160.0 790.3 3427.5

Table 4.4: Number of purchases made to four groups of sellers by a buyer not

modelling sellers’ reputation (bI), and by a buyer following the proposed algorithm

(bII).

As showed in the table, buyer bII makes about 315 fewer purchases (or 33.6%

fewer) from group A of sellers and 490 fewer purchases (or 75.4% fewer) from group

B of sellers respectively, compared to the number of purchases made to these two
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groups of sellers by buyer bI . In addition, buyer bII makes approximately 1210

more purchases (or 54.6% more) from group D of sellers, compared to the number

of purchases made to that group by buyer bI . In other words, buyer bII focuses its

business on the best group of sellers (group D) and stays away from the undesired

ones (group A and B), and therefore obtains better satisfaction.

As an alternative view, Figure 4.9(a) and (b) present the histograms of product

values obtained by a buyer not maintaining reputation ratings of sellers, and by a

buyer following the proposed buying algorithm, respectively.
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Figure 4.9: Histograms of true product values obtained by a buyer not modelling

sellers’ reputation (a), and by a buyer following the proposed buying algorithm (b).

The histograms clearly show that the buyer following the proposed algorithm

receives fewer goods with low values (65 - 105) and more goods with high value

(110), and is therefore better satisfied. In particular, the buyer following the pro-

posed algorithm makes about 2400 more purchases with high mean product value

of 110 (or about 16 times greater) than those made by the buyer not modelling

sellers’ reputation.
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The fact that the buyer following the proposed algorithm obtains better satis-

faction than the one not modelling sellers’ reputation can also be seen by observing

the graphs of product values over the number of auctions obtained by these two

buyers as shown in Figure 4.10.

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
30

40

50

60

70

80

90

100

110

120

Number of Auctions

T
ru

e 
P

ro
du

ct
 V

al
ue

(a)

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
30

40

50

60

70

80

90

100

110

120

Number of Auctions

T
ru

e 
P

ro
du

ct
 V

al
ue

(b)

Figure 4.10: Graphs of true product values over number of auctions obtained by a

buyer not modelling sellers’ reputation (a), and by a buyer following the proposed

buying algorithm (b).

Clearly, we can see that the graph of true product values obtained by the buyer

following the proposed algorithm (b) is higher than that obtained by the buyer

not modelling sellers’ reputation (a). In fact, the mean product value obtained by

the buyer following the proposed algorithm is 102.01, which is about 10.7% higher

than the mean product value of 92.18 obtained by the buyer not modelling sellers’

reputation.

In addition, we would like to see how better the buyer using the proposed

algorithm is able to avoid interaction with the group of dishonest sellers (i.e., group

B), compared to the buyer not modelling sellers’ reputation. Figure 4.11(a) and (b)



CHAPTER 4. EXPERIMENTAL EVALUATION 103

show the graphs of profit made by the dishonest sellers from the buyer not modelling

sellers’ reputation, and from the buyer following the proposed buying algorithm,

respectively. We can see that graph (a) is higher than graph (b), indicating that the

dishonest sellers are able to make more profit from those buyers that do not make

use of a reputation mechanism. Moreover, the profit in graph (b) is reduced to zero

after about 2700 auctions, implying that from that point on the dishonest sellers

are not able to make any profit from the buyer following the proposed algorithm,

since they are considered as disreputable sellers and therefore no longer chosen by

the buyer.
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Figure 4.11: Graphs of profit values over number of auctions made by the dishonest

sellers from a buyer not modelling sellers’ reputation (a), and from a buyer following

the proposed buying algorithm (b).

Sellers’ Satisfaction

We compare the satisfaction level of the four groups of sellers by examining their

sales numbers and graphs of profit values made to a buyer.
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Table 4.5 shows the number of sales made by the four groups of sellers to a

buyer.

Group A Group B Group C Group D

779.6 405.1 993.2 2822.1

Table 4.5: Number of sales made by the four groups of sellers to a buyer.

Group D is able to make the most number of sales. In particular, the number

of sales made by this group is approximately 3.6 times greater than that made by

group A, 7 times greater than that made by group B, and 2.8 times greater than

that made by group C, respectively.

Figure 4.12(a), (b), (c), and (d) show the graphs of profit values over the number

of auctions made from a buyer by group A, B, C, and D of sellers, respectively.
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Figure 4.12: Graphs of actual profit values over number of auctions made from a

buyer by group A (a), group B (b), group C (c), and group D of sellers (d).

The goods offered by sellers in group A usually do not meet the buyers’ need

since their quality is chosen randomly. As a result, this group of sellers receives

low profit (graph (a)). The dishonest sellers in group B attract buyers with high

quality goods, and then cheat them with really low quality ones, in order to make

big profit. Consequently, their sales are on and off (mostly made to the group of

buyers that do not model sellers’ reputation as shown in Figure 4.11), resulting in

greatly fluctuating profit (graph (b)). Group C of sellers offers goods with fixed
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quality and is able to make relatively high profit in the first 1500 auctions. However,

as the sellers in group D improve the quality of their goods, the sellers in group C

start losing their sales in the long run. Graph (c) shows that their profit begins

to go down after about 1500 auctions, and reaches the mean of about 0.25 after

3500 auctions. Although sellers in group D start with relatively low quality goods,

they consider improving the quality of their goods according to the proposed selling

algorithm. As a result, they make more and more sales and their profit increases

substantially after 1500 auctions, reaching the mean of about 1.25 (graph (d)),

which is five times greater than that of group C.

4.2 Macro Behaviours

On the macro level, we would like to study how a market populated with our

buyers and sellers would behave as a whole. Since those sellers who repeatedly fail

to sell their goods may decide to leave the market, we are particularly interested

in knowing if such a market would reach an equilibrium state where the agent

population remains stable. We would also like to know if this equilibrium state

would be beneficial for the participating agents in terms of their satisfaction.

To achieve this goal, we simulate a fairly large marketplace populated with buy-

ers and sellers following our proposed buying and selling algorithms, respectively.

At each auction we record the seller population in the market, assuming that those

sellers who are no longer able to make sales, and therefore profit, will decide to

leave the market. We examine the graph of seller population varying against the

number of auctions to determine if an equilibrium state has been reached. We

also investigate if an obtained equilibrium would be beneficial for the participating

agents in terms of their satisfaction, by examining the true product values obtained
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and the prices paid by the buyers.

Our simulated marketplace is set up with 60 sellers and 80 buyers. The seller

population is divided into two groups:

• Group A consists of seller s0, s1, ..., and s29 that offer goods with initial

quality qstart = 38.0. Each of these sellers considers improving the quality

of its goods up to a value chosen randomly in the interval [qstart, q1) where

q1 = 42.0.

• Group B consists of seller s30, s31, ..., and s59. These sellers also offer goods

with initial quality qstart = 38.0; however, they consider improving the quality

of their goods up to value q2 = 44.0.

All buyers in the market have the true product value function vb(g, p, q) =

3.5q − p, where p and q respectively represent the price and quality of the good

g purchased, and the demanded product value ϑb(g) = 105.0. Thus, even when a

seller sells at cost, it must offer goods with quality of at least 42.0 in order to meet

the buyers’ demand4. Because a seller will not sell under cost, it is obvious that the

goods offered by sellers in group A do not meet the buyers’ demand. Consequently,

these sellers will not be able to make sales in the long run and will eventually decide

to leave the market. Sellers in group B, however, satisfy the buyers’ requirement

and will remain in the market as they improve the quality of their goods up to the

value of 44.0, greater than the minimum required value of 42.0.

Other parameters are chosen similar to previous experiments as follows:

• The quality q of a good is chosen to be equal to the cost for producing that

4Because 3.5(42.0)− 42.0 = 105.0.
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good. This supports the common assumption that it costs more to produce

high quality goods.

• The reputation threshold Θ = 0.5 and the disreputation threshold θ = −0.9.

• If vb−ϑb ≥ 0, we define the cooperation factor µ as in equation (3.12), which

is repeated below for convenient reading:

µ =





vb − ϑb

vb
max − vb

min

if vb−ϑb

vb
max−vb

min
> µmin,

µmin otherwise,

(4.3)

where µmin = 0.005, vb
max = 3.5qmax − pmin, vb

min = 3.5qmin − pmax, qmax =

pmax = 49.0, and qmin = pmin = 1.0. We vary µ as an increasing function of

vb to implement the common opinion that the reputation rating of a seller

that offers goods with higher product value should be better increased. We

prevent µ from becoming zero when vb = ϑb by using the value of µmin.

• If vb − ϑb < 0, we define the noncooperation factor ν as in equation (3.13),

and also repeat it below for convenient following:

ν = λ(
vb − ϑb

vb
max − vb

min

), (4.4)

where we set the penalty factor λ = 3 as in (3.41). We also vary ν as an

increasing function of vb to support the idea that the lower product value a

seller offers, the more its reputation rating should be decreased. The use of

factor λ > 1 indicates that a buyer will penalize a non-cooperative seller λ

times greater than it will award a cooperative seller. This implements the

traditional assumption that reputation should be difficult to build up, but

easy to tear down.

• The exploration probability ρ and the learning rate α are both set to 1 initially,

and decreased over time (by factor 0.9997) down to ρmin = αmin = 0.1.
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• The number of consecutive unsuccessful auctions (after which a seller follow-

ing the proposed algorithm may consider improving the quality of its goods)

m = 10, and the number of consecutive successful auctions (after which a

seller following the proposed algorithm may consider reducing the quality of

its goods) n = 10.

• The quality increasing factor Inc = 0.05, and the quality decreasing factor

Dec = 0.05.

The following reported results are based on the average of 100 runs where,

in each run, we let each buyer participate in 10000 auctions. Examining a large

number of auction provides a long term overall view on the market behaviours.

Figure 4.13 shows how the seller population varies against the number of auc-

tions. At the beginning the seller population consists of 60 sellers. Because the

sellers in group A offer goods that do not meet the buyers’ demand, they lose more

and more sales. As a result, these sellers are no longer able to make profit in the

long run and have to leave the market. This situation is reflected by a decrease

in the graph of seller population from after 500 auctions to approximately 3000

auctions. The sellers in group B, however, are able to satisfy the buyers’ need and

therefore remain in the market. This is showed in the graph by an equilibrium

value (of 30) obtained after 3000 auctions.
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Figure 4.13: Seller population reaches equilibrium state.

Such an equilibrium is beneficial for the buyers because after the establishment

of the equilibrium, there are no sellers in the market offering goods under the

buyers’ demanded value (of 105). It should also be beneficial for the sellers since

there are now fewer competitors in the market, resulting in more opportunities

for the sellers to make their sales. Figure 4.14 displays the true product values

obtained by a buyer over the tested number of auctions. We can notice clearly that

the buyer receives goods with unsatisfactory values during the first 1000 auctions,

before the equilibrium is reached. After the equilibrium, the product values received

are substantially improved. They are, in fact, asymptotically close to the highest

possible value of 110 that a seller in this market is able to offer5.

5Because the highest quality that a seller in our market offers is q2 = 44.0, and because we

assume that cost equals quality, the highest possible value a seller can offer in case it has to sell

at cost is vb = 3.5(44.0)− 44.0 = 110.0
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Figure 4.14: True product values obtained by a buyer.

Figure 4.15 displays the price paid by a buyer at each auction during the ex-

perimented number of auctions. Although the sellers adjusting quality and price

prevents the price from reaching a single equilibrium value, the price tends to de-

crease towards value 44.0, after the seller population has reached an equilibrium

state. This is because the remaining sellers in the market compete with one an-

other by increasing product quality (up to q2 = 44.0) and lowering the product

price (down to the cost c = q2 = 44.0) in order to attract the buyers.
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Figure 4.15: Prices paid by a buyer.

4.3 Lessons Learned

Several lessons can be discerned from our experimentation:

• Agents equipped with learning methods such as reinforcement learning to

guide their behaviours perform much better than agents not making use of

any learning methods.

• In both modest and large sized marketplaces where there are sellers altering

the quality of their goods, buyers following our proposed buying algorithm ob-

tain greater satisfaction than buyers not modelling sellers’ reputation. Mod-

elling the reputation of sellers allow the buyers to quickly identify reputable

sellers who offer goods with satisfactory values, as well as disreputable sellers

who offer low, unsatisfactory value goods. Buyers’ satisfaction can therefore

be obtained by focussing on doing business with the reputable sellers and
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avoiding the disreputable ones. Interestingly enough, our experiments show

that dishonest sellers cannot make profit from buyers following our proposed

algorithm in the long run.

• In both modest and large sized marketplaces where buyers make use of some

learning strategy, sellers following the proposed selling algorithm fare better

than sellers who do not consider adjusting the quality of their goods. Adjust-

ing product quality in addition to adjusting product price allows the sellers

to provide value-added services that are tailored to meet the particular needs

of their customers, hence allowing them to make more sales and accordingly

obtaining better satisfaction.

• An equilibrium of agent population can be reached in a market populated

with buyers and sellers following the proposed algorithms. The establishment

of this equilibrium only allows those sellers whose goods satisfy the buyers’

needs to remain in the market. Those sellers whose goods do not meet the

buyers’ needs are not able to make sales in the long run, and therefore are

forced to leave the market.

• Such an equilibrium, once obtained, is beneficial for the market as a whole. On

the sellers’ side, they will have fewer competitors and therefore more chances

to get buyers’ attention. On the buyers’ side, there are no sellers in the market

that offer goods under their demanded value. In addition, competition among

the remaining sellers tends to raise the value of goods towards the highest

possible one, and to lower the price down to the production cost, which is

clearly desirable for the buyers.
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4.4 Chapter Summary

In this chapter, we experimentally evaluate our model by simulating several elec-

tronic marketplaces populated with buying and selling agents.

We first investigate the micro behaviours of buying and selling agents that

participate in electronic marketplaces. Our experiments show that in both modest

and large sized marketplaces, buyers and sellers following the proposed algorithms

will fare better than buyers and sellers who only use reinforcement learning, but

the buyers do not model sellers’ reputation and the sellers do not consider adjusting

the quality of their goods.

We then study the macro behaviours of markets populated with our buyers

and sellers. Our experimental results confirm that such markets would reach an

equilibrium state where the agent population remains stable (as some sellers who

repeatedly fail to sell their goods may decide to leave the market), and the estab-

lishment of this equilibrium is beneficial for the agent society as a whole.



Chapter 5

Discussion

In Chapter 3 we described our agent market model and presented the proposed

algorithms for buying and selling agents, based on reputation modelling and re-

inforcement learning. We experimentally evaluated our model in Chapter 4 by

simulating different electronic marketplaces populated with trading agents. In this

chapter we offer a detailed discussion on the value of our model. In particular,

Section 5.1 contrasts our model with other related e-commerce agent models, and

experimentally compares the performance of our agents with those proposed in the

most related research. Section 5.2 discusses the merits of our model, including its

potential advantages and the value of certain design decisions that we have made

within the model. Section 5.3 comments on the reputation mechanism used in

the model. Finally, Section 5.4 ends the chapter with a summary of the discussed

issues.

115
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5.1 Compare and Contrast

In this section we first contrast our model with other related e-commerce agent

models. We then experimentally compare the performance of our trading agents

with those proposed in the most related work [77, 78].

5.1.1 Contrast with Other Models

We presented in Chapter 2 several e-commerce agent models related to ours. In this

subsection we briefly analyze the operations of these models in contrast to ours.

BargainFinder [3] and Jango [14, 29] are shopping agents that, given a specific

good by a customer, will simultaneously query multiple online sellers for the price

and related information of the good. The collected information is then displayed

to the customer who will compare the sellers to select a suitable one. Although the

information provided by BargainFinder and Jango are useful for sellers’ compari-

son, these shopping agents are not autonomous: They leave the task of analyzing

the collected information and choosing the appropriate seller completely to the cus-

tomer. In addition, the algorithms underlying these shopping agents’ operations

do not capture important product information such as product quality or value

added services, which are also necessary for comparing sellers. More importantly,

BargainFinder and Jango do not make use of any AI learning techniques in order

to help improve their performance over time.

Agents in the Kasbah marketplace [9] are more advantageous than Bargain-

Finder and Jango in that they are autonomous in seeking out potential traders,

therefore freeing customers from this tedious task. However, the weak point of

Kasbah agents is that they are unable to learn. Hence, these agents would not
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be smart enough to deal with environmental changes and especially with dishonest

agents.

In contrast with the above agents, our buying (and selling) agents are designed

to be both autonomous and possess learning capabilities. They pro-actively search

and select appropriate trading partners in their operations. They also learn to

optimize their expected product values (and expected profits) using reinforcement

learning. Our choice of reinforcement learning as a learning technique for buying

and selling agents is justified in Section 5.2.2.

The economy of shopbots and pricebots explored in [21, 22, 23] consists of B

buyers, who are interested in a single homogeneous good g offered by S sellers.

This work is concerned with the dynamics of interaction among different pricing

algorithms. Its ultimate aim is to identify those pricing algorithms that are most

likely to be profitable, from both an individual and a collective standpoint. The

economy of shopbots and pricebots seems similar to our agent marketplace at the

first glance; however, there are significant differences between the two models: The

authors of [21, 22, 23] assume that the number of buyers in their market is infinitely

greater than the number of sellers (B >> S). This assumption allows them to

reduce their attention to only sellers’ algorithms, because the small number of

sellers implies that the behaviours of individual sellers will significantly influence

the marketplace. Consequently, their buyers only follow one of the two simple

strategies, namely Bargain Hunter and Any Seller. In Bargain Hunter, a buyer

will choose a seller with the lowest price and purchase the good from that seller if

the price is less than the buyer’s evaluation of the good. In Any Seller, a buyer

will select a seller at random and buy the good if the price is less than the buyer’s

evaluation of the good. In addition, the authors of [21, 22, 23] assume that the

production cost of all sellers in their market is identical and unchanged by the
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sellers.

In contrast, we think that the above assumptions are not always realistic and

may be inflexible. A general marketplace should not have any restrictions either on

the relationship of the buyer and the seller populations or on the buyer strategies.

Also, the cost of production should not be considered identical and unchanged

among sellers, not only because multiple sellers may produce the same good with

different qualities using different production costs, but also because a seller may

decide to alter the quality of its goods by probably changing its production cost.

As a result, we design a market model that allows for any combinations of buyer

and seller populations. We assume that the production cost of multiple sellers may

not be the same and that a seller may alter the quality of its goods by changing its

production cost. Finally, buyers of our marketplace are free to follow any strategy.

In particular, our proposed buying strategy, using the combination of reinforcement

learning and reputation modelling, goes beyond the consideration of price alone as

in the Bargain Hunter strategy, or the random selection of sellers as in the Any

Seller strategy.

Perhaps, the most related to our research is the work of Vidal and Durfee [77, 78]

in which they develop strategies for trading agents using a recursive modelling

approach. Their agents are divided into different classes depending on the agents’

capabilities of modelling other agents. For instance, agents with 0-level models

base their actions on the inputs and rewards they receive. Agents with 1-level

models are those agents that model other agents as 0-level agents. Agents with

2-level models are those that model others as 1-level agents. In theory, agents

with higher level models should fare better and could be recursively defined in the

same manner. However, as pointed out in [77, 78], the agents with deeper recursive

models of others suffer from the computational costs associated with maintaining
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these deep models. In fact, due to the infeasible complexity in implementing agents

with deeper models of others, the experimentation reported in [77, 78] is limited

to only 1-level buyers and 2-level sellers. Moreover, the marketplace considered in

[77, 78] does not allow for the sellers to alter the quality of their goods, nor does it

address how to cope with dishonest sellers.

In contrast, we model a marketplace where the quality of a good offered by

different sellers may not be the same, sellers may alter the quality of their goods,

and there is a possibility of having dishonest sellers in the market. Furthermore,

we would like to avoid heavy computational costs (such as those incurred by the

agents with recursive models) for our trading agents and therefore take a different

approach. The algorithm we propose for buying agents makes use of a combination

of reinforcement learning and reputation modelling techniques. Modelling sellers’

reputation plays the role of a pre-screening process, which partitions the set of sell-

ers into three disjoint subsets, namely the reputable sellers, the disreputable sellers

(including the dishonest sellers), and the neither reputable nor disreputable ones.

Reinforcement learning is then applied to the set of reputable sellers (instead of

all sellers) in exploitation steps, and to the non-disreputable sellers in exploration

steps. This process helps buying agents to enhance their opportunity to purchase

high value goods from the reputable sellers, and reduce the risk of purchasing low

value goods from the disreputable sellers. In other words, reinforcement learning

and reputation modelling work together as two layers of learning to improve the

performance of buying agents. The algorithm we propose for selling agents enables

them to learn to maximize their expected profits by not only adjusting product

prices using reinforcement learning, but also by adjusting product quality in or-

der to meet the buyers’ specific needs. Since quality and price are the two most

important factors based on which buying agents determine the value of the goods
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they purchase, the proposed selling algorithm obviously gives more opportunities

for selling agents to make successful sales.

5.1.2 Experimental Comparison

It is of interest to compare the performance of our agents with those proposed in

[77, 78], given the above-said different characteristics of the two approaches. Thus,

we first discuss the types of agents we choose for comparison and describe how these

agents work. Then, we report the experimental comparative results showing that

our proposed agents are able to achieve better performance, in terms of satisfaction

and computational time.

Selecting Agents for Comparison

We experimentally compare our buyers and sellers with 1-level buyers and 0-level

sellers proposed in [77, 78], respectively. We choose these specific agents for com-

parison because of the following reasons:

• As explained in [77, 78], since a buyer receives bids from the sellers, there

is no need for the buyer to try to out-guess or predict what the sellers will

bid. The buyer is not concerned with what other buyers are doing either,

because it is assumed that there will be enough supply in the market1. Thus,

buyers do not need to keep models of others deeper than level 1. In other

1We believe that this assumption is reasonable for a common marketplace. Marketplaces

where buyers compete with one another for goods are usually those of traditional auctions, in

which buyers are bidders and sellers are auctioneers. These auctions are discussed in Section 6.3.4

of Future Work.
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words, 1-level buyers are the buyers with deepest models of others. We were

therefore interested in challenging our buyers with 1-level buyers.

• We would like to compare our sellers with 0-level sellers because both our

sellers and 0-level sellers learn from the observations they make about the

environment and from any environmental rewards they receive. In addition,

it is not relevant to compare our sellers with sellers of deeper levels (i.e., 1

or 2-level sellers), because these levels of sellers make use of two assumptions

which, we think, are unrealistic and therefore do not implement in our market

mechanism. These two assumptions are

(i) The bid submitted by a seller to a buyer is known by other sellers in the

market. This assumption is unrealistic because the bid submitted by a

seller to a buyer should be treated as private information between that

seller and buyer; and therefore, should not be made known to other sell-

ers in the marketplace. Moreover, a seller would not have any incentive

or interest to broadcast the bid it is submitting to a buyer to all other

sellers in the market.

(ii) The price accepted by a buyer at each auction is known by all sellers

in the market. This assumption is also unrealistic because the buyer

would not want everybody know the price at which it purchases the

good from a particular seller, and neither would the seller involved in the

transaction; otherwise, its behaviours would be modelled and exploited

by other sellers in the market.
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How 1-Level Buyers and 0-Level Sellers Work

Let us have a brief look at how 1-level buyers and 0-level sellers work, as described

in [77, 78].

• 1-level buyers model sellers in the marketplace by keeping a history of the

qualities of the goods they purchased from each seller. In particular, a 1-level

buyer b remembers the last N qualities offered by a seller s for the good g

that it purchases from s. It then defines a probability density function qg
s(x)

over the quality x offered by seller s for good g. Function qg
s(x) returns the

probability that seller s will offer an instance of good g that has quality x.

Buyer b then uses the expected value of this probability density function to

calculate which seller will offer good g with highest expected product value:

s∗ = arg max
s∈S

E(V g
b (pg

s, q
g
s(x))) (5.1)

= arg max
s∈S

1

|Q|
∑
x∈Q

qg
s(x)V g

b (pg
s, x) (5.2)

where Q is a finite set of values representing product qualities.

• A 0-level seller s, when requested by some buyer b for the price of some good

g, will choose a price p∗s greater than or equal to its cost cg
s to produce g such

that its expected profit is maximized:

p∗s = arg max
p∈P

hg
s(p) (5.3)

where hg
s(p) returns the profit seller s expects to get if it offers good g at price

p. Depending on the success of the transaction, hg
s(p) is learned as follows:

hg
s(p) ← (1− α)hg

s(p) + αProfitgs(p) (5.4)
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where α is the learning rate (0 ≤ α ≤ 1) and Profitgs(p) is the actual profit:

Profitgs(p) =





p− cg
s if s is able to sell g,

0 otherwise.
(5.5)

Buyers’ Comparison

We experimentally compare the performance of our proposed buyers with 1-level

buyers. We consider two comparison criteria, namely satisfaction and computa-

tional costs. In particular, we simulate a marketplace populated with 32 sellers and

40 buyers, using Java 2. The seller population is equally divided into four groups

(each having 8 sellers):

• Group A offers goods with quality chosen randomly from interval [32, 42].

• Group B consists of dishonest sellers who attract buyers with high quality

goods (q = 45) and then cheat them with really low quality ones (q = 1).

• Sellers in group C offer goods with fixed quality q = 40. These sellers do not

consider adjusting the quality of their goods.

• Sellers in group D offer goods with relatively lower starting quality q = 38,

compared to sellers in group C. However, these sellers will consider improving

product quality up to value 45 in order to meet the buyers’ needs, according

to our proposed selling algorithm.

The buyer population is equally divided into 2 groups:

• Group I consists of the 1-level buyers.

• Group II consists of our proposed buyers.
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Other parameters are set as follows:

• The number of qualities N offered by a seller s for some good g that a 1-level

buyer remembers is 50.

• The quality q of a good is chosen to be equal to the cost for producing that

good. This supports the common assumption that it costs more to produce

high quality goods.

• The true product value function vb(g, p, q) = 3q − p, where p and q represent

the price and quality of the good g purchased, respectively.

• The reputation threshold Θ = 0.5 and the disreputation threshold θ = −0.9.

• The demanded product value ϑb(g) = 80. Thus, even when a seller sells at

cost, it must offer goods with quality of at least 40 in order to meet the buyers’

requirement2.

• The cooperation factor µ is defined as in equation (3.12). That is, if vb−ϑb ≥
0,

µ =





vb − ϑb

vb
max − vb

min

if vb−ϑb

vb
max−vb

min
> µmin,

µmin otherwise,

(5.6)

where µmin = 0.005, vb
max = 3qmax−pmin, vb

min = 3qmin−pmax, qmax = pmax =

49.0, and qmin = pmin = 1.0. As mentioned in Section 3.2.1, we vary µ as

an increasing function of vb to reflect the idea that the reputation rating of a

seller that offers goods with higher product value should be better increased.

Also, we prevent µ from becoming zero when vb = ϑb by using value µmin.

2Because 3(40)− 40 = 80.
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• The non-cooperation ν is defined as in equation (3.13). Hence, if vb−ϑb < 0,

ν = λ(
vb − ϑb

vb
max − vb

min

) (5.7)

where we choose λ = 3 ≈ 1

1− ϑ−vmin
vb
max−vb

min

according to (3.41). As explained in

Section 3.2.1, we vary ν as an increasing function of vb to reflect the idea that

the lower product value a seller offers, the more its reputation rating should be

decreased. The use of factor λ > 1 indicates that a buyer will penalize a non-

cooperative seller λ times greater than it will award a cooperative seller. This

implements the traditional assumption that reputation should be difficult to

build up, but easy to tear down.

• The exploration probability ρ and the learning rate α are both set to 1 initially,

and decreased over time (by factor 0.998) down to ρmin = 0.1 and αmin = 0.1.

• The number of consecutive unsuccessful auctions (after which a seller follow-

ing our proposed algorithm may consider improving the quality of its goods)

m = 10, and the number of consecutive successful auctions (after which a

seller following our proposed algorithm may consider reducing the quality of

its goods) n = 10.

• The quality increasing factor Inc = 0.05, and the quality decreasing factor

Dec = 0.05.

The results we report here are based on the average of 100 runs each of which

has 5000 auctions.

Because the higher product value a buyer receives, the better satisfied it is, we

record and present in Figure 5.1 the true product values obtained by a 1-level buyer

(graph (i)) and by a buyer following our proposed algorithm (graph (ii)).
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Figure 5.1: Comparison of true product values obtained by a 1-level buyer (graph

(i)), and by a buyer following our proposed algorithm (graph (ii)).

As shown in the figure, the buyer following the proposed algorithm receives

goods with higher true product values and is therefore more greatly satisfied. In

fact, the product values this buyer obtains are reaching the highest possible value

(90) that could be offered in the marketplace3. The highest product value obtained

by the 1-level buyer is about 80 only, indicating that it selects sellers in group C as

its favourite sellers4. Clearly, the 1-level buyer is not able to discover that sellers in

group D are actually the best sellers to purchase from. The reason is that although

the 1-level buyer may try these sellers with their improved quality products, the

history of low initial quality products offered by these sellers earlier keeps the buyer

3Since the highest quality offered (by sellers in group D) in our marketplace is 45 and since we

assume cost equals quality, the highest possible product value offered in our market (by sellers in

group D if they sell at cost) would be 3(45) - 45 = 90.
4These sellers offer goods with fixed quality 40. So, the highest product value they could offer

if they sell at cost is 3(40) - 40 = 80.
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from selecting them as sellers with maximum expected value, according to the

buyer’s probability density function model shown in equations (5.1) and (5.2).

We are also interested in investigating the performance of the two buyers in

terms of computational time. The run time needed for a buyer to complete an

auction is composed of communication time and computational time. The commu-

nication time accounts for the time needed for communication between the buyer

and sellers (e.g., the buyer broadcasting its request to sellers, the sellers responding

with their bids, etc.). The computational time accounts for the time needed by the

buyer to compute the seller that it will purchase the good from, according to its

buying algorithm. Clearly, the communication time depends on the specific network

underlying the marketplace and is therefore not relevant for comparison. The com-

putational time, however, depends on the complexity of the buying algorithm and

can be compared between agents using different algorithms. Obviously, the shorter

the computational time the better the algorithm. This is especially important in

application domains where the buyer is required to calculate a suitable seller within

a constrained time frame. For instance, if the buyer serves some user as a personal

assistant, then it must respond to the user within an allowable time period. Figure

5.2 shows the computational time over the number of auctions taken by a 1-level

buyer (graph (i)) and by a buyer using our proposed algorithm (graph (ii)).
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Figure 5.2: Comparison of computational time over the number of auctions taken

by a 1-level buyer (graph (i)), and by a buyer using our proposed algorithm (graph

(ii)).

The figure indicates that the buyer following our proposed algorithm outper-

forms the 1-level buyer. This is argued even more convincingly by looking at the

respective algorithms governing the behaviours of these two buyers. In order to

calculate the seller with highest expected value, the 1-level buyer has to examine

every seller in the market (equation (5.1)). Moreover, for each seller s, the 1-level

buyer also needs to calculate the product of the expected value and the probability

of having that value at each quality q (equation (5.2)). Thus, the order of growth

of the algorithm underlying the 1-level buyer is O(|S||Q|), where |S| and |Q| are

the cardinalities (sizes) of the set of sellers and the set of quality values, respec-

tively. The order of growth of our proposed algorithm is O(|S|), since a buyer b

only needs to examine the set of sellers to compute a suitable seller. In the long

run when every seller may be placed into either the set of reputable sellers or the
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set of disreputable sellers, this order will be reduced to O(|Sb
r|), where Sb

r is the set

of reputable sellers to buyer b and |Sb
r | should be a lot smaller than |S|. Obviously,

O(|Sb
r |) beats O(|S||Q|), especially when |S| and |Q| are sufficiently large.

Sellers’ Comparison

We also experimentally compare the performance of our proposed sellers with 0-

level sellers, in terms of satisfaction level and computational costs. Towards this

objective, we simulate a marketplace populated with 20 sellers and 40 buyers. We

let half of the sellers be the 0-level sellers, who offer goods with fixed quality of 40.

The other half are our proposed sellers, who provide goods with lower initial quality

of 38 but consider adjusting product quality to meet the buyers’ needs, according

to the proposed algorithm. All buyers follow a simplified learning version of our

proposed buying algorithm, that is, they only use reinforcement learning and do

not model sellers’ reputation. Other parameters such as vb(g, p, q), ρ, α, m, n, Inc,

and Dec are chosen as in the previous experiment. The following reported results

are based on the average taken over the buyer population.

Since the higher profit a seller makes the more greatly satisfied it is, we show in

Figure 5.3 the profits made over the number of auctions from a buyer by the 0-level

sellers (graph (i)), and by the sellers following our proposed algorithm (graph (ii)).

We notice from the figure that, at the beginning the 0-level sellers are often chosen

by the buyer because they offer goods with higher quality. However, as sellers of

the other group improve the quality of their goods, the 0-level sellers lose more and

more sales in the long run. This is indicated by a sharp decline in the profit graph,

reaching the mean of approximately 0.5 after about 1000 auctions. In contrast,

as the sellers following our proposed algorithm improve their product quality, they

are selected more and more often by the buyer, resulting in their improved profit.
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In fact, they outperform the 0-level sellers after 1000 auctions with their profit

reaching the mean of about 2.25, which is 4.5 times greater than that of the 0-level

sellers.
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Figure 5.3: Actual profits made from a buyer by the group of 0-level sellers (graph

(i)), and by the group of sellers following our proposed algorithm (graph (ii)).

Although the sellers following our proposed algorithm achieve better satisfaction

than the 0-level sellers, they do not incur more computational time. This is because

both algorithms underlying these two seller types have the same order of growth

O(|P |) where |P | is the cardinality of the set of prices, as the sellers of both types

search this set for the price that maximizes their expected profits. Indeed, Figure

5.4 shows that the difference in computational time spent by the two types of sellers

is negligible.
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Figure 5.4: Computational times spent by a 0-level seller (graph (i)), and by a seller

following the proposed algorithm (graph (ii)).

5.2 Merits of Model

In this section we discuss the potential advantages of our model. We also discuss

the value of certain design decisions that we have made in the development of the

model.

5.2.1 Potential Advantages

Work in the area of software agents has been focusing on how agents should interact

or cooperate to provide valuable information services to one another [33, 35, 36].

However, answering the question of why agents should interact with one another

at all is also of equal importance [34]. Therefore, modelling an agent environment

as a marketplace, where agents are motivated by economic incentives to provide
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goods and services to each other, has practical value especially for e-commerce

applications.

We believe that the agent market model that we proposed can be used in de-

signing electronic marketplaces and their trading agents. There are several reasons

that support our belief.

• First, our model is built on a set of general and flexible assumptions that

account for the open, dynamic, uncertain and untrusted natures of a real

electronic marketplace. These assumptions include:

(i) Trading agents can freely enter or leave the market (open market).

(ii) The quality of a good offered by multiple sellers may not be the same

and a seller may alter the quality (and certainly, the price) of its goods

(dynamic market).

(iii) A buyer would not know the quality of the good it purchases until after

it receives the good from the seller (uncertain market).

(iv) There may be dishonest sellers (untrusted market).

• Secondly, our market mechanism with its three elementary phases for buying

and selling goods is simple and hence implementable, given the networking

capabilities of modern programming languages.

• Thirdly, our proposed learning algorithms for trading agents are feasible and

effective (in terms of the agents’ satisfaction level), as experimentally demon-

strated in Chapter 4.

It is possible that there are dishonest sellers in a marketplace. Buyers in our ap-

proach use a reputation mechanism in addition to reinforcement learning as a means
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to protect themselves from dishonest sellers. They each dynamically maintain sets

of reputable and disreputable sellers, and learn to maximize their expected value

of goods by selecting appropriate sellers among the reputable sellers while avoiding

the disreputable ones. This strategy should increase a buyer’s chance of purchasing

high value goods and reduce its risk of receiving low value ones, and therefore bring

better satisfaction to the buyer. In addition, the fact that the marketplace is open

will allow new reputable sellers to enter the market. Also, since sellers may be

learning to improve their profits, some non-reputable sellers may have reasonably

adjusted the prices and greatly improved the quality of their goods, and thus should

be reconsidered as reputable sellers. Our proposed buying algorithm accounts for

these possibilities by letting a buyer b explore the marketplace with probability ρ

to discover new reputable sellers. The experimental results reported in Chapter 4

confirm these advantages of the proposed buying algorithm.

A proposed buyer, in its exploitation time, will choose a seller from the set

of reputable sellers. Since this reputable set is usually quite smaller (in terms

of cardinality) than the set of all sellers in the market, the proposed buying al-

gorithm should reduce computational time, and accordingly results in improved

time-performance for the buyer (compared to the case where the buyer has to

consider all possible sellers in the market). This is especially important in those

application domains where the buyer is required to calculate a suitable seller within

a constrained time frame.

There are two important reasons why a seller may not be able to win an auction

(i.e., to sell a good to a buyer): (i) It may set the price too high, and (ii) the

quality of its good may not meet the buyer’s demanded level. Our proposed selling

algorithm considers both of these factors by allowing a seller to not only adjust the

price (equation (3.15)), but also optionally adjust the quality to its good (equation
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(3.17)). This strategy should provide the seller with more opportunities to win an

auction and consequently bring greater satisfaction to the seller. The value of our

proposed selling algorithm is demonstrated via experimentation in Chapter 4.

The underlying mechanism that facilitates our agents in buying and selling

goods is actually a form of the contract-net protocol [13, 63], where buyers announce

their requests for goods to all sellers via multi-cast or possibly broadcast. This

mechanism works well in small and moderate-sized environments. However, as

the problem size (i.e., the number of communicating agents and the number of

requested goods) increases, it may run into difficulties due to the slow and expensive

communication. The proposed buying algorithm provides a potential solution to

this problem: A buyer may send some volume of its requests for goods to its

reputable sellers instead of all sellers, thus reducing the communication load and

increasing the overall system performance.

In our proposed buying algorithm, a buyer selects a seller based on its own

experience and doesn’t communicate with other buyers for its decision5. We believe

that this type of learning has certain advantages: Buyers can act independently and

autonomously without being affected by communication delays (due to other buyers

being busy), the failure of some key-buyer (whose buying policy influences other

buyers), or the reliability of the information (the information received from other

buyers may not be reliable). The resultant system, therefore, should be robust [62].

5See Section 6.3.1 for a discussion of the challenges in designing a marketplace that allows for

such communication.
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5.2.2 Design Decisions

This subsection discusses the value of several design decisions that we have made

in order to improve our model.

Why Reinforcement Learning

We first provide justification for why we chose reinforcement as a learning method

for our agents. Clearly, an electronic marketplace is an uncertain environment where

buying and selling agents know little about one another and the environment may

change any time (e.g., new agents may enter the market, existing agents may leave

the market, information such as prices, the availability of products, product quality

etc. may be altered). As defined in Section 2.2.1, reinforcement learning explicitly

considers the problem of an agent that learns from interaction with an uncertain

environment in order to achieve a goal. The agent must learn what to do (i.e.,

how to map situations to actions) so as to maximize a numerical reward signal.

The learner is not told which actions to take as in most forms of machine learning,

but instead must discover which actions yield the most reward via a trial-and-error

search. It is this special characteristic of reinforcement learning that makes it a

naturally suitable learning method for trading agents in market environments.

The suitability of reinforcement learning can also be seen if we take a close look

at the activities of a buyer and a seller in an electronic marketplace. The buyer

observes the bids submitted by sellers, selects a seller, and receives the good from

that seller. The seller observes the request for good from a buyer, selects a price

to sell that good, and receives profit (if any) from the transaction. In general,

these agents get some input, take an action, and receive some reward. Indeed, this

framework is the same framework used in reinforcement learning, which explains
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why we chose reinforcement learning as a learning method for our proposed agents.

The experimental results reported in Section 4.1 confirm that in an electronic mar-

ket environment, a reinforcement learning agent fares significantly better than a

non-learning agent.

The fact that reinforcement learning is adopted by the 0-level agents presented

in [77, 78] also serves as a motivation for our consideration of this learning approach.

However, the expected value function learned by a 0-level buyer and the expected

profit function learned by a 0-level seller only take the price as their single vari-

able. This is problematic in marketplaces where various sellers may offer different

product qualities, and where multiple buyers may use different functions to evalu-

ate the goods they purchase. We overcome this problem by introducing variable s

(representing sellers) and variable b (representing buyers) into the expected value

function and the expected profit function, respectively. More discussion of this issue

is provided in the subsection labelled “Buyers Keep Track of Sellers’ Behaviours

and vice versa” under this section.

Disreputable Sellers

Reinforcement learning would allow a buyer to learn the best seller to purchase

from, so as to maximize its expected product value, if all sellers in the market offer

their goods with fixed quality. However, this is probably not the case, especially

in a market environment where some sellers may deliberately cheat by repeatedly

offering a good of high quality, followed by really low quality ones. This reality

suggests us to let a buyer model sellers’ reputation, and consequently put more

trust on the sellers that have had a good history in doing business with the buyer.

The reputation mechanism then pre-screens sellers in the market to form a set of

trustworthy sellers to which reinforcement learning will be applied. The motivation
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behind the use of reputation modelling is simply an analogy to human society in

which shoppers often prefer to purchase goods from a list of merchants that are

trustable (or reputable) to them. An early version of our model therefore was built

with the reputation threshold Θ, used to form the set of reputable sellers. How-

ever, the model did not have the disreputation threshold θ and the corresponding

set of disreputable sellers at that time. In an experiment later on we discovered

that our proposed algorithm did not protect buyers well enough from dishonest

sellers. Figure 5.5(a) shows the result of an early experimentation with large sized

marketplaces, namely the profit values made by the dishonest sellers from a buyer

using the combination of reinforcement learning and reputation modelling without

the implementation of the set of disreputable sellers.
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Figure 5.5: Profit values made by the dishonest sellers from a buyer using an early

version of our model which did not implement the set of disreputable sellers (a),

and from a buyer using the current version of the model (b).

As we can clearly notice, the dishonest sellers were able to make profit from the

buyer throughout the number of auctions tested. In other words, our early buyer
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could not avoid interaction with the dishonest sellers in the long run. The main

reason is that although the buyer gave priority to considering reputable sellers in

exploitation steps, it still chose the dishonest sellers in exploration steps, despite

the fact that it had been cheated repeatedly by these sellers in many times. To

eliminate this undesirable situation, we introduced into our model the disreputation

threshold θ to form the set of disreputable sellers, with whom the buyer would not

interact even in exploration steps. Of course, θ should be set low enough so that the

buyer would not mistakenly place any “innocent” seller in the disreputable set. We

provide suggestions on reasonable values for θ in Section 3.4. Figure 5.5(b) shows

the profit made by the dishonest sellers from a buyer using the current version of

our model, in the same experimental settings as that of Figure 5.5(a). Indeed, the

implementation of the disreputable threshold θ and its corresponding disreputable

set has done what we desire: The reputation mechanism provides much better

protection for buyers. The dishonest sellers are no longer able to make profit from

our proposed buyers in the long run.

Demanded Product Value

In the early version of our model, a buyer b did not maintain the demanded product

value ϑb(g) for the good g that it purchased. The reputation rating rb(s) of a seller

s was then updated based on the comparison of the true product value vb with

the expected product value f b. That is, rb(s) would be increased if vb ≥ f b;

otherwise, it would be decreased. We later found that these updating conditions

were inappropriate, since it would be possible for some seller s∗, who offered good g

with very low product value, to get into the set of reputable sellers if it continually

offered g with that low value. This could happen because the updating scheme

would increase the reputation rating of s∗ whenever the product value that s∗
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offered was equal to the value that it offered before, regardless whether or not

that value would satisfy the buyer’s need. Obviously, it would be inappropriate

for a buyer b to place in its reputable set some seller s∗ that had always offered to

it a good with unsatisfactory value. We solved this problem by introducing into

our model the demanded product value ϑb, which serves as buyer b’s threshold for

the true value vb of good g. For a good g, buyer b can determine ϑb(g) based on

the lowest quality that it would like g at least to have, the highest price that it

would be willing to pay for that quality, and the relative importance between these

two factors, as discussed in Section 3.4. This makes sense because naturally for a

particular good g, buyer b should have in its mind the lowest quality that it would

demand for g, and the highest price that it would agree to pay for that quality. As

a result, in our current model, a buyer b updates the reputation rating rb(s) of a

seller s based on whether or not the true product value meets its demanded product

value (equations (3.7) and (3.8)). We believe that these updating conditions are

appropriate, resulting in reasonable assignment of reputation ratings to sellers.

Buyers Keep Track of Sellers’ Behaviours and vice versa

In our proposed buying algorithm (Section 3.2.1), we let a buyer b keep track

of sellers’ behaviours by introducing the variable s in the buyer’s expected value

function f b(g, p, s). This is essential in marketplaces where sellers may alter the

quality of their goods. In such market environments, some good g may be offered

at the same price p but with greatly different qualities (and accordingly greatly

different product values) by different sellers. Buyer b therefore needs to keep track

of which seller offering which good g, in order to appropriately learn the best seller

from which to purchase g. Otherwise, an undesirable experience in buying g at

price p from some bad seller will mistakenly prevent buyer b from purchasing g at
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that price from other sellers, even though they are good sellers and providing g

with great value that meets the buyer b’s demanded product value.

Similarly, in the proposed selling algorithm (Section 3.2.2), a seller s keeps track

of buyers’ behaviours by using variable b in its expected profit function hs(g, p, b).

Since multiple buyers may have different opinions in evaluating the goods they

purchase (by adopting different true product value functions vb), seller s obviously

needs to track the behaviours of buyers. If s does not do so, then a failure in selling

good g at price p to some buyer b will falsely keep it from making the same offer

to other buyers, including those buyers who value g in a different way than b does,

and therefore may be happy to purchase g at price p from s.

It should be inferred from the above discussion that in a marketplace where

sellers offer goods with the same quality, buyers simply need to select the seller

with the lowest price, and therefore do not need to track sellers’ behaviours (and

accordingly, sellers’ reputation). Similarly, in a marketplace where different buyers

have the same point of view in evaluating the same good (by making use of the

same true product value function), sellers do not need to track buyers’ behaviours,

and therefore their profit function is reduced to only hs(g, p). We discuss as part

of our future work the case where sellers, instead of tracking individual buyers’

behaviours, may divide buyers into groups and keep track of groups of buyers’

behaviours (Section 6.3.2).

Quality as Cost

In our model, the quality q of a product is represented by a single numerical value,

but it could be a multi-faceted concept. As we discussed in Section 3.4, a buyer

b may consider q as a combination of several factors, e.g., physical product char-
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acteristics, technical support, delivery punctuality etc. In this case, buyer b may

calculate q as a weighted sum of these factors.

In the experiments reported in Chapter 4, we chose the quality of a good to

be equal to the cost for producing that good. Our choice supports the common

assumption that it costs more to produce high quality goods. This assumption

means that in general, quality should have a direct proportional relation to cost.

Without loss of generality, we chose this relation to be the simplest linear form, for

the purpose of simplicity and ease in implementation.

5.3 Reputation Mechanisms

We discuss in this section some possible advantages of the reputation mechanism

used in our proposed buying algorithm.

In an open market environment, new sellers may enter the market anytime.

Moreover, if the market is large enough, there may be some sellers that a buyer

b has not yet interacted with. Obviously, we need some reasonable way for buyer

b to assign its initial reputation ratings to these sellers. As opposed to [16], our

reputation function maps the set of sellers to the range (−1, 1), which allows buyer

b to naturally assign the neutral value of zero to new sellers or to sellers that b

has not yet had experience about, hence initiating the reputation models of these

sellers.

In contrast to [16] and [55], by introducing the reputation and disreputation

thresholds (Θ and θ), our reputation mechanism allows a buyer to partition the

set of all sellers in the market into three disjoint subsets, namely the reputable

sellers, the disreputable sellers, and the neither reputable nor disreputable sellers
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(i.e., those sellers that the buyer has not yet had enough information to decide on

their reputation). As a result, the buyer can quickly select a reputable seller while

avoiding the disreputable ones, whenever a purchase decision needs to be made.

Also, it can have easy access to the sellers whose reputation it has not yet decided

on in order to discover new reputable sellers. We believe that this design is especially

suitable for electronic marketplaces where the rate of transactions between trading

agents is usually high.

One of the most important issues for any model of reputation is how to adjust

it. A good adjusting (or updating) scheme should base its updating conditions

on appropriate factors in order to achieve reasonable modelling of reputation; yet

the updating scheme should not be too complicated to implement. The proposed

reputation mechanism uses a feasible updating scheme (equations (3.7) and (3.8))

the operation of which is based on the comparison of the true value of the good

purchased by a buyer and the product value demanded by that buyer. As men-

tioned in Section 5.2.2, these updating conditions depend on three factors, namely

(i) the price of the good, (ii) the quality of the good, and (iii) the relative im-

portance between price and quality as viewed by the buyer. Since these are the

most significant factors for the buyer to determine the value of the good purchased,

we believe our updating scheme is appropriate for market settings and therefore

provides reasonably accurate modelling of sellers’ reputation.

Our reputation mechanism is motivated by [84]. As in [84], our updating scheme

encourages sellers to offer high value goods and discourages them from offering low

value ones, by making use of the cooperation and non-cooperation factors (µ and

ν), respectively. However, in contrast with [84], we do not keep these factors fixed,

but take one step further to vary them as increasing functions of the true product

value (see equations (3.12) and (3.13)) in order to implement the common idea that
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a transaction with higher value should be more appreciated than a lower one and

vice versa. In other words, the reputation rating of a seller who offers higher value

goods should be better increased, and the reputation rating of a seller who greatly

disappoints should be more seriously decreased. We also implement the traditional

assumption that reputation should be difficult to build up but easy to tear down

by introducing the penalty factor λ > 1, by which we penalize a non-cooperative

seller λ times greater than we would award a cooperative one. Section 3.3 provides

a theoretical exploration of desirable values for λ.

Our modelling of reputation focuses on the individual dimension of reputation

which allows an agent to compute reputation ratings of others using its own expe-

rience. This is sufficient for our market model where buyers learn to select sellers

based on their own experience and do not communicate with other buyers in the

market6. We discuss, as a future research direction in Section 6.3.1, a possible

market environment where the social dimension of reputation is needed to allow

an agent to compute reputation ratings based on not only its own but also oth-

ers’ experience. We also describe in Section 6.3.5 some possible extensions of our

reputation mechanism for multi-agent systems other than market environments.

5.4 Chapter Summary

This chapter provides a detailed discussion of the value of our model. Section 5.1

contrasts and compares our model with other related e-commerce agent models. In

particular, Section 5.1.1 reviews several models in contrast with our model, namely

BargainFinder [3], Jango [14, 29], Kasbah [9], the model of shopbots and pricebots

[21, 22, 23], and the nested agent model [77, 78]. By analyzing these related models

6Section 5.2.1 discusses some advantages of this approach.
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we argue that the proposed trading agents of our model are autonomous, able

to learn to adapt themselves to environmental changes, and able to avoid costly

computation in making decisions. Section 5.1.2 respectively compares our buyers

and sellers to 1-level buyers and 0-level sellers proposed in [77, 78], which we consider

as the most related work to ours. Two comparison criteria are measured, namely

satisfaction level and computational costs. The experimental results show that

our proposed buyers and sellers outperform the 1-level buyers and 0-level sellers,

respectively.

Section 5.2 discusses the merits of our model. It begins in Section 5.2.1 with

a discussion on the following potential advantages that the proposed model may

offer: First, the proposed model can be used in designing electronic marketplaces

and effective participant trading agents. Secondly, the proposed buying algorithm

should reduce computational costs and bring greater satisfaction to buyers. Thirdly,

the proposed selling algorithm should give more opportunities for sellers to make

sales and therefore increase their profits. Fourthly, the proposed buying algorithm

provides a potential solution to reduce communication load and hence improve the

overall system’s performance. Finally, the fact that buyers do not rely on com-

munication with one another should result in more robust systems. Section 5.2.2

discusses the value of certain design decisions that have been made within the

model. These decisions include the choice of reinforcement learning as a suitable

learning method for trading agents in market environments, the necessity of identi-

fying the set of disreputable sellers, the need for introducing the demanded product

value, and the need for letting buyers’ keep track of sellers’ behaviours and vice

versa.

Section 5.3, the last section of the chapter, comments on the advantages of

the reputation mechanism used in the proposed algorithm. First, it allows for a
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natural initialization of neutral reputation rating on new sellers and those sellers

that a buyer has not yet had experience with. Secondly, it enables the buyer to

quickly select a reputable seller while staying away from the disreputable ones,

and also to have easy access to the neither reputable nor disreputable sellers for

discovering new reputable sellers. Thirdly, the proposed reputation mechanism

provides a feasible and appropriate updating scheme for market settings. Finally,

the proposed reputation mechanism implements two reasonable traditional ideas,

namely (i) reputation should be difficult to build up but easy to tear down, and

(ii) the extent to which the reputation rating of a seller is increased or decreased

should be based on the value of the transaction that it offers.



Chapter 6

Conclusions

In this chapter we provide a summary of the thesis followed by its contributions.

We end the chapter with a number of future research directions.

6.1 Thesis Summary

This thesis addresses the problem of how to develop learning algorithms that guide

the behaviours of buying and selling agents participating in electronic market en-

vironments. Section 3.1 presents an agent market model suitable for e-commerce

applications. This agent market model is equipped with a feasible contract-net like

buying and selling process that allows trading agents in the market to exchange

goods with one another. It also takes into account the open, dynamic, and unpre-

dictable natures of a multi-agent market environment. Section 3.2 proposes our

reputation-oriented reinforcement learning based algorithms for buyers and sellers,

respectively. Our buyers learn to maximize their expected values of goods using

reinforcement learning. In addition, they model sellers’ reputation by dynamically

146
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maintaining sets of reputable and disreputable sellers, and consider selecting suit-

able reputable sellers while avoiding the disreputable ones. This strategy enhances

the buyers’ chance of purchasing high value goods and reduces their risk of receiving

low value goods, and therefore brings better satisfaction to the buyers. Our sellers

learn to maximize their expected profits by using reinforcement learning to adjust

prices, and also by altering product quality in order to provide better customized

goods to meet the buyers’ specific demands. Section 3.3 theoretically shows that

a dishonest seller may not cause infinite loss to a buyer if the buyer properly sets

its penalty factor λ while modelling sellers’ reputation. Section 3.4 discusses the

parameters used in the proposed algorithms and provides general guidelines for

setting these parameters.

Chapter 4 presents the experimentation that we have performed to measure

the value of our model on both microscopic and macroscopic levels. On the micro

level, we were interested in examining the individual benefit of agents, particularly

their level of satisfaction. Our experimental results confirm that in both modest

and large-sized marketplaces, buyers and sellers following the proposed algorithms

achieve better satisfaction than buyers and sellers who only use reinforcement learn-

ing, with the buyers not modelling sellers’ reputation and the sellers not considering

adjusting the quality of their goods. On the macro level, we studied how a market

populated with our buyers and sellers would behave as a whole. Our results show

that such a market can reach an equilibrium state where the agent population re-

mains stable (as some sellers who repeatedly fail to sell their goods may decide to

leave the market), and this equilibrium is beneficial for the participant agents.

Chapter 5 offers a detailed discussion on the value of the proposed model. In

particular, Section 5.1 compares and contrasts our model with other related e-

commerce agent models. This section also provides an experimental comparison
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between our trading agents and those proposed in [77, 78], which we consider as

the most related work to ours. The experimental results indicate that our proposed

agents are able to achieve better performance in terms of satisfaction and compu-

tational costs. Section 5.2 discusses the merits of the proposed model. It presents

a number of potential advantages that the model may offer, including the effective-

ness and feasibility of the model, the greater satisfaction of agents following the

proposed algorithms, the potential solution to reduce expensive and slow commu-

nication load, and the robustness of a system populated with the proposed agents.

This section also discusses the value of several design decisions that we have made

within the model. Section 5.3 provides detailed comments on the advantages of the

reputation mechanism which our proposed buyers use to model sellers’ reputation

in the market: First, it allows a buyer to naturally assign neutral reputation rating

to sellers, hence initiating models of entirely new sellers. Secondly, it enables a

buyer to quickly access the reputable sellers while staying away from the disrep-

utable ones, and also to explore the neither reputable nor disreputable sellers in

discovering new reputable sellers. Thirdly, it provides a feasible updating scheme

that allows for the reputation models of sellers to be adjusted appropriately over

time. Finally, the proposed reputation mechanism implements two reasonable and

traditional assumptions about reputation, namely reputation should be difficult to

build up but easy to tear down, and a transaction with higher value should be more

appreciated than a lower one.

6.2 Contributions

The contributions of this thesis are summarized in the following bullet points:

• We present a feasible agent market model which is suitable for e-commerce
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applications. Our market model takes into consideration several important

factors of a multi-agent market environment, namely its open, dynamic, un-

certain and untrusted natures.

• We propose a learning algorithm for buying agents in electronic marketplaces

that uses a combination of reinforcement learning and reputation modelling.

We have theoretically shown that by properly setting the penalty factor, a

proposed buyer can avoid suffering infinite loss caused by a dishonest seller

(Section 3.3). We have experimentally demonstrated the value of our pro-

posed buying algorithm in both modest and large sized marketplaces: Buyers

following the proposed algorithm obtain better satisfaction level than buyers

using reinforcement learning alone. In particular, buyers following the pro-

posed algorithm are able to avoid interaction with dishonest sellers (Section

4.1).

• We also propose a learning algorithm that enables selling agents to learn

to maximize their expected profits by using reinforcement learning to adjust

prices for and by providing more customized value to their goods. The value of

adjusting product quality to provide more customized product value (in addi-

tion to using reinforcement learning) is confirmed in Section 4.1, where sellers

following the proposed algorithm have been experimentally demonstrated to

achieve better satisfaction than sellers using reinforcement learning alone.

• By proposing a feasible agent market model as well as effective learning algo-

rithms that govern how buying and selling agents in an electronic marketplace

should act and make decisions, this thesis should provide an example for AI-

system designers in developing effective trading agents and desirable market

environments.
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• The thesis demonstrates that reputation modelling can be used as an effec-

tive means to deal with dishonest, unreliable agents in a marketplace. It also

presents a specific framework for representing and updating the reputation of

sellers in electronic marketplaces. Further, the thesis shows that reputation

modelling can be incorporated with reinforcement learning techniques to de-

sign intelligent agents that participate in an open, dynamic, uncertain and

untrusted market environment.

• Finally, the work in this thesis shows that market-based multi-agent environ-

ments provide a useful test-bed for the application of AI-learning techniques,

especially reinforcement learning.

6.3 Future Work

This thesis present a number of possibilities for future research which are listed

below.

6.3.1 Buyers Forming Neighbourhoods

We would like to investigate more sophisticated learning algorithms that allow

agents to cooperate with one another to better achieve their goals. Specifically,

we are interested in considering the case where buyers in the market form neigh-

bourhoods such that within a neighbourhood they inform one another of their

knowledge about sellers. The buyers then use their own knowledge combined with

the informed knowledge to make purchase decisions. Interesting issues to explore

may include the following:
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How Neighbourhoods Should Be Formed

At this time we foresee two possibilities based on which neighbourhoods of buyers

may be formed, namely geography and similarity. The first one suggests that buyers

that are geographically close to one another may form a neighbourhood. Examples

are buyers that represent human users in the same company, organization, commu-

nity etc. The advantage of geography-based neighbourhoods is that members of a

neighbourhood should enjoy fast and inexpensive communication. However, they

may have different ways to value the goods they purchase, and accordingly differ-

ent views on sellers’ reputation. In this case, a method for interpolating and hence

making use of the knowledge exchanged by members of different views is obviously

needed. The second possibility suggests that buyers that have similar views on

evaluating the goods they purchase may form a neighbourhood (e.g., buyers that

utilize similar true product value functions). Since these buyers should also have

similar views on the models of sellers’ reputation, they should greatly make use of

the knowledge about sellers that they exchange with one another. Nevertheless,

the tradeoff is that they may incur slow and expensive communication, especially

when they are scattered geographically far away from one another.

What Knowledge to Exchange and How to Use It

We think that buyers should exchange with each other their knowledge about sellers’

reputation. As an example, consider a neighbourhood N consisting of n buyers,

namely N = {b1, b2, ..., bn}. A buyer bi may exchange with its neighbours the

reputation rating rbi(s) of every seller s in the market. In return, bi receives the

reputation ratings rb1(s), rb2(s), ..., rbi−1(s), rbi+1(s), ..., rbn(s) from its neighbours,

namely buyers b1, b2, ..., bi−1, bi+1, ..., bn. Assume that buyer bi equally trusts its
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neighbours, and that all members of the neighbourhood utilize similar functions

to evaluate the goods they purchase. Thus, one possible way for buyer bi to make

use of the exchanged information is to simply update its reputation rating with the

average value of all ratings (including its own one):

rbi(s) ← rb1(s) + rb2(s) + . . . + rbi(s) + . . . + rbn(s)

n
=

∑n
i=1 rbi(s)

n
(6.1)

This approach should work in marketplaces where there is sufficient supply of goods.

In such markets, buyers do not compete with one another for goods and therefore

should provide trustworthy information. However, in marketplaces where supply

is lacking, some buyers may have the incentive to give misleading information due

to competition. This situation initiates the need for a social trust (or reputation)

model that allows a buyer, say b1, to compute the trust (or reputation) rating of

another buyer, say b2, based on not only its own experience but also the experience

of other buyers about b2. This is especially essential when b1 has not yet had enough

experience about b2. To us, the latter is an interesting case and deserves exploration.

Some researchers have been working on modelling trust (or reputation) with this

social aspect [16, 55, 84, 85]. An examination of the existing models is therefore

required, with the possibility of developing a new model that is suitable for the

task. In particular, Breban and Vassileva [6, 76] have examined the use of trust to

determine coalition formation for improved buying activities. Their approach uses

a trust evolution function, based on that of [30]. For future work, it would be useful

to study how to begin with the model proposed in [6, 76] but extend it to include a

richer model of trust, building on the framework for reputation modelling included

in this thesis.
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How Often Buyers Should Communicate

We predict that this form of transferring knowledge should be beneficial (in terms

of speeding up the learning process) for new buyers who have just entered the

market and who therefore can use the experience of existing buyers to make sat-

isfactory purchase decisions, without having to undergo several trials to build up

enough experience for themselves. In addition, for a marketplace where new sellers

frequently join in, buyers may need to communicate with one another periodically

so that those buyers who have had experience with the new sellers may share their

knowledge with the buyers who have not. Furthermore, we need a clear specifica-

tion that enumerates all situations in which a buyer may be necessarily triggered

to communicate with its neighbours.

How Much a Communicating Buyer Gains

Intuitively, in a marketplace where buyers do not have incentives to provide false

information and therefore can trust one another, a communicating agent should

be able make more informed purchase decisions by using the knowledge shared

by its neighbours. This probably results in the buyer’s purchases of higher value

goods and hence better satisfaction, compared to the case where the buyer does

not communicate with its neighbours. However, the buyer must also incur a cost

due to the necessary communication. A careful cost-benefit analysis is thus needed

to justify the usefulness of the approach.

6.3.2 Sellers Modelling Groups of Buyers’ Behaviours

We discussed in Section 5.2.2 that a seller essentially needs to track the behaviours

of buyers when the buyers have different opinions in evaluating the good they pur-
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chase, by adopting different true product value functions. However, the modelling

of buyers’ behaviours may not be necessary when buyers in the market have similar

evaluation functions for the goods they purchase.

The above discussion suggests that it is possible to explore an additional version

of the proposed selling algorithm in which a seller divides buyers into groups that use

similar true product value functions and keeps track of groups of buyers’ behaviours,

instead of individual buyers’ behaviours. Suppose, a seller s divides buyers into n

groups, namely Γ1, Γ2, ..., Γn, then this additional version can be obtained from

the proposed selling algorithm described in Section 3.2.2 by substituting b with Γi

in the expected profit function hs(g, p, b), the production cost function cs(g, b), and

the actual profit function φs(g, p, b), where Γi is the group that buyer b belongs to.

We believe that the approach for sellers to model groups of buyers should have

at least the following advantages:

• Since the number of buyer groups may be considerably less than the number

of all buyers in the market, this approach should reduce the size of a seller’s

internal database and accordingly the search space, resulting in improved

performance when the seller searches for an optimal price to sell some good.

• More importantly, this approach allows a seller to significantly reduce the

number of customized versions of a good to be maintained. That is, instead

of producing so many versions of a good tailored to meet specific demands

of all individual buyers in the market, the seller now only needs to produce

a much smaller number of versions of the good, which are customized for the

different groups of buyers.

However, this approach also presents several issues to be addressed.
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• How to measure the similarity between buyers’ true product value functions

(especially when the buyers may not explicitly let sellers know their functions)

in order to classify buyers into groups.

• How to update the models of groups of buyers appropriately over time.

• How to detect if any buyer has changed the way it evaluates the goods it

purchases (i.e., changed its true product value function) and therefore should

be removed from its current group and placed in another group, resulting in

both groups to be updated.

• Finally, a formal analysis is needed to justify the approach, considering its

advantages and the complexity in addressing the above issues.

6.3.3 Negotiation

It is possible to add negotiation into our proposed algorithms. Negotiation is a pro-

cess in which two or more agents communicate their positions (which are probably

conflicting) and then try to reach an agreement by making concessions or searching

for alternatives (page 104 of [81]). For instance, a buyer in our market model, after

deciding on a suitable seller, may start negotiating with the seller over the price and

possibly the quality of the good. Obviously, implementing this approach requires

that a negotiation mechanism (i.e., a set of negotiation rules) be built into the

agent market model. This set of rules should clearly specify how the agents have to

interact in order to come to a joint decision. The negotiation mechanism should be

designed such that the agents in the market, regardless of their origin, capabilities

or intentions, will interact fairly and efficiently. In other words, it should have at

least the following properties:
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• Efficiency: The agents should not waste resources in reaching an agreement.

• Simplicity: The negotiation process should not impose costly computational

and bandwidth demands on the agents.

• Fairness: The mechanism should not be biased against any agent due to

arbitrary or inappropriate reasons.

A number of efforts have been done in the field of agent negotiation [12, 13, 32,

39, 63]. We believe that a careful analysis should be performed on existing works

to find an appropriate negotiation mechanism with the possibility of modifying or

developing an entirely new one, in order to embed negotiation into the proposed

algorithms. One promising approach is outlined in [44]. In this research, buyers and

sellers negotiate based on the preferences of their users, incorporating a modelling

of the user’s risk attitude.

An appropriate contracting mechanism is also needed for the market model

when implementing this negotiation approach. While the negotiation mechanism

concerns the process of finding a joint agreement between agents, the contracting

mechanism concerns how the agents should commit themselves to the agreement.

In general, there are two standard types of contracts, namely unbreakable and

breakable contracts. For an unbreakable contract, once the contract is made, it

is binding: The agents can not back out but have to follow through with it, no

matter how future events may occur [38, 52, 56]. A breakable contract, however,

allows agents to de-commit (i.e., to be free from the obligations of the contract)

upon certain conditions or events. Two common forms of breakable contracts are

contingency contracts [51] where the obligations of a contract are made contingent

on future events, and levelled commitment contracts [1, 58] where an agent that
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wants to de-commit can do so by paying a de-commitment penalty to the other

party.

Breakable contracts have a significant advantage over unbreakable ones: They

allow agents participating in dynamic environments to flexibly adjust their de-

cisions according to environmental changes, which may make existing contracts

unprofitable or unfavorable. Nevertheless, they also present some disadvantages.

Contingency contracts have at least three problems when used among self-interested

agents [81]: First, they become awkward as the number of relevant future events

to be monitored increases. Further, the value of the contract may depend on com-

binations of events, resulting in a potential combinatorial explosion of items to be

conditioned on. Secondly, it is often impossible to enumerate all possible relevant

future events in advance. Thirdly, a relevant event sometimes is only observable

by one of the agents, which may give this agent an incentive to lie to the other

party of the contract. Levelled commitment contracts, even though they look in-

tuitively more appealing, are not obviously beneficial. First, the gain of the agent

that breaks the contract may be smaller than the loss of the other party, resulting

in an overall loss of the society. Secondly, the agent may commit insincerely: A

sincere agent would de-commit whenever the difference between the gain from de-

commitment (by contracting with another party) and the de-commitment penalty

(that it has to pay to the current party) is greater than the value of the current

contract. However, a self-interested agent may be more reluctant to de-commit if it

takes into account the possibility that the other party may also want to de-commit,

in which case the former agent would be free from the contract obligations, would

not have to pay the penalty to the latter but instead collect the penalty from the

latter. Due to such reluctant de-committing situations, a contract may end up

being kept, while breaking it would be better from the social welfare perspective.
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Essentially, a formal analysis of existing contracting mechanisms or the design of

new ones needs to be done if we would like to equip our proposed algorithms with

the negotiation feature.

6.3.4 Auctions

A possible research path to which our work may be extendible is the design of

versatile trading agents that can participate not only in common marketplaces,

but also in various auction environments. Auctions have been known as popular

mechanisms for allocating resources among agents in multi-agent environments [59].

There are several auction types which require different market mechanisms accord-

ingly. In an English auction, each bidder is free to raise her bid. The auction ends

when no bidder is willing to raise her bid anymore, and the highest bidder wins

the item at the price of her bid. In a Dutch auction, the auctioneer continuously

lowers the price of the item until one of the bidders agrees to take the item at the

current price. In a Vickrey auction, each bidder submits one bid without knowing

the others’ bids. The highest bidder wins, but at the price of the second highest

bid. In a continuous double auction, sellers continuously decrease their asks while

buyers continuously increase their bids until the highest bid is not less than the

lowest ask, which results in a transaction. In a parallel auction, items are open

for auction simultaneously, and a bidder may place her bids for different items at

the same time. In a combinatorial auction, bidders are allowed to place bids for

arbitrary combinations of items.

Combinatorial auctions are particularly of interest to us because of their appro-

priateness in situations where bidders have preferences over combinations of items.

For example, an agent a may want two goods, say g1 and g2, such that obtaining
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one good is useless without the other. Bidding for g1 and g2 individually (in se-

quence or in parallel) is obviously not preferable since it exposes the agent to the

risk of obtaining one without the other. In a combinatorial auction, the auctioneer

has to decide on how best to allocate individual items to those combinations for

which bids are placed, with the aim of maximizing the auctioneer’s revenue. This

problem is known as the optimal winner determination problem, which turns out to

be NP-complete [59]. It is therefore interesting and challenging for researchers to

find algorithmic solutions to this problem that are feasible and useful in practice.

A number of efforts have been invested in exploring solutions to the optimal

winner determination problem. To our knowledge, these efforts can be represented

by four lines of work, namely the Dynamic Programming Algorithm (DPA) by

Rothkopf et al. [53], the Optimal Search Algorithm (OSA) by Sandholm [59], the

Structured Search Algorithm (SSA) by Fujishima et al. [19], and the Stochastic

Local Search Algorithm (named Casanova) by Hoos and Boutilier [25].

DPA solves the optimal winner determination problem by evaluating all possible

allocations. It has running time O(3n), where n is the number of items to be

auctioned [53]. It executes the same algorithmic steps regardless of which bids have

actually been submitted. As pointed out in [59], this algorithm will quickly become

infeasible when the number of items is increased above 25. Thus, the algorithm is

only useful when the number of items is sufficiently small so that O(3n) operations

can be carried out in a reasonable amount of time.

Unlike DPA, OSA makes use of various preprocessing and pruning techniques

to exploit the bid structure, and therefore restrict the search. Hence, if the number

of bids received is relatively sparse compared to the space of possible bids, OSA

will achieve a much better performance than DPA. Furthermore, OSA is a complete

algorithm, which means that if given enough time it will find an optimal solution.
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OSA also has the useful anytime feature; that is, if the algorithm does not finish

execution in the desired amount of time, it can be terminated prematurely and

still guarantee a feasible solution that improves monotonically over time. Although

OSA has been shown to perform reasonably well on problems of moderate size, it

may become inadequate or even infeasible when problem instances are large, or

when solutions are needed quickly. The reason for this is that OSA necessarily

spends considerable amount of time “proving” that the solution it produces is opti-

mal, at the expense of quickly providing high quality (though perhaps suboptimal)

solutions.

SSA is also a complete algorithm with the anytime feature. It uses depth-first

search (DFS) to find optimal solutions but cleverly structures the search space

using preprocessing, caching, and pruning techniques to allow the search to find

optimal solutions rather effectively. Although SSA seems similar to OSA in terms

of exploiting the structure of bids to restrict the search, there is an important

difference between the two approaches: OSA performs a secondary DFS to identify

non-conflicting bids (i.e., bids whose combinations do not share items), whereas

SSA’s structured approach allows it to avoid considering most conflicting bids.

For modest-sized problems, SSA demonstrates good performance in both finding

optimal allocations, and as an anytime algorithm (providing good allocations prior

to finding optimal allocations). However, as the problem size increases, it may

become infeasible as in the case of OSA.

Casanova applies stochastic local search techniques to tackle the optimal winner

determination problem. It has been experimentally shown in a number of test cases

to work faster than SSA, especially in large problem instances where it is able

produce relatively high quality solutions to the problems [25]. However, Casanova

is an incomplete algorithm. That means, in practice, if given enough time, it may
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find an optimal solution; but it can not be used to prove the optimality of any

solutions it finds nor can it guarantee the quality of the solutions.

Due to the computational complexity of the optimal winner determination prob-

lem, we believe that there is still sufficient room for researchers to improve existing

algorithms or to design entirely new ones. We are interested in taking part in this

interesting task as one of our future research paths. Since the market mechanism of

combinatorial auctions is completely different from that of common marketplaces

that we consider in this thesis, we do not hope to re-use or modify our proposed

algorithms and fit them into the combinatorial auction setting. In fact, different

auctions require different market mechanisms, and accordingly different algorithms

for their participant agents. Thus, to pursue this line of research, we need to

carefully study the problem, analyze the advantages and drawbacks of existing so-

lutions in order to invent new solutions that have more advantages than and avoid

the drawbacks of the existing ones. In addition, two topics worth exploring as an

extension of our current research are: (i) Whether it is possible to allow sellers

to vary the quality of their goods in combinatorial auctions, and (ii) whether it is

possible for buyers to include the modelling of reputation in parallel auctions.

6.3.5 Reputation Modelling

Electronic market-based multi-agent systems are typically untrusted environments

where, as in human society, there may exist unreliable or dishonest trading agents.

In such environments, it is very important for an agent a to know the reputation

(or trustworthiness) of an agent b before a can initiate a commercial transaction

with b. Consequently, the notion of reputation (or trust) in human society should

be modelled in multi-agent electronic marketplaces.
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Reputation and trust are two inter-related concepts and at times may be used

interchangeably: If agent b is considered reputable by an agent a, it is trusted by a.

Conversely, if agent b is considered disreputable by agent a, it is not trusted by a.

A good modelling of reputation should help honest agents to find reliable trading

partners, to avoid interaction with dishonest agents, and to cooperate with one

another to weed the dishonest, antisocial agents out of the environment. Further,

a desirable modelling of reputation should have at least the following properties:

(i) Individualized: The model should allow an agent to decide the reputation

of another agent based on its own experience with that agent. Moreover, if

should take into account personal opinions of agents (e.g., high value transac-

tions should be regarded as more important than low value ones, reputation

should be difficult to build up but easy to tear down etc.).

(ii) Socialized: The model should consider the social aspect of reputation. In

particular, it should provide a way for an individual agent to use the experience

of others to complement its own experience in deciding the reputation rating

of a particular agent.

(iii) Ontologically-structured: Reputation may be considered as a multi-faceted

concept. For instance, the reputation of being a good Internet provider is

composed of the reputations of offering low price, high speed, and friendly

customer service etc.

(iv) Computable: The model should provide a feasible method to combine several

aspects of reputation (e.g., individual, social, and ontological) and quantify

them into a unified, comparable measure. The computing process should not

be too complicated and computationally expensive.
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(v) Adjustable or evolutional: The model should be equipped with an effective

updating scheme based on which models of reputation can be appropriately

adjusted as the agents’ experiences evolve (or change) over time.

(vi) Distinctive: The model should make a clear distinction between being disrep-

utable and lack of knowledge about reputation. Accordingly, it should provide

an appropriate way for an agent a to initialize the reputation model of some

agent b who is neither reputable nor disreputable to a. That is, a does not

have sufficient knowledge to decide on the reputation of b.

Recently, there has been a growing interest in modelling reputation (and trust),

mainly driven by the advent of e-commerce [15, 16, 30, 47, 55, 84]. In general,

although existing models possess certain advantages, they also have a number of

major drawbacks. The reputation models used by eBay [15] and Nextag [47] elec-

tronic marketplaces are not well individualized. In particular, these models do

not differentiate private trading experiences: They increase the reputation rating

of a trader by one after a satisfactory transaction with that trader, and similarly

decrease the reputation rating of the trader by one after an unsatisfactory transac-

tion, regardless of the transaction value. In other words, they unfairly consider high

value transactions just as important as low value transactions. The model proposed

in [16] does not clearly distinguish between distrust and lack of knowledge about

trust. Moreover, it does not provide a method to combine different trust ratings

into a unified value. The reputation model presented in [55] suggests a very com-

plex method for calculating reputation rating without any guidelines for choosing

the normalized factors involved in the calculation process. The method to compute

social reputation ratings via propagation described in [84] may result in conflicting

values. Also, its updating scheme using specific evidence factors leads to the similar
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drawback as the cases of eBay and Nextag marketplaces. Section 2.3 provides a

more detailed description and analysis of the advantages and shortcomings of the

models presented in [16], [55], and [84].

We are interested in further exploring the issue of reputation in the context of

electronic market-based multi-agent systems. The reputation mechanism that we

propose in this thesis has a number of advantages as discussed in Section 5.3. It

possesses almost all the above-mentioned desirable properties except for the social

aspect. An obvious step for future work, therefore, is to try to incorporate a social

dimension into our modelling of reputation, as we investigate the case where buying

agents form neighbourhoods to exchange knowledge about sellers (Section 6.3.1).

Our goal is to sharpen our reputation mechanism so that it will become more and

more effective in protecting honest agents and accordingly in dealing with dishonest,

unreliable, or anti-social agents.

One specific topic to examine more closely, as we extend our study of reputation

mechanisms, is to determine the value of modelling the time of transaction with

an agent. Jonker and Treur [30] propose a formal trust model in which their trust

update function makes use of an inflation parameter to implement the fact that

recent experiences are more important than older ones. Our current thought is

that in market environments, it is the value of a transaction rather than its recency

that should matter. That is, in our view, an agent a1 should not forget the fact

that an agent a2 was not cooperative with it in a one-million-dollar transaction in

the past, and trust agent a2 just because a2 has recently been cooperative with it

in a few one-dollar transactions. However, we would like to study the pros and cons

of this model more carefully in future work.

In addition, studying how best to integrate reputation models into more complex

multi-agent system environments is another possible direction for future research.
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Our modelling of reputation should be applicable for multi-agent systems (other

than market environments), where unreliable or dishonest agents may exist. For

example, in the predator-prey problem (described in Section 2.2.4), the information

exchanged by the predators may not be reliable due to their competition to catch

the prey. It is therefore obvious that a reputation (or trust) mechanism is needed

to help the predators to measure how much they should trust one another, and

accordingly to what extent they should follow one another’s advice.



Appendix A

Example of an Auction for

Information Goods

This appendix provides an example of how an auction is possibly carried out in our

agent market model, to clarify terms such as auction, announcing a need for a good

and adjusting the quality of a good.

Consider an electronic marketplace of information goods and services where

a query-answering service is defined as a good, and all agents providing query-

answering services are considered as sellers of the same good. Suppose that a

buying agent bi would like to know about economical vehicles. According to our

buying and selling protocol (Section 3.1), bi announces its need by electronically

sending to all sellers in the market a query, say most fuel efficient vehicles. We view

this action of buyer bi as the initiation of an auction in which bi is the auctioneer,

and those sellers who will submit price bids to provide answers to the query are

bidders.

Suppose that n sellers (n > 1), namely s1, s2, . . . , sn, send their price bids
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p1, p2, . . . , pn respectively, to buyer bi to deliver their answers to bi’s query. Further,

suppose that buyer bi follows the proposed buying algorithm. It therefore chooses

among its reputable sellers a suitable one, say sj (1 ≤ j ≤ n), in order to purchase

the answer from (equation (3.3)). In our terminology, seller sj is said to be winning

the auction. Buyer bi then pays seller sj (probably by sending its credit card

information or by direct electronic fund transfer) and receives from seller sj answer

aj to its query. Answer aj may look like the following1:

TOYOTA COROLLA < Picture of vehicle >

Engine: 1.8 L, 4 cylinders

Transmission: Manual 5 speed

Fuel Consumption:

City 7.1 L/100 km (40 mpg)

Hwy 5.3 L/100 km (53 mpg)

Annual Fuel Cost: $758

Annual Fuel Use: 1131 L

FORD FOCUS < Picture of vehicle >

Engine: 2.0 L, 4 cylinders

Transmission: Manual 5 speed

Fuel Consumption:

City 8.6 L/100 km (33 mpg)

Hwy 6.0 L/100 km (47 mpg)

1This is only an example and therefore should NOT be based on to make vehicle purchase

decisions.
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Annual Fuel Cost: $892

Annual Fuel Use: 1332 L

VOLKSWAGEN JETTA < Picture of vehicle >

Engine: 1.9 L, 4 cylinders

Transmission: Manual 5 speed

Fuel Consumption:

City 5.6 L/100 km (50 mpg)

Hwy 4.3 L/100 km (66 mpg)

Annual Fuel Cost: $605

Annual Fuel Use: 903 L

HYUNDAI ELANTRA < Picture of vehicle >

Engine: 2.0 L, 4 cylinders

Transmission: Manual 5 speed

Fuel Consumption:

City 9.6 L/100 km (29 mpg)

Hwy 6.5 L/100 km (43 mpg)

Annual Fuel Cost: $984

Annual Fuel Use: 1469 L

Continued ...

Buyer bi may determine the quality of answer aj based on (i) the number of vehicle

models listed, (ii) the relevance of the information provided, and (iii) the time it
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took for answer ai to arrive. In particular, buyer bi may compute the quality of

answer aj as a weighted sum of these factors. Buyer bi then calculates the true value

of answer aj using its true product value function, and updates its expected value

function using equations (3.5) and (3.6). Assume that buyer bi is satisfied with

answer aj, it hence increases the reputation rating of seller sj based on equation

(3.7).

Consider a seller sk (k 6= j) that was unsuccessful in selling its answer ak at

price pk to buyer bi during the above-mentioned auction. If sk follows our proposed

selling algorithm, it will update its expected profit function using equation (3.15).

Since sk made no profit in the auction, its actual profit function is assigned zero

value (equation (3.16)), resulting in the expected profit function being updated

with a smaller value than before. This implies that seller sk will probably choose

some lower price than pk to sell its answers to buyer bi in future auctions, according

to equation (3.14).

Assume that seller sk once succeeded in making a sale to buyer bi, but has been

unsuccessful for a number of consecutive auctions since then, despite its adjustment

of the price. Seller sk therefore may believe that the quality of its answers has not

met buyer bi’s need. As a result, it may decide to improve the quality of its answers

by, for instance, performing one or a combination of the following:

• Providing more items in its answers, e.g., including German and Korean ve-

hicles in addition to American and Japanese vehicles.

• Adding more relevant information, e.g., consumers’ statistical information

such as annual fuel cost, annual maintenance cost etc.

• Making the format of its answers more graphical, e.g., adding pictures of

vehicles etc.
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In general, a quality improvement should result in an increase in production cost

(equation (3.17)). This is especially obvious for the above-listed improvements:

In order to provide more items, sk will have to establish more networked links to

other manufacturers. More statistical information means more costs to compute or

generate the information. More graphics require more storage (to contain them),

faster connection (to transfer them), and graphical technology built in the system

(to handle them).



Appendix B

Glossary of Mathematical

Symbols

This appendix provides a glossary of the mathematical symbols that we used in

describing our proposed algorithms. In particular, we list these symbols together

with their meanings and the pages where they were first defined.

Symbol Meaning First Defined

G Finite set of goods p. 52

S Finite set of sellers p. 52

B Finite set of buyers p. 57

P Finite set of prices p. 52

Q Finite set of qualities p. 53

rb(s) reputation rating assigned to seller s by buyer b p. 52

Θ Reputation threshold (0 < Θ < 1) p. 52

θ Disreputation threshold (−1 < θ < 0) p. 52
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Symbol Meaning First Defined

Sb
r Set of reputable sellers to buyer b p. 52

Sb
dr Set of disreputable sellers to buyer b p. 52

f b(g, p, s) Buyer b’s expected value of buying good g at

price p from seller s p. 53

vb(g, p, q) True value of good g to buyer b, with p and q

being the price and quality of g, respectively p. 53

α Learning rate (0 ≤ α ≤ 1) p. 54

ϑb(g) Product value demanded by buyer b for good g p. 54

µ Cooperation factor (µ > 0) p. 54

ν Non-cooperation factor (ν < 0) p. 55

∆vb ∆vb = vb
max − vb

min, with vb
max and vb

min being

the maximum and minimum value of vb(g, p, q) p. 56

µmin Minimum value of µ p. 56

λ Penalty factor (λ > 1) p. 56

hs(g, p, b) Seller s’s expected profit of selling good g at

price p to buyer b p. 57

cs(g, b) Cost of seller s to produce good g for buyer b p. 57

φs(g, p, b) Actual profit of seller s if it sells good g at

price p to buyer b p. 57

Inc Quality increasing factor p. 58

Dec Quality decreasing factor p. 58

Table B.1: Glossary of the mathematical symbols used in the description of the

proposed algorithms.
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