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Abstract

Admission control is a key element for providing quality of service in a mobile cellular network.

The problem of admission control in packet-switched cellular networks is more challenging compared

to their circuit-switched counterparts due to packet-level network interactions. Although packet-based

architectures allow for more efficient sharing of scarce radio resources, admission of new connections

into the network is more complicated. The concept known as effective bandwidth is a simple yet efficient

approach for admission control and resource allocation in wireline networks. This paper introduces the

notion of mobile effective bandwidth which extends the classical effective bandwidth concept introduced

for wireline networks to cellular packet networks. The main idea is to consider the spacial multiplexing

due to user mobility in computing an effective bandwidth for variable-bit-rate connections. Based on

this concept, an admission control algorithm is proposed which guarantees a prespecified packet loss

probability while achieving zero connection dropping probability. This is a sharp diversion from the

existing admission control schemes which can not completely eliminate connection dropping because

of the underlying circuit-based architecture.

†corresponding author
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I. I NTRODUCTION

Emerging wireless technologies such as 3G [1] and 4G [2] tend to be packet-switched rather

than circuit-switched because the packet-based architecture allows for better sharing of limited

wireless resources. In a packet network, connections (packet flows) do not require dedicated

circuits for the entire duration of the connection. Unfortunately, this enhanced flexibility makes

it more difficult to effectively control the admission of connections into the network.

The problem of connection admission control (CAC) in a packet network can be addressed by

a concept known as theeffective bandwidth[3]–[5]. When employing this concept, an appropriate

effective bandwidth is assigned to each connection and each connection is treated as if it required

this effective bandwidth throughout the active period of the connection. The computation of an

effective bandwidth is based on desired packet-level quality of service (QoS), e.g. packet loss

probability, delay and jitter. Using effective bandwidths, the problem of admission control in a

packet-switched network is transferred to the problem of admission control in a circuit-switched

network.

In wireless circuit-switched networks, two important parameters which determine the connection-

level quality of service areconnection blocking probabilityandconnection dropping probability.

When a mobile terminal requests service, it may either be granted or denied service. This denial of

service is known as connection blocking. An active terminal in a cellular network may move from

one cell to another by executing ahandoffprocedure. Failure to get a successful handoff at any

cell in the path forces the network to discontinue service to the user. This is known as connection

dropping. In general, dropping a connection in progress is considered to have a more negative

impact from the user’s perspective than blocking a newly requested connection.A challenging

problem in cellular networks is to devise proper mechanisms for offering a guaranteed upper

bound on connection dropping probability.
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As mentioned before, the CAC problem in a packet-switched network can be transferred

to the CAC problem in a circuit-switched network using the notion of effective bandwidth.

Applying this transformation, it is left for CAC algorithm to address only connection-level QoS

requirements. In fact, most of the researchers in wireless networking field have focused only

on connection-level quality of service parameters for admission control and resource allocation

[6]–[10] because the primary concern has been voice traffic support in a circuit-switched cellular

network.

A major difference between our approach and existing approaches is that we take into con-

sideration two characteristics of wireless packet networks in allocating resources:

1) Statistical multiplexing:per packet bandwidth allocation feature of packet-based networks,

2) Spacial multiplexing:mobility of users which leads to connection mobility in a wireless

network.

Combining these features, we are able to develop the notion ofmobile effective bandwidthfor

admission control in cellular packet networks to address both connection-level and packet-level

quality of service.

The rest of the paper is organized as follows. Section II reviews the related work in the area.

Our system model, assumptions and notations are described in section III. Section IV presents

the analysis for computing the mobile effective bandwidth. Then, in section V, an admission

control algorithm is proposed based on the computed mobile effective bandwidth. Finally, section

VI concludes this paper.

II. BACKGROUND AND MOTIVATION

A. Background on Effective Bandwidth

For variable-bit-rate (VBR) traffic, the amount of bandwidth needed by each connection varies

over time. The actual required bandwidth fluctuates between some minimal rate and a peak rate.

The effective bandwidth of a connection is some value between its average rate and its peak

rate.

To avoid complicated exact analysis which does not provide any useful result, approximate

techniques for computing effective bandwidth of a connection or aggregate of connections have

been developed. For the infinite buffer regime fluid-flow analysis has been applied [11], [12]
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while for the bufferless regime large deviation techniques [4], [13] or stationary approximations

[5], [14] have been successfully used.

In this paper, we are interested in stationary techniques based on Gaussian approximation

as developed in [5]. It is the simplicity and effectiveness of these techniques which make

them a good candidate for real-time admission control in cellular networks. To apply stationary

approximations it is assumed that the number of connections sending bursts of packets remain

fixed long enough to reach steady-state equilibrium. This assumption is embedded in in fluid-

flow and large deviations analysis too. The fundamental issue in cellular networks is the mobility

of users which makes such an assumption unrealistic and if applied will result in higher packet

loss probability than what was predicted.

B. Background on Admission Control

Connection admission control has been extensively studied in circuit-switched cellular net-

works (see [15], [16] and references there in). Hong and Rappaport [6] are the first who

systematically analyzed the famousguard channel(GC) scheme, which is currently deployed in

cellular networks supporting voice calls. Ramjee et al. [7] have formally defined and categorized

the admission control problem in cellular networks. They showed that the guard channel scheme

is optimal for minimizing a linear objective function of connection blocking and dropping

probabilities. To capture the global effect of user mobility, collaborative or distributed admission

control schemes have been proposed (see for example [8]–[10]). Information exchange among

a cluster of neighboring cells is the approach adopted by all distributed schemes.

The main objective of these CAC schemes is to provide connection-level QoS in terms of

guaranteed connection dropping probability. Most of them are based on the reservation paradigm

in which a number of available channels (circuits) are reserved to be exclusively used by handoffs.

Since the number of channels is limited in a circuit-switched network, if a handoff request arrives

while all channels are in use then the handoff request is blocked and the connection is forced

to terminate. The fundamental issue is that packet-switched networks have virtually unlimited

number of channels. Therefore, in a packet-switched network it is always possible to accept the

handoff request at the expense of probably increasing the number of dropped packets. While this

approach completely eliminates the call dropping event, we will show that its impact on packet

loss can be effectively controlled.
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C. Motivation

There are several important issues in emerging wireless packet networks that existing admis-

sion control schemes have failed to address. An important issue is that existing CAC schemes

address only connection-level QoS. Applying the notion of effective bandwidth, it is possible to

embed packet-level QoS in these schemes. But even this approach is not without problem:

1) Using the existing techniques for computing effective bandwidth is based on the assumption

that the number of connections will remain fixed. In wireless networks where users are

mobile, this will underestimate the variations in aggregated network traffic. Intuitively,

ignoring the variations in the number of connections reduces the uncertainty associated

with the stochastic process describing the network traffic. In particular, equation (16) shows

that static treatment of the number of connections will underestimate the variance of the

packet arrival process.

2) Since the number of connections varies over time in a wireless network, computing the

effective bandwidth for the worst case scenario, maximum number of connections, will

degrade the bandwidth utilization. In a situation with variable number of connections, the

actual packet loss probability is in fact anaverageof the packet loss probability conditioned

on the number of connections. LetPL(n) denote the packet loss probability when there

are n connections in the network. Then the average packet loss probability is given by

P̂L =
∑∞

i=0 Pr{n = i}PL(i). This is what we callspacial multiplexing gain.

3) While existing CAC schemes have focused on the tradeoff between reducing connection

dropping probability and maximizing the bandwidth utilization, transferring a CAC prob-

lem in a packet-based network to a CAC problem in a circuit-based network will simply

loose the advantage of packet-based architecture, i.e. per-packet bandwidth allocation. Due

to the per-packet bandwidth allocation feature of packet-switched networks, there is no

limitation on the number of connections that can be accepted. If the arrival traffic rate is

more than the system capacity, e.g. too many connections are accepted in the network,

then excessive traffic is dropped. In other words, system is able to distribute the service

degradation, i.e. increased packet loss rate, among all the participating connections instead

of dropping an individual connection. Although handoff arrival process can not be directly

controlled by the network, the new connection acceptance rate can be controlled by the
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network. Therefore, the packet loss rate can be controlled by the network controller through

admission control for new connection requests.

Briefly speaking, the proposed approach in this paper takes into consideration a combination

of both connection-level and packet-level QoS parameters in making the admission decision.

Although connection-level and packet-level QoS in cellular systems have been considered by

other researchers (see for example [14], [17]–[20] and references there in), they have failed to

explicitly address the mobility issue. The existing literature has focused on a particular wireless

technology, e.g. CDMA, to analyze the physical layer impacts on resource management. The aim

of this paper is to study the mobility impact on resource management taking into consideration

an abstract model of wireless channel.

The main idea is to model the bandwidth requirement in each cell of the network based on

two factors: 1) mobility patterns of users, and 2) packet generation characteristics of individual

connections. The main contributions of the paper are as follows:

1) Combining the user mobility with traffic variations in computing effective bandwidth. This

is what we call mobile effective bandwidth.

2) Taking into consideration the packet-based network architecture to completely eliminate

undesired connection dropping.

It should be emphasized that the approach in this paper is to develop a simple and yet reasonably

accurate admission control scheme rather than trying to apply exact but intractable models that

do not necessarily capture all the impact of complex network interactions. We believe that the

proposed CAC mechanism, due to its simplicity and effectiveness, can be used in future wireless

networks for efficient resource allocation and quality of service management.

III. SYSTEM MODEL

A packet-switched cellular network is considered in this paper, in which mobile users move

along an arbitrary topology ofM cells according to the routing probabilitiesrij (from cell i to

cell j). In the system under consideration, no handoff connection is blocked instead excessive

packets are dropped. Furthermore, it is assumed that:

• The system is homogeneous, i.e. there is one type of traffic.

• Due to the physical nature of wireless channel, channel transmission rate varies over time

depending on interference level, shadowing, channel fading, etc. This dynamic behavior of
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wireless channel may actually cause packets to be dropped by the network. We assume that

there are appropriate underlying coding and retransmission mechanisms, e.g. combination

of FEC and ARQ, to cope with packet loss due to channel effects. Therefore, each cell

consists of a number of reliable channels whose transmission rate varies over time.

• Buffer overflow is approximated by cell overflow, i.e. receiving more packets that the

transmission capacity. This is often a substantial overestimate of the actual buffer overflow

probability since it ignores the smoothing effect of the buffer, i.e. the buffer allows the arrival

rate to exceed the service rate for short periods. The significance of such inaccuracies must

be tempered by the fact that even an exact model does not provide a correct measure of the

loss probability seen by connections, as it can not fully capture the impact of interactions

within the network. This is a common technique in approximating packet loss probability

(see for example [5], [14]).

• Because of the statistical and spacial multiplexing of the shared radio resources, the QoS

(packet loss probability) is based on aggregate statistical measure matching the overall

system performance rather than per-connection. Allocating a fair share of resources to each

connection is out of the scope of admission control mechanism and must be addressed by

resource allocation and scheduling algorithms. In practice, providing per-connection QoS

in wireless networks is difficult and will sacrifice the radio resource utilization.

At the level that we study the system, the only dependency between a cell and the rest of

the network is through handoffs. The effect of inter-cell interferences is already embedded in

variable capacity modeling. Therefore, we start analyzing the system by considering a single cell

and then extend it to multiple cells when computing the handoff arrival rate. The handoff rate

can be computed from other system parameters, e.g. mobility pattern. Later on, we will present

a commonly used iterative method for computing the handoff arrival rate into a cell taking into

consideration other cells of the network. Moreover, we assume that

1) New connection arrivals into celli are Poisson distributed with rateλn(i),

2) Handoff connection arrivals into celli form a Poisson process with rateλh(i) which shall

be specified later,

3) Cell residency times in celli are independent and exponentially distributed with mean

1/η(i),
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if (x is a handoff connection) then

grant admission;
else /* x is a new connection */

if (cell occupancy ≤ N) then

grant admission;
else

reject;
end if

end if

Fig. 1. Connection admission control algorithm.

4) Connection durations are independent and exponentially distributed with mean1/µ.

The exponential connection durations and cell residency times are widely used in literature

[6]–[8], [10]. In the real word, the cell residence time distribution may not be exponential but

exponential distributions provide the mean value analysis, which indicates the performance trend

of the system.

Each cell executes an admission control algorithm which follows the pseudo-code given in

Fig. 1. In this algorithmx represents a connection request andN is a threshold value and shall

be specified later in section V. In order to maximize the bandwidth utilization, we are interested

to find the maximum possible value ofN . As it can be seen, this algorithm has zero connection

dropping probability, i.e. no connection is dropped. This is in contrast to existing admission

control schemes [6]–[8], [10], [15], [16] that block handoffs if there is no free circuit in the

cell. In the considered system an unlimited number of connections can be accommodated at

the expense of possibly increasing the number of packets dropped. We argue that by properly

choosingN , it is possible to control packet dropping rate. The goal is to find the maximumN

with respect to a target packet loss probabilityPQoS.

IV. M OBILE EFFECTIVE BANDWIDTH

A. Connection-Level Analysis

To simplify the notation, we focus on a single cell, say celli, in isolation and drop the cell

index in our discussion. Let random variablen denote the cell occupancy, i.e. number of active

connections in the cell. In our scheme, handoff requests are always accepted regardless of the

congestion situation. To control the packet dropping rate, new connection requests are subject to

admission control. Fig. 2 shows a Markov chain representing the evolution of the cell occupancy
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Fig. 2. Cell occupancy state transition diagram.

n. Both handoff and new connection requests are accepted whilen ≤ N . But whenevern > N ,

only handoff requests are allowed in the cell.

DefinePi to be the steady-state probability distribution ofn conditioned on threshold parameter

N ; that is

Pi = Pr{n = i |N} . (1)

Using the balance equations,Pi is expressed as

Pi =


ρi

i!
P0 if i ≤ N(
ρ

ρh

)N
ρi

h

i!
P0 if i > N

(2)

whereρ = λn+λh

µ+η
andρh = λh

µ+η
. The normalizing condition is that

∑∞
i=0 Pi = 1, which can be

used to findP0. Using (2), the blocking probability for new connection requests,PB, is given

by

PB = PN . (3)

There are two parameters that will be used later in our analysis, namely the expected cell

occupancy at steady-state denoted byE[n|N ] and the variance of the cell occupancy denoted by

Var[n|N ], both conditioned on the admission thresholdN . To simplify the equations, we define

A andAh as follows:

A =
N∑

i=0

ρi

i!
, (4)

Ah = eρh −
N∑

i=0

ρi
h

i!
. (5)

Using the state probabilities given by (2), the first two moments ofn, i.e.E[n|N ] andE[n2|N ],

can be expressed as

E[n|N ] =

[
ρA′ + ρhA

′
h

(
ρ

ρh

)N
]

P0, (6)
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and,

E[n2|N ] =

[
ρ(A′ + ρA′′) + ρh(A

′
h + ρhA

′′
h)

(
ρ

ρh

)N
]

P0, (7)

wherez′ andz′′ denote the first and second derivatives ofz. Also, P0 can be expressed as

P0 =

[
A + Ah

(
ρ

ρh

)N
]−1

. (8)

As it can be seen from (6) and (7), the use ofA andAh eliminates the infinite sums involved

in computingE[n|N ] andE[n2|N ], which will greatly simplify numerical analysis. It is left for

the reader to show that all derivatives in these equations can be also expressed in terms ofA

andAh. Finally, using the computed moments and noting thatVar[n|N ] = E[n2|N ]− E2[n|N ],

Var[n|N ] can be readily computed.

To complete the connection-level analysis, the handoff arrival rateλh must be determined. At

this point, indices are used to distinguish among different cells in the network. Let us define

PH(j) as the probability that a connection currently being served in cellj requires another

handoff before completion. Also, lettc andtj denote the connection duration and residency time

cell j. Noting thattc and tj are exponentially distributed with parametersµ andηj, PH(j) can

be expressed as

PH(j) = Pr(tc > tj)

=
ηj

µ + ηj

.
(9)

Then, the rate of handoff out of cellj is given by[
[1− PB(j)]λn(j) + λh(j)

]
PH(j) . (10)

Finally, the handoff arrival rate into celli is the summation of handoff arrival rates from all cells

1 ≤ j 6= i ≤ M in the network. Therefore,λh(i) is given by

λh(i) =
∑
j 6=i

[
[1− PB(j)]λn(j) + λh(j)

]
PH(j)rji, (11)

or, equivalently, in matrix form as follows

Λh = [(I−B)Λn + Λh]Φ, (12)

where,Λn = [λn(1), . . . , λn(M)], Λh = [λh(1), . . . , λh(M)],

B = diag[PB(1), . . . , PB(M)], I is an M × M identity matrix, andΦ[φij] is the handoff rate
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matrix with φij = PH(i)rij. A fixed-point iteration [21] can be used to obtain the steady-state

handoff arrival rate vectorΛh. Iteration starts with an initial value forΛh, say [0, . . . , 0], to

obtain a new value forΛh. Then this new value is substituted in (12) to obtain another value.

This process continues untilΛh converges with respect to the desired precision.

B. Packet-Level Analysis

Suppose that connectioni(i ≥ 1) sends packets, modeled as fluid, at a random rateri, which

has meanm and varianceσ2. It is assumed thatm andσ2 are known to the admission controller

a priori. Given thatm and σ2 are first order statistics, they can be estimated from measured

traffic data. Since measuring statistics beyond the second moment is usually impractical [22],

this traffic characterization is ideal from a measurement point of view. This is a minimal set of

requirements since it does not enforce anything specific on the actual packet generating process

of the individual connections. It means that individual packet generating processes can have

arbitrary correlation structure and this includes self-similar processes as well [23].

Let us defineR(N) to be the random variable representing the total packet arrival rate into

the test cell where the admission threshold is set toN . That is

R(N) =
n∑

i=1

ri, (13)

wheren itself is a random variable representing the number of connections in the cell.

Let Φr denote the moment generating function ofri, i.e. Φr(θ) = E[eθri ]. Also, letΦR denote

the moment generating function ofR(N), i.e. ΦR(θ) = E[eθR(N)]. It is straightforward to show

that

ΦR(θ) = E[{Φr(θ)}n] . (14)

Using (14), it is obtained that

E[R(N)] = mE[n|N ], (15)

Var[R(N)] = σ2E[n|N ] + m2Var[n|N ] . (16)

As expected, the variance of the total packet arrival rate is a function of both variance of

individual connections packet generating process and the variance of the number of connections

in a cell. This indicates that static treatment of the cell occupancy, e.g. assuming that there are

E[n] connections in a cell, is not accurate and must be avoided.



11

Assuming the target loss probability is sufficiently small, we approximate the packet loss

probability by the cell overflow probability, i.e.Pr{R(N) > c}. Therefore, to guarantee a target

packet loss probability ofPQoS we must have

PL = Pr{R(N) > c}

≤ PQoS .
(17)

When there are many sources each small compared to the total, as is expected to be the case

in future wireless networks, using central limit theorem the aggregated packet arrival process

R(N) from n connections can be approximated by a Gaussian process. It is expected that future

wireless technologies such as 3G and 4G increase the available cell capacities to several Mbps.

In such networks, the number of active connections (and consequently, the number of packets

being transmitted) is so high that the central limit theorem can be successfully applied to model

the packet arrival process in each cell. In fact, it has been observed that the aggregation of even

a fairly small number of traffic streams is usually sufficient for the Gaussian characterization of

the input process [22].

An important characteristic of wireless networks is that system capacity varies over time due

to physical layer interactions. Let assume that in steady-state, the system capacityc has the

probability distributionFc(x) = Pr{c ≤ x}, or, equivalently, the probability density function

fc(x) = d
dx

Fc(x). Let P̃L denote the average packet loss probability with respect to variable

system capacityc which varies over the interval[c1, c2]. That is

P̃L =

∫ c2

c1

Pr{R(N) > c} dFc(x)

=
1

2

∫ c2

c1

erfc

(
x− E[R(N)]√

2Var[R(N)]

)
fc(x) dx

(18)

whereerfc(x) is the complementary error function defined as

erfc(x) =
2√
π

∫ ∞

x

e−t2 dt . (19)

Then (17) should be modified as̃PL ≤ PQoS.

In the case that a strict packet loss probability must be enforced regardless of the capacity

fluctuations, (17) may be changed as follow

P ∗
L = sup

c

[
Pr{R(N) > c}

]
≤ PQoS .

(20)
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Good Bad

α

β

b

Fig. 3. Wireless channel model.

C. Cell Capacity

A simple model describing cell capacity is based on individual wireless channel behavior. Let

assume that the bandwidth in each cell is channelized and channels (codes in CDMA, frequencies

in FDMA or time slots in TDMA) behave independently of each other. Let assume that there

areJ channels in a cell where each channel is represented by a two-state model, as depicted in

Fig. 3.

When in Good state, the channel’s transmission rate isb but in Bad state it goes down to zero.

The average time spent in Good and Bad states is1/α and1/β, respectively. Letj denote the

number of channels in Good state. Then,j has a binomial distribution with parameter(1 + ω),

whereω = β/α. Therefore,

Pr{j = x} =
1

(1 + ω)J

(
J

x

)
ωx . (21)

This is a discreet model for cell capacity which can be easily extended to more complicated

models [24] using the same idea. Rewriting (18) for discrete capacity distribution gives us

P̃L =
J∑

x=0

Pr{R(N) > xb}Pr{j = x}

=
1

2(1 + ω)J

J∑
x=0

erfc

(
xb− E[R(N)]√

2Var[R(N)]

)(
J

x

)
ωx .

(22)

D. Effective Bandwidth

In order to have a fair comparison between fixed and mobile effective bandwidths, in this

section, we ignore the handoff priority. In other words, new connections as well as handoff

requests are subject to admission control. If there areN connections already in a cell, then

the connection request is blocked no matter the connection request is for a handoff or a new
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connection. To restrict the comparison only to mobility impact, we assume that cell capacity is

fixed and equal toc.

Using the results obtained in section IV-B, the packet loss probability can be obtained using

the tail of the Gaussian distribution. Assuming thatα = Φ−1(PQoS), whereΦ(.) is the integral

over the tail of a Gaussian distribution which can be expressed in terms of the error function

[25]. Therefore,

c = E[R(N)] + α
√

Var[R(N)]

= mE[n|N ] + α
√

σ2E[n|N ] + m2Var[n|N ] .
(23)

We definee∗ =
c

N
to be the mobile effective bandwidth given that the admission threshold is

set toN . Then using (23), it is obtained that

e∗ =
1

N

[
mE[n|N ] + α

√
σ2E[n|N ] + m2Var[n|N ]

]
. (24)

It is interesting to see the behavior of mobile effective bandwidth in the following special

cases:

1) Static treatment of cell occupancy:In this approach, the average number of connections

in a cell is used to compute the effective bandwidth. To compute the required capacity in

this case, it is enough to setVar[n|N ] = 0 in (23). Then,

c = mE[n|N ] + ασ
√

E[n|N ], (25)

which is clearly smaller than the capacity required using (23), hence, achieved packet loss

will be higher using this approach.

2) Fixed treatment of cell occupancy: This is the traditional approach for computing

effective bandwidth in wireline networks. In this approach, the number of connections

is assumed to be fixed atN . Therefore,E[n|N ] = N and Var[n|N ] = 0. Substituting

these values in (23), it is found that

c = mN + ασ
√

N, (26)

which is the famous expression for classical effective bandwidth. This is clearly larger

than the capacity required using (23), hence, achieved bandwidth utilization is lower using

this approach.
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1: Nl ← 0 , Nu ← c/m
2: cl ← c(Nl) , cu ← c(Nu)
3: if cl ≥ c then

4: N ← Nl

5: else if cu ≤ c then

6: N ← Nu

7: else

8: δ ← (Nu −Nl)
9: for j = 0 to log (δ) do

10: δ ← δ/2
11: N ← Nl + δ
12: x← c(N)
13: if x = c then

14: break
15: else if x < c then

16: Nl ← N
17: end if

18: end for

19: end if

Fig. 4. Pseudo-code for finding optimalN .

V. CONNECTION ADMISSION CONTROL

We have to determineN to guarantee the target packet loss probabilityPQoS. To maximize the

bandwidth utilization, we should find the maximum value forN . Fig. 4 shows the pseudo-code

for finding N . In this algorithm,c(N) is the capacity required to achieve packet lossPQoS with

new connection acceptance thresholdN and is given by (23).

This algorithm basically performs a binary search to find the optimal value ofN . The optimal

value for N under mobile effective bandwidth allocation scheme will be somewhere between

the values obtained for peak allocation and average allocation schemes. Since the peak rate for

individual connections is unknown, the algorithm simply search the entire interval[0, c/m].

VI. CONCLUSION

We introduced the notion of mobile effective bandwidth to extend the classical effective

bandwidth concept introduced for wireline networks to cellular packet networks. Mobility effect

is explicitly embedded in the computation of the effective bandwidth. We showed that the

classical approach is not accurate for mobile networks and leads to poor network utilization.

The proposed technique can be used in cellular packet networks for effective admission control.
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A challenging problem is to extend the proposed technique to multiple classes of service.

One approach is to have different admission thresholds for different classes of service. Then

to solve the problem one must resort to multidimensional Markov chains which increase the

computational complexity and may not be suitable for real-time admission control.
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