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Abstract

For the numerical solution of Sturm-Liouville eigenvalue problems, finite difference methods and Prüfer methods are two kinds of popular methods. However, the conditions under which each method is more efficient are not obvious. The experimental results reported in this paper show: (1) The relative efficiency of the methods depends on the desired accuracy; (2) Finite difference methods, with correction techniques, remain effective even for eigenvalues with higher oscillation numbers.
1 Introduction

It is well known that the Sturm-Liouville (S-L) eigenvalue problem

\[ -(p(x)y'(x))' + q(x)y(x) = \lambda s(x)y(x), \quad a < x < b \]  \hspace{1cm} (1.1)

\[ y(a)\cos\alpha - (py')(a)\sin\alpha = 0, \]  \hspace{1cm} (1.2)

\[ y(b)\cos\beta - (py')(b)\sin\beta = 0 \]  \hspace{1cm} (1.3)

arises in many mathematical physics and engineering applications. If \( p', s \in C[a, b], q \) is piecewise continuous and \( p > 0, s > 0 \), this is a regular problem in the sense that the eigenvalues \( \lambda \) are discrete, simple and can be listed variationally or, equivalently, according to oscillation numbers of the corresponding eigenfunctions.

Concerning numerical solution of the S-L problems, finite difference methods and the Prüfer methods are two kinds of popular methods. Generally speaking, finite difference methods (including those associated with asymptotic correction techniques, cf. [16]) have the advantage of simplicity and programming ease, and have been widely used in practice. If solutions with higher oscillation numbers are required, however, one usually has to use a matrix of very high order. The Prüfer methods are more complicated but give good accuracy, and can calculate any specified eigenvalue without consideration of other eigenvalues. They also have the advantage that a relatively small amount of storage space is required.

It is in general meaningless if we simply ask which method is more efficient, because the efficiency usually depends on the conditions under which the algorithms are implemented. These conditions, however, are not obvious and, even somewhat confusing.

Recently, we have made systematic numerical experiments about a central finite difference method (F-D), F-D with asymptotic correction, Numerov's method and modified Prüfer
methods. For the same problems in our experiments, we first fixed the CPU time to compare accuracies reached by these methods; then fixed desired accuracy to compare the CPU times spent by these methods. Our numerical results show: When desired eigenvalues, no matter with low or high oscillations, are required high accuracy, the modified Prüfer methods are more efficient; otherwise, preference would be given to finite difference methods. Especially with asymptotic correction technique, finite difference methods maintain effective even for the eigenvalues corresponding to higher oscillation eigenfunctions.

In the following section, the two kinds of methods are briefly described. Their error estimations are given in Section 3. In Section 4, our results of numerical test performed on a CYBER 860 computer are reported.

2 The Method

Consider the S-L problem (1.1–1.3). To obtain a discrete algebraic eigenvalue problem with a symmetric tridiagonal coefficient matrix, we take the uniform mesh length $h$ and use the Marčuk’s integral identities to construct the difference scheme

$$
p_{k-\frac{1}{2}}y_{k-1} - (p_{k-\frac{1}{2}} + p_{k+\frac{1}{2}} + h^2q_k)y_k + p_{k+\frac{1}{2}}y_{k+1} = -\lambda h^2 s_k y_k, \quad (2.1)
$$

and similarly deal with the boundary conditions (cf. [4]). The local truncation error is $O(h^2)$.

The asymptotic correction technique for finite difference methods is quite simple [16]. Since true solutions of the problem

$$
\begin{aligned}
- y'' &= \lambda y \\
y(a) &= y(b) = 0
\end{aligned}
\quad (2.2)
$$
are $\lambda_k = k^2(\frac{\pi}{b-a})^2$, ($k = 1, 2, \cdots$) and its approximate solutions by (2.1) are $\tilde{\lambda}_k = 4\sin^2(\frac{k\pi h}{2(b-a)})/h^2$, it is evident that $\triangle_k = \lambda_k - \tilde{\lambda}_k (k = 1, 2, \cdots)$ are exact correction terms for approximate solutions $\tilde{\lambda}_k$. Furthermore, $\triangle_k$’s are also effective corrections for solutions of the problems that are in the normal Liouville form

\[
\begin{align*}
- y'' + qy &= \lambda y, \\
y(a) &= y(b) = 0,
\end{align*}
\] (2.3)

provided that $q$ is relatively small (comparing with $\lambda_k$). In other words, $\triangle_k$’s are generally good correction when $\lambda_k$ are sufficiently large (It is usually the case when $k$ is sufficiently large). The above technique can be extended to the problems with general boundary conditions [1].

For the regular S-L problem

\[
\begin{align*}
- y'' + qy &= \lambda sy, \\
y(a) &= y(b) = 0,
\end{align*}
\] (2.4)

Numerov’s method is also frequently used. Let $\tilde{\lambda}_k$ be an approximation of $\lambda_k$ and employ uniform grid points $x_i = a + ih(i = 1, 2, \cdots, n), h = (b-a)/(n+1)$, Numerov’s method gives

\[-Au + BQu = \tilde{\lambda}BSu \]

(2.5)

where $A := (a_{ij})$ is symmetric tridiagonal with $a_{ii} := -2/h^2 (i = 1, \cdots, n), a_{i,i+1} := 1/h^2 (i = 1, \cdots, n-1), B := 12I + h^2 A, Q := diag(q(x_1), \cdots, q(x_n))/12, S := diag(s(x_1), \cdots, s(x_n))/12, I$ is the identity matrix. The local truncation error of formula (2.5) is $O(h^4)$, but $BQ, BS$ are usually nonsymmetric.

The Prüfer methods are another kind of popular methods. By the Prüfer transformation
\[ y(x) = r(x) \sin \theta(x), \quad p(x)y'(x) = r(x) \cos \theta(x), \] 
a pair of first order equations are obtained:

\[
\begin{align*}
\frac{d\theta}{dx} &= p^{-1} \cos^2 \theta - (q - \lambda s) \sin^2 \theta, \\
\frac{dr}{dx} &= \frac{1}{2} r(p^{-1} + q - \lambda s) \sin 2\theta, \\
\theta(a) &= \alpha, \quad \theta(b) = \beta + i\pi.
\end{align*}
\] (2.6, 2.7, 2.8)

The system (2.6–2.8) and the original problem (1.1–1.3) are equivalent. In the boundary conditions (2.8), \( i \) may take the values 0, 1, 2, \( \cdots \) and corresponds to the oscillation number of associated eigenfunction.

We note that the equation (2.6) is independent of \( r(x) \) and can be solved for \( \lambda \) with boundary conditions (2.8) by shooting methods. As the function \( \theta(x, \lambda) \) is strictly monotone about \( \lambda \) (for any fixed \( x \)), a starting value for \( \lambda \) can be obtained by the bisection method [7, 9].

To increase the stability of integration in the shooting process, especially when eigenvalues with high oscillation numbers, some scaling techniques are necessary. To this end, rewrite (1.1) as

\[ (p(x)y'(x))' + v(x)y(x) = 0 \] (2.9)

and introduce a modified Prüfer transformation by

\[ y(x) = r(x) \sin \theta(x), \quad p(x)y'(x) = r(x) \cos \theta(x)f(v(x)), \]

where \( f(v) \neq 0 \) is a function of \( v \) to be chosen subsequently. Then we get the modified Prüfer equation (see [8])

\[
\theta' = \frac{f}{p} \cos^2 \theta + \frac{v}{f} \sin^2 \theta + \frac{f'}{2f} \sin 2\theta. \tag{2.10}
\]
In the case $p(x) \equiv 1$ and $v(x) > 0$, we may take $f(v) = v^{1/2}$ to obtain

$$\theta' = v^{1/2} + \frac{v'}{4v} \sin 2\theta. \quad (2.11)$$

This is modified Prüfer phase equation [9]. If we take $f(v) = c_0 = \text{const}$, (2.10) becomes

$$\theta' = \frac{c_0}{p} \cos^2 \theta + \frac{v}{c_0} \sin^2 \theta. \quad (2.12)$$

This slight modification avoids evaluating the derivative and the square root of $v$ [5].

3 The Error Estimation

To discuss error estimation for the various approaches described above we take a uniform mesh with the step size $h$. Suppose that $\{\lambda_k\}$ are true eigenvalues of the S-L problem (1.1–1.3) and $\{\lambda_k^{(n)}\}_{k=1}^n$ are approximate eigenvalues of the corresponding finite difference equation, where $n$ is the order of matrices in the difference equation.

Keller [13] has shown that, in a very general sense, the error arising in the $\lambda_k^{(n)}$ is proportional to the local truncation error associated with the particular finite difference approximation used. For example, if central differences are used with sufficiently small $h$, then

$$| \lambda_k - \lambda_k^{(n)} | \leq c h^2 \lambda_k^2, \quad (3.1)$$

where (here and below) $c$ is a constant independent of $k$ and $h$.

When the corrected central difference method is applied to the problem (2.3) on $[a, b] = [0, \pi]$, [16] proved that if $q \in C^2[0, \pi]$ and $0 < \alpha < 1$, then there exists a constant $c(\alpha)$ such that for all $n$ and all $k < \alpha \pi / h$, we have

$$| \lambda_k - \lambda_k^{(n)} | \leq c(\alpha) kh^2. \quad (3.2)$$
For Numerov’s method applied to the regular S-L problem (2.4), Andrew [2] has shown that for \( q, s \in C^4[a, b], s > 0 \), and for all \( k \) and sufficiently large \( n \), there is an eigenvalue \( \Lambda \) of the approximating scheme for which

\[
| \lambda_k - \Lambda | \leq c k^6 h^4.
\] (3.3)

For the Prüfer method, Paine and Anderssen [15] shown that, when the classical Runge-Kutta method is used to perform the integration, scaled and modified Prüfer methods satisfy

\[
| \lambda_k - \lambda^{(n)}_k | \leq c h^4 \lambda_k^{1/2} (\lambda^{(n)}_k)^{1/2}
\] (3.4)

for suitably small \( h \) and \( 4\lambda_k^{(n)} h^2 \leq \pi^2 \).

It should be pointed out that both the finite difference method and the Prüfer method can be employed to regular or singular S-L problems, but the above error estimations usually require enough continuity of the coefficient functions. This is limitation of the theoretical estimate. In spite of this, there is a tendency to judge the efficiency of algorithms by their error estimations if the stability and convergence of the algorithms are presumed. Therefore, the following opinion is quite popular: The Prüfer methods are more efficient than finite difference methods; finite difference methods are only suitable for eigenvalues with lower oscillation numbers. However, this is not true in general. It should be noted that although the above formulae give the error estimations, they do not tell how much work is needed for each method to achieve those accuracies. It is more reasonable to consider the error estimation of a method together with its cost\(^1\). Because in the same computing time, a “big-error” method may use much smaller \( h \) to calculate so that it eventually reach higher

\(^1\)In this paper, we concentrate on time cost.
accuracy than “small-error” methods. As our numerical tests showed, if we do not let the computing time last too long, in other words, if we do not want high accurate solutions, finite difference methods are even more efficient than the Prüfer methods. Besides, these methods are not only simple but also need no starting values. However, if high accurate eigenvalues are needed, it is more efficient to employ the Prüfer methods even for eigenvalues with lower oscillation numbers.

4 Numerical Results

In this section, we present the results of our numerical experiment on a CYBER 860 computer about the methods described in Section 2.

In the computation, we employed the routine F02BFF in the NAG Library [11] to compute the selected eigenvalues of a real symmetric tridiagonal matrix. For Numerov’s method, we adopted the bisection method developed by Peters and Wilkinson [17], which takes the advantage of sparse property of the problem (2.5). We treated $BQ$ as a symmetric matrix. The caused error is neglectable when $h$ is very small (cf. [12]). We also used the routine D02KDF of scaled Prüfer method in the NAG (cf. [10, 18]), which can find a specified eigenvalue of a regular or singular self-adjoint second-order S-L problem with permitting of discontinuities in the coefficient functions or their derivatives. Combining this routine with slightly modified Prüfer transformation (see (2.12)) usually gave better results. We point out, there is also the SLEIGN Software for the S-L problems available from Sandia Laboratories [6, 7, 14].
The first example we considered is

$$\begin{cases}
-y'' = 200 sgn x \cdot y - \lambda y, \\
y(-1) = y(+1) = 0.
\end{cases} \quad (4.1)$$

By the two kinds of methods, we calculated the three groups of its eigenvalues: For the first group, the oscillation number $k$ is from 0 to 4; for the second, $k$ from 40 to 49; the third, $k$ from 100 to 109. We compared the accuracies of obtained solutions in the almost equal computing periods (not including compiling times), which are coincide with each other till $\frac{1}{100}$ second. There are many factors to affect the CPU time such as the order of a matrix or the adopted tolerance for an algorithm. In order to make the conclusion acceptable, one must properly adjust these factors at the same time.

The computing CPU times we set were as follows: 0.9 and 1.7 seconds for the first group eigenvalues, 1.9 and 3.1 seconds for the second group, and 1.45 and 4.6 seconds for the third group. In each case, the absolute errors of computed eigenvalues are listed in Table 1～6. In which, F-D and F-D-C represent center difference method and its correcting version, respectively; PRU-1 and PRU-2 represent the scaled Prüfer method (i.e., D02KDF in the NAG) and this method plussing slight modification, respectively; MAX-ERR and MAX-RE-ERR denote maximum error and maximum relative error, respectively. The true solutions of 4 decimal places were obtained by the routine D02KDF with Tol (tolerance) = $10^{-12}$, and the corresponding starting values were produced by F-D with the order of matrices $n = 10,001$.

**Remark 1.** Owing to the coefficient function $sgnx$, taking the point $x = 0$ as one of the uniform mesh points is significant for accuracy. If we set $n = 3001$ for F-D method, for instance, the maximum absolute error is 0.0015281 as in Table 1. While the maximum absolute error will go to 0.13843 if we set $n = 3000$ (other conditions remain the same).
**Remark 2.** We used F-D method with \( n = 10 \) to produce starting values for Prüfer methods. The CPU time spent was included in corresponding Prüfer methods.

It is clear, by our computational results, that the efficiency of the algorithms is not determined by the size of eigenvalue’s oscillation number, but by the accuracy one desired. In other words, Prüfer methods are more efficient for high accurate solutions while finite difference methods are more efficient for not so high accurate solutions, because the CPU time grows rapidly with the increasing of order of coefficient matrices but relatively slower with the decreasing of tolerance error in the Prüfer methods. The behavior of Numerov’s method, which is of local truncation error \( O(h^4) \), was not as satisfactory as expected, for more work involved in calculation of associated generalized eigenvalue problems. However, Numerov’s method combining with the correction technique will give better results, but we didn’t carry out that test. The interested readers may refer to [3].

The second example we considered is

\[
\begin{align*}
y'' &= \lambda y, \\
y(-1) &= y(1) = 0.
\end{align*}
\]

The computed results are reported in Table 7. It also supports the above conclusions.

For the problems (4.1) and (4.2) , we also compared the computing CPU times spent by these methods by fixing the accuracy of results. As expected, the conclusions remain the same.

At last, we should point out, for the problems with complicated coefficient functions the Prüfer methods will not be as efficient as supposed to be, because there are thousands of times of evaluating these functions in implementation of the Prüfer methods. In some practical situations, a single eigenvalue is needed. In these cases, however, more preference
will be given to the Prüfer methods.

5 Further Questions

The Figure 1 gives the sketch of relative efficiency of finite difference methods and the Prüfer methods. Evidently, $h_0$ is an important value in application. However, how to determine $h_0$ for a specific question is an open problem.

Generally, given a stable algorithm $A$ for a class of problems. Regardless of the amount of storage space, the efficiency of $A$, $E_f(A)$, is determined by both the accuracy $e(h)$ of the result and the computing time $t(h)$ (or more precisely, the number of operations) to reach that accuracy:

$$E_f(A) = f(e(h), t(h)) = g(h),$$

where $h$ is the step size used, $h^{-1} = n$ can be viewed as the size of the problems. Usually $g(h)$ is not a constant, therefore the efficiency of the algorithm varies with $h$. At present, we do not know what is proper form of the function $E_f(A)$.

Acknowledgments

This work was completed when the author visited the University of Calgary. He is grateful to Professor P.A. Binding and Professor P. J. Browne for their hospitality and many stimulating discussions.
References


