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Abstract

We describe and analyze three simple and fast algorithms for solving the problem of string matching with at most $k$ mismatches. These are the naive algorithm, an algorithm based on the Boyer-Moore approach, and ad-hoc deterministic finite automata searching.

1 Introduction

The problem of string matching with $k$ mismatches consists of finding all occurrences of a pattern of length $m$ in a text of length $n$ such that in at most $k$ positions the text and the pattern have different symbols. The case of $k = 0$ is the well known string matching problem. We will assume that $0 \leq k < m$ and $m \leq n$ (otherwise the problem is trivial).

Landau and Vishkin [6] gave the first efficient algorithm to solve this particular problem. Their algorithm uses $O(k(n + m \log m))$ time and $O(k(n + m))$ space. While it is fast, the space required is unacceptable for practical purposes. Galil and Giancarlo [5] improved this algorithm to $O(kn + m \log m)$ time and $O(m)$ space. This algorithm is practical for small $k$. However, if $k = O(m)$ it is not so.

We present and analyse the naive or brute-force algorithm to solve this problem. While the worst case is $O(nm)$ time, the expected time is only $O(kn)$ without using any extra space. We also present a Boyer-Moore approach to the problem [3] that has the same complexity, but the probability of the worst case is much lower, using $O(m - k)$ extra space. Finally, we use

*The work of the first author was supported by a scholarship from the Institute for Computer Research and by the University of Chile and that of the second author by a Natural Sciences and Engineering Research Council of Canada Grant No. A-3353.
finite automata theory to solve the problem in time $O(m^{k+2} + n \log m)$ and $O(m^{k+2})$ space. This algorithm is better when $k$ is comparable to $m$ and $m$ is not too big.

2 Naive algorithm

The naive algorithm is basically to try all possible positions and count the number of mismatches found. If more than $k$ has been found we try the next position. When we reach the end of the pattern we report a match. Clearly, the worst case number of comparisons is $m(n - m + 1)$.

Average Case Analysis

Let the text and the pattern be random strings of length $n$ and $m$, respectively, over an alphabet of size $c > 1$. If the alphabet size is not known or not finite, we can replace $c$ by $n$. The probability that two symbols, one from the pattern and one from the text, being equal is $p = 1/c$.

Let $\overline{C}_m^k$ be the average number of comparisons between the pattern and a text of length $m$ to decide if there are at most $k$ mismatches between both strings. Then

$$\overline{C}_m^k = \sum_{j=1}^{m} 1 \times P_{j-1,k},$$

where $P_{j,k}$ is the probability of finding at most $k$ mismatches in the first $j$ characters of the text (pattern), because we perform one comparison at position $j$ with probability $P_{j-1,k}$.

Clearly $P_{j,k} = 1$ if $j \leq k$. We can define $P_{j,k}$ recursively as

$$P_{j,k} = pP_{j-1,k} + (1 - p)P_{j-1,k-1}$$

The solution to this recurrence is

$$P_{k+j,k} = \begin{cases} 1 - (1-p)^{k+1} \sum_{i=0}^{j-1} \binom{k+i}{i} p^i & j > 0 \\ 1 & j \leq 0 \end{cases}$$

Hence for $m > k$ we have

$$\overline{C}_m^k = k + 1 + \sum_{j=1}^{m-k-1} P_{k+j,k}$$

$$= m - (1-p)^{k+1} \sum_{j=1}^{m-k-1} \sum_{i=0}^{j-1} \binom{k+i}{i} p^i$$
Fast String Matching with Mismatches

But \( \binom{k+i}{i} = (-1)^i \binom{-(k+1)}{i} \), then

\[
\overline{C}_m^k = m - (1 - p)^{k+1} \sum_{j=1}^{m-k+1} \sum_{i=0}^{j-1} \binom{-(k+1)}{i} (-p)^i
\]

\[
= m - (1 - p)^{k+1} \sum_{i=0}^{m-k-2} (m - k - 1 - i) \binom{-(k+1)}{i} (-p)^i
\]

Using the binomial theorem we obtain

\[
\overline{C}_m^k = m - (1 - p)^{k+1} \left( (m - k - 1)(1 - p)^{-(k+1)} - p(k + 1)(1 - p)^{-(k+2)} \right)
\]

\[
- \sum_{i \geq m-k-1} (m - k - 1 - i) \binom{-(k+1)}{i} (-p)^i
\]

\[
= \frac{k+1}{1-p} + (1 - p)^{k+1} \sum_{i \geq m-k-1} (m - k - 1 - i) \binom{k+i}{i} p^i
\]

\[
= \frac{k+1}{1-p} - O(p^{m-k}(1 - p)^{k+1}m^k)
\]

For a text of length \( n \), we try \( n - m + 1 \) times, that is

\[
\overline{C}_n^k = \overline{C}_m^k (n - m + 1) \leq \frac{c(k+1)}{c-1} n \leq 2(k+1)n
\]

For \( k = 0 \) (brute force string matching) we have

\[
\overline{C}_n = \frac{1 - p^m}{1 - p} (n - m + 1) = \frac{c}{c-1} \left( 1 - \frac{1}{c^m} \right) (n - m + 1)
\]

A result already obtained in [1].

Figure 1 shows the experimental results (100 trials) for an English text of size approximately 50K and an alphabet of size 32 (lowercase letters plus some other symbols). In the same graph the theoretical results are shown. The agreement is very good, and the differences are due to the fact that English text is not random [1].

For values of \( k \) closer to \( m \) it may be better to count matches rather than mismatches. That is, string matching with at least \( m - k \) matches. In this case

\[
\overline{C}_n^{m-k} \left( \frac{n - m + 1}{n - m + 1} \right) = (m - k + 1)c - O(p^{k+1}(1 - p)^{m-k-1}m^{m-k})
\]

Therefore the break-even point is \( k \approx (m+2)(1 - 1/c) - 1 \), and this is greater or equal than \( m/2 \) for \( c \geq 2 \).
3 A Boyer-Moore approach

The idea in this method is to search from right to left until we find a match or too many mismatches. At this point, using a precomputed table, we decide how much we can shift the pattern [3]. The definition of this table follows.

Suppose that we have found a partial match of length \( j \) (from the right) with at most \( k \) mismatches such that the next character is another mismatch. We define \( s_j \) as the maximum shift such that overlapping two copies of the pattern shifted in \( \ell \) characters for \( \ell \) from 1 to \( s_j - 1 \) implies that at least there are \( 2k + 1 \) mismatches between both strings. This is to make sure that there are at least \( k + 1 \) mismatches in the overlap (at most \( k \) mismatches are overridden by the mismatches in the partial match).

Clearly \( s_j \) for \( j \) from 0 to \( 2k \) is 1. To compute the other values of \( s_j \) we slide two copies of the pattern until we find less than \( 2k + 1 \) mismatches. For example, if all the characters of the text are different, then \( s_j = m - 2k \).
for \( j > 2k \). Therefore, this procedure will be useful for \( k < m/2 \). Figure 2 shows an example.

\[
\text{pattern: pointing
pointing
pointing
pointing
pointing}
\]

\[
s[j]: \quad 666633111
j: \quad 876543210
\]

Figure 2: Example for the table \( s_j \) \((k = 1)\).

Clearly \( s_{j+1} \geq s_j \), because if we slide \( s_j \) positions and we have a partial match of \( j \) or more elements, then we have at least \( 2k+1 \) mismatches. Also, because we have more characters in the partial match, potentially we have more mismatches. Using this property, there exists a very simple algorithm to set up the table in \( m(m - 2k) \) worst case time (if all the characters are different only \( 2mk \) comparisons are necessary). With a slightly more complex algorithm (based in [4]) a \( O(km) \) preprocessing time can be achieved for any pattern.

The worst case is \( 2kn \) for many patterns (still \( O(mn) \) in general but only for periodic patterns) using \( m - 2k \) space. On the average this algorithm will be slightly better than the naive algorithm, improving for long patterns. In the best case, when all the characters are different, we have that the average shift is

\[
\bar{S} = 1 + (m - 2k - 1)P_{2k+1,k}
\]

(the shift is \( m - 2k \) if we compare more than \( 2k + 1 \) characters and this happen with probability \( P_{2k+1,k} \); otherwise the shift is 1). Then, a lower bound for random text is given by

\[
\bar{C}_n \geq \frac{\bar{C}_m}{\bar{S}}(n - m + 1)
\]

In Figure 3 are shown the experimental results for English text and the lower bound for random text. For long patterns, this algorithm is clearly is better. Then, we have a \((k + 1)n + O(mk)\) total expected time and \( O(m - 2k) \) space algorithm.
Figure 3: Theoretical results for random text (dashed line, \(c = 32\)) and experimental results in English text (Boyer-Moore approach) for \(k\) from 0 to 3.

4 Finite Automaton approach

The problem can be also stated in terms of a regular expression. For example if we are searching \(ab\) with one mismatch, then that set is described by \(\theta^*(\theta b + a\theta)\), where \(\theta\) denotes a don’t care symbol. In general there are \(\binom{m}{k}\) terms inside the parenthesis, and hence the length of the regular expression is \((m+1)\binom{m}{k} + 1\) without counting parentheses. Let \(r\) be the regular expression that denotes our searching problem and let \(p_1...p_{m}\) be the pattern. A slightly more compact representation is

\[
r = \theta^*(S^k_m)
\]
and

\[ S_m^k = \begin{cases} 
\epsilon & m = 0 \\
p_m S_{m-1}^k & k = 0 \\
\theta S_{m-1}^{k-1} & k = m \\
p_m (S_{m-1}^k) + \bar{p}_m (S_{m-1}^{k-1}) & 0 < k < m 
\end{cases} \]

where \( \bar{x} \) denotes any symbol with the exception of \( x \). The number of terms in this case will be proportional to \( \binom{m+1}{k+1} \).

From this recursive definition, it is very easy to construct the DFA that recognizes \( r \). For example if \( r = \theta^*(a\theta + \bar{a}c) \) we have

<table>
<thead>
<tr>
<th>State</th>
<th>Symbol</th>
<th>Regular expression left</th>
<th>State</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>a</td>
<td>( r + \theta )</td>
<td>1</td>
<td>match</td>
</tr>
<tr>
<td>0</td>
<td>( \theta - a )</td>
<td>( r + b )</td>
<td>2</td>
<td>match</td>
</tr>
<tr>
<td>1</td>
<td>a</td>
<td>( r + \theta + \epsilon )</td>
<td>1</td>
<td>match</td>
</tr>
<tr>
<td>1</td>
<td>b</td>
<td>( r + b + \epsilon )</td>
<td>2</td>
<td>match</td>
</tr>
<tr>
<td>2</td>
<td>( \theta - a - b )</td>
<td>( r + b + \epsilon )</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>a</td>
<td>( r + \theta )</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>b</td>
<td>( r + b + \epsilon )</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>( \theta - a - b )</td>
<td>( r + b )</td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

Note that we have replaced accepting states (\( \epsilon \)) by output, and then we do not have final states (and hence additional states). Figure 4 shows the resultant automaton for the example.

The regular expression after reading a symbol \( (p_i) \) is computed by the following formulas

\[ r(p_i) = r + S_m^k(p_i) \]

and

\[ S_m^k(p_i) = \begin{cases} 
S_{m-1}^k & p_m = p_i \text{ (if } m = 1, \text{ match)} \\
S_{m-1}^{k-1} & k = m \text{ or } p_m \neq p_i (m > 0) \\
\emptyset & \text{otherwise} 
\end{cases} \]

In general we will have \( O(m^{k+1}) \) states and any state can have at most \( \min(c, m + 1) \) different transitions, where \( c \) is the alphabet size. Hence the size of the automaton is \( O(m^{k+1} \min(c, m)) \). Table 1 gives the number of states when all the characters in the string are different for small values of \( k \) and \( m \).

Clearly we can build the DFA in \( O(m^{k+2}) \) space and time (this reduces to \( O(cm^{k+1}) \) for an alphabet of size \( c < m \)). In general, the search takes
\( a \) (match)

\[
\begin{array}{c}
0 \\
1 \\
2 \text{ (match)} \\
\end{array}
\]

\( a \)

\[
\begin{array}{c}
\text{match if } \text{b}
\end{array}
\]

Figure 4: Automaton for the pattern \( ab \) and \( k = 1 \).

<table>
<thead>
<tr>
<th>( m ) ( \backslash ) ( k )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>7</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>16</td>
<td>15</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>14</td>
<td>30</td>
<td>43</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 1: Number of states for some \( m \) and \( k \).

\( O(n \log(\min(c, m))) \) time. However, for finite alphabets, and using a complete table for each transition, we have \( O(n) \) search time. It is worth to point out that the size of the automaton is in the worst case exponential in \( k \) and not in \( m \).

The construction rules are so simple that we can build the automaton as needed during the search. That is, we will use \( O(m^{k+2}) \) worst case extra time and space only if all possible sequences of mismatches appear in the text. In many applications this is not the case.

Other possibility is to describe the automaton as pairs of the form \((m, k)\), where \( m \) indicates the length of the string to match and \( k \) the maximum number of allowed errors. Clearly, at least \( k \) pairs (states) will be active at any point in the text and at most \( m \) pairs are generated by each symbol in the text. This suggests another \( O(kn) \) expected time algorithm with \( O(mn) \) worst case time and using \( O(m) \) extra space. This approach also suggests to use a number in base \( m \) to represent the pairs, and then if the numbers are smaller than the word size it is possible to have a very efficient algorithm. This idea is pursued in [2] for standard string matching and this problem
for more general patterns.

5 Mismatches with different costs

All the algorithms presented can be extended when we have different costs for different classes of mismatches. For example, the cost of a mismatch between a vowel and a consonant is twice the cost of a vowel-vowel or consonant-consonant mismatch. In this section we discuss the necessary changes for this case. We will assume that there is a finite set of integer costs \(\{\text{cost}_1, \ldots, \text{cost}_t\}\) and we want a match with at most cost \(C\).

For the naive algorithm the solution is trivial. We count the total cost of the mismatches using a multiple if structure for each case. Using more space, we can replace the multiple if by a table indexed by the character in the pattern and the character in the text. This requires \(O(|c|^2)\) extra space, where \(c\) is the alphabet size.

For the Boyer-Moore approach additionally to the same changes of the naive algorithm, we have to modify the table \(s_j\). Now, instead of slide two copies of the pattern until we find less that \(2k + 1\) mismatches, we have to slide until we have a mismatch cost less or equal than

\[
C + \left\lceil \frac{C}{\min(\text{cost}_i)} \right\rceil \max(\text{cost}_i),
\]

where \(\left\lceil \frac{C}{\min(\text{cost}_i)} \right\rceil\) is the maximum number of mismatches in a partial match with at most cost \(C\), and each one of them can override in the worst case a mismatch of maximal cost.

In the case of the DFA, we keep track of the total cost, associating the corresponding mismatch cost to each transition, and we output a match if the total cost is in the appropriate range in the appropriate transitions.

6 Final Remarks

Table 2 gives a summary of the different complexities.

Given the simplicity of the Boyer-Moore approach (actual code for this algorithm and the naive algorithm are presented in the appendix), this method is a good choice against Galil and Giancarlo algorithm [5].

For small alphabets the finite automaton is the best choice, mainly because the time will be independent of \(k\).

Finally, all these algorithms can be extended to more general patterns (for example don’t care symbols, a symbol that represents a class of symbols, etc.). In this case, only the concept of what constitutes a mismatch must be changed [2].
Fast String Matching with Mismatches

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Search time</th>
<th>Preprocessing time</th>
<th>Extra space</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Worst case</td>
<td>Average</td>
<td></td>
</tr>
<tr>
<td>LV [6]</td>
<td>$kn$</td>
<td>$kn$</td>
<td>$km \log m$</td>
</tr>
<tr>
<td>GG [5]</td>
<td>$kn$</td>
<td>$kn$</td>
<td>$m \log m$</td>
</tr>
<tr>
<td>Naive</td>
<td>$mn$</td>
<td>$kn$</td>
<td>1</td>
</tr>
<tr>
<td>Boyer-Moore (diff. symbols)</td>
<td>$mn$</td>
<td>$kn$</td>
<td>$m(m - 2k)$</td>
</tr>
<tr>
<td>DFA (small alphabet)</td>
<td>$n \log m$</td>
<td>$n \log m$</td>
<td>$m^{k+2}$</td>
</tr>
<tr>
<td></td>
<td>$n$</td>
<td>$n$</td>
<td>$m^{k+1}$</td>
</tr>
</tbody>
</table>

Table 2: Summary of the time and space complexities (order notation).
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Appendix

The code in the C programming language for the Naive algorithm is:

```c
int k, m, n;
char pattern[], text[];
{`
int i, j, count;

for( i=0; i < n-m+1; i++ )
{
    count = 0;
    for( j=0; j<m && count <= k; j++ )
        if( pattern[j] != text[i+j] ) count++;
    if( j == m )
        Report_match_at_position( i, count );
}

A simple version for the Boyer-Moore approach is:

#define max(a,b) (a>b)? (a):(b)
#define MAXPAT 255

BMmist( k, pattern, m, text, n ) /* n >= m, k < m */
int k, m, n;
char pattern[], text[];
{
    int i, j, l, count, shift[MAXPAT+1];
    int matches;

    /* Preprocessing */
    for( i=m+1; i>m-2*k; i-- ) shift[i] = 1;
    for( l=1; i>0; i-- )
    {
        for( count=2*k+1; count > 2*k; l++ )
        {
            j = max(1, i-l);
            for( count=0; j<=m-1 && count <= 2*k; j++ )
                if( pattern[j] != pattern[j+1] ) count++;
        }
        shift[i] = --l;
    }
    l = n-m+1;
    /* Code to avoid having special cases */
    text[0] = CHARACTER_NOT_IN_THE_PATTERN;
    pattern[0] = CHARACTER_NOT_IN_THE_TEXT;
    /* Search */
    matches = 0;
for( i=0; i < l; i += shift[j+2] )
{
    for( count=0, j=m; j>0 && count <= k; j-- )
        if( pattern[j] != text[i+j] ) count++;
    if( count <= k )
        Report_match_at_position(i+1, count);
}