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1. Imtroduction

C++ already supports many programming paradigms: procedural programming, data hiding, data
abstraction, and object-oriented programming [Str87]. All of these are subdivisions (though not
necessarily disjoint) of the imperative programming style.

A paradigm that is not supported by C++ is multi-process structuring, where a program is
designed as a set of processes that cooperate to solve a problem [Che82]. This paper considers
several ways to add support for concurrency to C++. A number of alternatives must be considered
because of the number of programming paradigms available in C++-, any of which could be adapted
to provide multiple processes.

Any scheme for providing concurrency must provide a way to start new processes, a way to
synchronize the execution of processes, and a way for processes to communicate with each other.
We also impose the following requirements.

e Both static and dynamic process creation must be supported, that is, processes can be created
by declarations or by allocation using the new operation. Both forms of process creation are
necessary to make maximum use of concurrency in a particular algorithm and in the hardware
resources.

e Static type checking of all communications between processes must be done. We feel that
static type checking is extremely important for early detection of errors and efficient gener-
ation of code. As well, this requirement is consistent with the fact that C++ is already a
statically typed programming language.

e There must be some way to control the duration of synchronization between processes so
that there is complete flexibility in the order that a process can respond to requests. This
requirement has been shown to be of fundamental importance in concurrency systems, as
demonstrated in the send-receive-reply paradigm [Gen81]. Without it, certain classes of
concurrency problems are quite difficult to implement, and the amount of concurrency that
can be specified by the programmer is restricted.

e Any system chosen should allow concurrency within an address space or in many address
spaces, and should support distributed processing.
For the sake of simplicity, this paper will not deal with remote processes in detail, although
we have endeavored to keep these problems in mind.

e Any system chosen must blend well with the syntax, semantics, and philosophy of C++.



2. Processes

This section discusses some ways of introducing processes into C++.

2.1 Unix style

The Unix! operating system provides concurrency with the fork() system call, which creates a new
process which is a mnearly-exact copy of the parent. The parent and child can identify themselves
by examining the value returned by fork().

This form of process creation is unsatisfactory for a number of reasons.

e Since the mechanism for process creation is not part of the programming language or a
standard library, programs that use it are not necessarily portable to other operating systems
that provide different concurrency primitives.

e Whole program duplication means that there is no clear distinction between the parent pro-
cess’s code and that which defines the action of the new process, and is wasteful of storage.

e Creation of separate address spaces is not always desirable. Running multiple processes in a
single address space can have distinct advantages in efficiency when transferring information
among the processes.

2.2 Mesa style

In the Mesa style [MMS79], new processes are created by invoking a function in a special way.
The process is given its own state, and a new thread of control executes the function body. When
the function body returns, the thread ceases execution. Some facility is provided which allows the
original process to wait for the new process to terminate, deletes the new process, and returns the
value returned by the function body, if any. Information may be passed to the process through the
function’s parameter list.

This approach is a good extension to the existing “sequential” programming style in C, as the
notion that execution of a program is essentially a concurrent invocation of main(...) is simply

generalized.
Processes of this form can be added to the language in several ways. First, it can be added as
a library along the lines described in [Cor88|. Briefly,

Process pid;
declares that pid can hold a process identifier.
pid = emit (5000, £, 3, 3.5);

creates a process to execute the function £ () with 5000 bytes of stack space?, passes 3 and 3.5 to .
f as arguments, and returns a process identifier.

v = absorb(pid);

1{nix is a trademark of AT&T Bell Laboratories
2his is needed if the new process runs in the same address space as the current process.



waits for that process to terminate, and assigns whatever value was returned by f to the variable v.
A second, alternative, which allows static process creation, is to perform the emit () and absorb()
implicitly in the constructor and destructor of the Process class.

These schemes result in poor type checking of the arguments and return type of the emitted
function, or place severe restrictions on the types of functions that can be emitted, or both. A
third alternative regains type checking by extending C++ with a new derived type process and
two new programming language constructs for starting and synchronizing with the process. The
type “process executing function type” should be analogous to “pointer to function type”. For
example,

int (process pid)(int, float);

declares a variable pid that can contain a process identifier for a process that executes a function
which takes an integer and a real parameter and returns an integer.

The process construct can then be used to emit a function running concurrently with the
calling function, for example:

int foo(int x, float y);
pid = (process(5000) foo) (3, 3.5);

The general form of this call is: (process(stack-size) function-valued-ezpression) (argument-list).
It yields a process identifier as its result.
The process identifier is used in the join construct to synchronize with the new process.

int result = join pid;

All of these variations have the disadvantage that the programmer must be explicitly aware of
process identifiers, and nothing in the variations can be construed as object-oriented.

2.3 Concurrent Objects

In this style, C++ is extended with concurrent classes. A call to a member function of such a
class is considered to start the member executing concurrently. (Alternately, the function could be
executed by a thread of control associated with the concurrent object.) The member function call
also provides a means of synchronization, and transfers data between the processes. Languages that
take this approach include ConcurrentSmalltalk [YT86] and ABCL/1 [YBS86]. It differs from the
Mesa style in that only one member function for a particular concurrent object can be executing
at a time. This restriction ensures that processes have mutually exclusive access to the object’s
members®.

Inheritance among concurrent classes is possible. The member functions of a concurrent class
are likely to interact with each other in intricate ways, so the addition or re-writing of member
functions will require a thorough understanding of the implementation of the base process.

This approach has the advantage that it is a semantically simple extension to a class based
language, requiring few extensions to the language. It requires that the compiler generate special
code for member function calls, access to static class members, and access to public members of
concurrent classes.

3Mutual exclusion over all instances of a class must also be provided for access to the static members of the class.



2.4 Ada Style

In the Ada* style, mew processes are created from instances of class-like constructs [Ada83]. It
differs from the Concurrent Object style in that the thread of control executes a special section of
code that controls which call to a member function of the class will be processed next, and which
automatically provides some concurrency.

This style of process creation requires a new type specifier, process, which has all the properties
of a class, and which must contain a member called main(). When a process object is created,
a new thread of control is created which executes the constructor, calls main(), executes the
destructor for the process type, and waits for the process to be deleted. The process that created
the new process continues execution at the point where the new process was created. main() has
protected visibility, since it can not be called by the user, but it may be redefined by a derived
class. Arguments can be passed to main() by constructors in the same way that arguments are
passed to constructors of base classes, for example:

process fred {
protected:
main(int i);
public:
fred(int i, int j) : main(j) { ... };
}

However, the difference is that the constructor is executed first and then main() is invoked.

A block will not terminate until all the processes statically declared within it have terminated.
This is easy to implement by having the compiler implicitly insert the equivalent of a join operation
at the point where the process goes out of scope. Dynamically created processes can be explicitly
waited for by preforming a delete operation, which will also implicitly perform a join.

In general, there are no problems with inheriting from a process. The derived class inherits
the members of the base class. The main() member that is executed by the process is the one
defined in the derived class. If the derived class does not define its own main, then it can not define
any new member functions. This is because the main() in the base class only controls the calls to
the set of functions it has defined.

Multiple inheritance from several processes seems straight-forward. Multiple inheritance from
mixes of processes and classes also seems simple, if processes can contain “ordinary” member
functions and variables. The result is a process with the members of the ordinary classes, as well.

This scheme is a simple extension of the “object-oriented” approach where an object is viewed
as executing a method in response to being sent a message. Constructors and destructors provide
convenient initialization and termination of processes. The specification of a block of code to be
executed by the process allows flexibility in the handling of requests from other processes. Processes
can be allocated statically or dynamically by putting them on the stack or on the free store.

One disadvantage of the scheme is that it conflicts with the idea that a program is a process
executing the (ordinary) function ::main(). However, if ::main() is viewed as a member of a
process class that contains the entire program, the conflict disappears. Another disadvantage is
that process can not be implemented as a standard library. One would have to create process
types by deriving from a class Process. main() would be a virtual member that would be spawned
by Process: :Process() using the concurrency primitives of the operating system. But then the
derived process’s main() would begin execution before the derived class’s constructor!

4Ada is a trademark of the U.S. Government



3. Synchronization and Communication

3.1 Pipes

In the Unix fork() model, synchronization and communication are done by reading and writing
from special objects called pipes, which provide buffered streams of bytes.

Since pipes are streams of bytes, communication through them is not type-safe. Programmers
are forced to build type-safe abstractions over top of them.

3.2 Concurrent Objects

Synchronization in the Concurrent Object scheme is provided by the calls to the member functions.
The maximum amount of concurrency is provided by having the caller resume execution imme-
diately without waiting for the called function to do anything, but this makes it difficult for the
member function to return any data.

If data is to be returned, the calling process must block until the function returns a value.
If this is done by executing a return statement, there is no gain in concurrency. To regain the
concurrency, C++ must be extended with a reply statement which specifies a value to be returned
to the calling process, allows the caller to resume execution, and allows the called function to
continue executing the remainder of the function body.

Member function calls are processed in first-in, first-out order. Futures are an additional syn-
chronization mechanism that allows requests to be processed in arbitrary order. future is a generic
container type with set and receive operations. Future objects are either empty or contain an
object of the parameter type. A concurrent member function that can not fulfill its function im-
mediately returns an empty future. The caller performs a receive on the future when it needs the
returned value. The receive operation blocks until the future is set>. When a member function
returns an empty future, the future will have to be noted in the object’s data structures so that
later invocations of member functions can fill it in. This is likely to result in complex interactions
between member functions.

3.3 Ada Style

Ada style synchronization (rendezvous in Ada) involves synchronous calls to the members (entries
in Ada) of a process (i.e. the caller blocks until the member function returns with its results), and
passing information using the standard argument-parameter mechanism. The process’s main ()
member decides which call to which member function will be accepted next. The following are the
statements and declarations that are required in a process to support this form of synchronization.

3.3.1 entry Members

Either all member functions will have synchronization associated with their calls (except the con-
structor and destructor, since no concurrency is possible during their execution), or there must be
a way to specify those members that will be synchronized and those that will not. The argument
for not having synchronization on all calls is that simple functions that perform reads from the
process’s member variables can be accomplished asynchronously, hence saving the execution time
cost of synchronization. The argument against is that if an asynchronous function changes the
state of the process, then the integrity of the process is forfeit. At this point, we feel that providing

5This variant of the future concept is most like the ConcurrentSmalltalk CBoz.



both kinds of member functions is reasonable. Distinguishing these two kinds of functions is done
by prefixing a member function with the clause entry, as in:

process fred {

entry ... fool(...); // synchronization on call
. foo2(...); // no synchronization on call

}

entry functions can never be inline because synchronization code must be in the member not at
the call site.

3.3.2 accept Statement

The accept statement is used to dynamically choose which call to an entry member will be allowed
to occur next. When an accept is executed, the process instance is accept-blocked until a call to
that particular entry member occurs. Two forms of the accept statement are possible depending
on whether the code executed when an entry call is accepted is placed in the accept statement or
outside of it.

Out-of-Line Accepts In thisscheme, a block of code is specified for an entry member just as it is
for an ordinary member. An accept statement has the form: accept entry-member-name;. When
an entry call is accepted, the body of the entry member is executed. If the caller is expecting a
return value, then this value must be specified in the body of the accept. When the body ends, the
caller and the acceptor continue execution at the entry call and the accept statement, respectively.
POOL-T [Ame87] takes this approach, and adds a “post-processing” section to the member body
that is executed after the caller has been allowed to resume execution.
If inheritance of process types is supported, virtual entry members might be useful.

In-line Accepts This scheme is like that used in Ada. There is no body associated with an entry
member using the usual mechanisms in C++. Instead the body becomes a block of statements that
forms part of the accept statement, as in: accept entry-member-name(parameter-list) statement; .
If the accept body must return a value, it can not do so with a return statement because that would
cause the containing function to return. The syntactically similar, reply ezpression;, statement is
used. When it is executed, the calling process resumes execution at the call point and the called
process resumes execution after the statement in the accept.

In-line accept bodies require more language extensions than out-of-line accept bodies. Specifi-
cation of the parameter list is the difficult part in C++ as there is nothing in the language that
is roughly equivalent. Since functions can not be nested in C++, there is no precedent for such a
facility. Out-of-line bodies bear greater resemblance to ordinary member functions.

Anything that can be done with in-line accepts can be done with out-of-line accepts. However,
in-line bodies are arguably more concise and readable. Out-of-line bodies have to communicate with
the code that executes accept statements by leaving “memos” in the process’s data structures. In
cases where the in-line form has several different accepts for the same entry, out-of-line bodies must
start with switching logic to determine which case applies. We choose program simplicity over
language simplicity and recommend in-line accept bodies.



3.3.3 suspend Statement

The Ada rendezvous mechanism restricts the order in which calls can be replied to. If the acceptor
does not wish to, or can not deal with the currently accepted message, but wants to continue
receiving calls, then new accepts must be nested in the current accept clause. This does not allow
a dynamic number of deferred calls, and enforces a last-in, first-out order of processing. What is
necessary is the ability to suspend the current accept and requeue the accept so that it can be
reaccepted at a more appropriate time.

One way to accomplish this is with a suspend statement, which has the form: suspend entry-
member-name. suspend terminates execution of the accept body at that point, but the caller
remains blocked and the caller’s request is requeued at the end of the specified entry member’s
queue. This request can then be reaccepted (by the named entry) at some time in the future when
the request can be handled by the accepting process.

3.3.4 Request Queues

Suspending onto entry members does not work, in general, because there is no way to differentiate
between newly arrived calls and suspended ones. Without this distinction, it is possible to loop
infinitely accepting and suspending the same call. Therefore, it is necessary to have queues internal
to the process on which calls can be suspended, called request queues.

A request queue must be specified with the type of the entry calls that can be suspended on it,
so that its use can be checked by the compiler, for example:

int (requestqueue q[6])(int, float);

This declares an array of request queues that can have entry calls of the specified type suspended
on it. A request queue variable can then appear in an accept statement just like an entry member,
as in:

accept q[3]; // using out-of-line accept style
accept q[3]1(i, £) { ... } // using in-line accept style

In the out-of-line accept style, it is necessary to assign a function body to the request queue
variable to define the code that will be executed when an entry call is accepted, for example:

process bar {
int (requestqueue q[5]) (int, float);

int foo(int i, float £) { ... }
public:
bar() { ql0] = &foo; ql[1] = &foo; ... }

}

It is possible to check an entry/request queue to determine if there are any processes waiting
on it using an attribute, as in: q[3].isEmpty ().

If a request queue is public or passed to another process, many processes could attempt to
accept from one queue at the same time. Because of the complexity in implementing this, we
choose to allow only one process to receive from a request queue, but allow multiple processes to

suspend on a shared request queue.



3.3.5 select Statement

A select statement is provided which has the same semantics as the Ada select statement.

select {
when ( /* conditional-expression ¥/ ) // guard on accept
accept ... ;
or when ( /* conditional-expression */ )
accept ... ;
}

The select statement lets a process accept an entry call on any of the entries whose guards are
true. If no entry calls are waiting, the process waits for a call to be made to one of those entries.
(A facility to wake up the process after some period of time should also be provided; however, we
have not yet dealt with this.) In the implementation, the accepts are tested in the order that they
appear in the select list. It is up to the programmer to make sure that requests for a particular
entry/request queue are eventually accepted.

3.3.6 Monitor Style Synchronization

The process construct and its subsequent instantiation provides the mechanism to start a new
thread of control at execution time. Request queue variables and accept and suspend provide
the mechanism for synchronization. An interesting question is whether these two facilities are
in fact orthogonal in the design. Clearly, it is possible to start separate processes that do not
need to synchronize with other processes because they are not performing operations on shared
data. However, is the opposite true? Does it make sense to have a non-process object, such as
a class, executing accepts and suspends? In fact, this is largely what happens in a monitor
which synchronizes multiple processes as they make calls to member functions of the monitor.
Appendix A illustrates this by using a class to create a monitor which implements a bounded
buffer. Instances of this synchronization object can then be used for communicating information
among process instances. The point here is not to mimic monitors in their entirety, but to show
that the synchronization constructs can be used in unorthodox ways.

3.4 Messages

In message passing systems, information to be transmitted is bundled up into a message, which is
a visible, manipulable object. One process executes a send operation to transmit the message, and
the other process executes a receive operation to pick it up.

The sending process may continue execution after performing the send, or it may be blocked
until the message is received. A third option is to have the sending process block until a reply
operation is performed. We prefer this form because the simple semantics and implementation
match C++’s minimalist philosophy, because information can be returned conveniently to the
sender via the reply, and because the reply operation allows flexibility in the order in which
requests are processed.

In traditional send/receive/reply systems, messages and replies are sent to processes. This
interferes with type checking, since a process may have to receive more than one type of message or
expect more than one type of reply. Instead, messages should be sent to message queues, which are
objects whose type includes a message type and a reply type. Processes then have message queues



for each message type they handle. A consequence is that some means of receiving from any of a
set of message queues is needed.

The implementation of message queues becomes more complex if many processes can attempt
to receive from one queue at the same time. As for request queues, we choose that each message
queue is owned by one process, which has the exclusive right to receive from it.

The system described above can be described using the existing class construct and the pre-
processor “generic” tools. The send and receive operations can be member functions of a generic
MessageQueue type with message type and reply type parameters, and reply is a member function
of a matching Message type which is used by receiving processes. One approach to waiting on a
set of queues is to have a waitFor function that takes a list of message queue arguments, waits for
a message to arrive on one, and returns a code indicating which queue contains a message.

A more novel approach is to use access types [BZ86]. A generic access class is defined for each
message queue class. Receive operations are done implicitly by creating an instance of the access
class, and reply is done implicitly by deleting the instance. The message is accessed through the
access variable. This scheme has the advantage that the scope of an automatic access variable
statically links the reception of and the reply to a message, which is sufficient for most programs.

A third approach is to add message and message queue types, send, receive and reply opera-
tions, and a switch-like select statement to the language. The compiler can then statically check
that the process receiving messages from a queue is the owner of the queue.

4. Conclusions

We consider Ada-style processes with in-line accepts and request queues to be best of these alter-
natives for several reasons.

e It does not add explicit process identifiers to the language, as does the Mesa-style approach.
Instead, the existing concept of “object” is used.

e Request queues let processes service entry calls in any order without added protocols or
internal data structures.

e The acceptance of a request and the reply to the requestor are tied together syntactically; in
this case, the reply is implicit in the end of the accept body.

e An implementation of entry calls can choose to leave the arguments of the call in the caller’s
stack in circumstances where other styles, such as message passing, must copy them into the
called process.

Currently, we have finished the basic design for the Ada-style (out-of-line) style, and we are ex-
perimenting with implementations based on a light-weight concurrency kernel written in C [Cor88].
At the moment, the new statements are translated by a simple preprocessor (and by hand in places).
By October (the conference), we should have completed a preprocessor based on the g++ parser
to perform the transformation automatically to the C code level. If time permits, we then intend
to augment the g++ compiler to generate code directly.

5. Comparison with Other Work

There are large number of concurrency designs in an equally large number of programming lan-
guages. We have selected only programming languages that provide static type checking of com-

municated data.



5.1 Ada

The major deficiency with the Ada implementation of concurrency is that the servicing of requests
can not be postponed because of the lack of request queues. However, there is a work-around which
involves designing protocols with multiple entry calls. A minor deficiency is that entries can not
return values directly, but must use the argument-parameter mechanism.

5.2 BNR Pascal

BNR Pascal [GKC87] provides an Ada-like rendezvous along with a type QUEUE, and DEFER and
REENTER statements. Unlike our request queue variables, an instance of QUEUE allows any type of
entry call to be suspended on it. Suspension is done with DEFER (queue-name) which suspends the
current process on the specified queue. Re-acceptance is done with REENTER (queue-name) which
takes the process at the head of the queue (if any) and places it at the front of the entry on which
it initially arrived. Hence, a process can not be suspended on an entry other than the one on
which it initially arrived, which allows the compiler to maintain type safety. This scheme results
in switching logic at the start of accept bodies to determine whether a call has resulted from a
REENTER, and why it was deferred.

5.3 SR

SR [Aea88] provides concurrent objects that can have both concurrent member functions and entry
members with in-line accept bodies. The way in which a member is invoked (by a call or send)
indicates whether the caller will block until the called member is finished. (A member declaration
can state that it can only be called or only sent to.) The four combinations of call type and
member type give SR remote procedure call, Mesa-style process emission, Ada-style rendezvous
and non-blocking message passing.

We are not convinced that all 4 combinations are useful. Some combinations, such as multiple
sends to the same object, can be extremely error prone unless the members are carefully written to
deal properly with it. Our contention is that, in general, entities are written assuming that they
will be invoked in a particular way (i.e. sequentially, alternating (coroutining), or concurrently) and
will not work correctly if used in another way. To this end, SR provides pragmas that indicate that
a particular member can only be invoked in a particular way. Rather than take this general, and
potentially dangerous, approach of allowing the particular invoking form to specify the semantics of
execution, we have the definition (class or process) indicate this essential semantic information
and use a uniform syntax for invoking the members.

SR synchronization primitives are essentially the same as Ada. Therefore, it can not respond
to messages in arbitrary order. No mechanism exists to suspend a received call, accept new calls,
and then re-accept the suspended call at a later time.

5.4 BETA

BETA [KMMN87| is like SR in that the way in which a member is invoked (by a concurrent
imperative or alternating imperative) indicates whether it will execute concurrently or not. Hence,
the caller, and not the definition, has control of this important aspect of a definition’s behaviour.

As well, BETA’s synchronization primitives are essentially the same as in Ada. Therefore, it
can not respond to messages in arbitrary order.

10
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6. Appendix A — Monitor Style Synchronization

This style of synchronization object works like a Hoare monitor because the acceptor (signaller)
blocks while the function associated with the request executes to completion. accept is not the
same as a monitor signal because an accept on an empty entry/request queue blocks, while a
signal on an empty condition does nothing and execution continues. Therefore, it may be necessary
to check explicitly whether there are processes waiting on an entry /request queue before performing
an accept to prevent receive-blocking that would lead to deadlock. As well, suspend is not the
same as wait because resumption of a suspended function restarts the function while waiting is
restarted after the wait statement.

class BoundedBuffer {
const int Size = 100;

int front, back; // position of front and back of queue
int Elements [Size + 1]; // queue of integers
void (requestqueue Full)(int elem); // wait if queue is full
int (requestqueue Empty)(); // wait if queue is empty
public:
BoundedBuffer () {
front = O;
back = 1;

Full = &insert;
Empty = &remove;
}: // BoundedBuffer

entry void insert(int elem) {
if (front == back) suspend Full;
Elements [back] = elem;
back = (back + 1) % (Size + 1);
if (1Empty.isEmpty()) accept Empty;
}; // insert

entry int remove() {
int elem;

if ((front + 1) % (Size + 1) == back) suspend Empty;
front = (front + 1) 9% (Size + 1);
elem = Elements[front];
if (1Full.isEmpty()) accept Full;
return(elem);
}; // remove
}; // BoundedBuffer

process Producer {
Producer (BoundedBuffer buf) {
for ( ... ) {
item = ... // produce item
buf.insert(item);
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}
} // Producer
} // Producer

process Consumer {
Consumer (BoundedBuffer buf) {
for ( ... ) {
item = buf.remove();
// consume item
}
} // Consumer
} // Consumer

main() {
BoundedBuffer buf; // create a communication buffer
Producer Prodi(buf), Prod2(buf); // create producers
Consumer Cons (buf); // create consumer

} // main // wait for process completion
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7. Appendix B — Disk Scheduler

The following example illustrates a fully implemented disk scheduler using the Ada style (out-
of-line) concurrency extensions to C++. It demonstrates two facilities that are not available in
Ada. First, suspension of an accept body without unblocking the caller, and second, request-queue
variables. The disk scheduling algorithm used in the example is the elevator algorithm which
services all the requests in one direction and then reverses direction. A linked list is used to store
incoming requests while the disk is busy servicing a particular request. (Ada can only support
arrays (families) of entries which is expensive in both search time and storage utilization.) The list
is maintained in sorted order by cylinder number and there is a pointer which scans backward and
forward through the list. New requests can be added both before and after the scan pointer while
the disk is busy. If new requests are added before the scan pointer in the direction of travel, they
will be serviced on that scan.

To prevent deadlocks between the disk and server, the disk calls the server to get the next
request that it will service. This call does two things: it passes to the server the status of the just
completed disk request which is then returned from server to client, and it returns the information
for the next disk operation. To prevent the server from having to make a local copy of each caller’s
request information when it cannot be serviced immediately, another request queue is introduced.
When accepted, the code for this queue copies the parameter values from the caller’s parameters
to local variables in the server and then suspends on the request queue CurrentReq. Hence, the
server only has a single copy of the request that is currently being serviced by the disk. The cost
is the retrieval of the values from the caller’s stack.

enum logical { FALSE = O, TRUE = 1 };
typedef char Buffer[50]; // dummy data buffer

enum IOStatus { INITIAL, COMPLETE, ERROR, EOF };

class IORequest {
public:
int cylinder;
int sector;
BufferAddress *bufadr;
}; // IORequest

process Disk {
logical Alive;
I0OStatus status;
I0Request WorkRequest;
protected:
main(Server &);
public:
Disk(Server &server) : main(server) {};
}; // Disk

Disk: :main(Server &server) {
Alive = TRUE;
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status = INITIAL;

for (;Alive;) {
WorkRequest = server.WorkRequest(status);
status = COMPLETE;
} // for
} // Disk

process Server; // forward declaration

class WaitingRequest : public Sequable {
public:
int cylinder;
I0Status (Server::requestqueue req) (I0Request);
}; // WaitingRequest

declare(Sequence, WaitingRequest); // generic doubly linked list

process Server {
Sequence(WaitingRequest) Requests; // list of client requests
WaitingRequest *Current;
logical Alive, DiskInUse, Direction;
IORequest CurrentWork;
I0Status CurrentStatus;

I0Status (requestqueue ServeRequest) (IORequest &) ;
I0Status (requestqueue CurrentRequest) (IORequest &) ;
I0Request (&requestqueue DiskWaiting) (I0Status);
protected:
main();
public:
entry IORequest WorkRequest(IOStatus);
entry I0Status DiskRequest(IORequest &);
entry void Die();
}: // Server

Server: :main() {
Disk disk(*this); // start the disk

Alive = DiskInUse = Direction = TRUE;

for (;Alive;) {

select { // in order of importance
accept Die; // request from system
accept WorkRequest; // request from disk
accept DiskRequest; // request from clients
} // select
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} // for
} // Server

I0Request Server : :WorkRequest(IOStatus status) {
if (status !'= INITIAL) { // 1st time is a special case
CurrentStatus = status;
accept CurrentRequest; // reply to waiting client
// advance to the next disk request in the current direction
WaitingRequest *temp = Current;
Current = Direction ? Requests.succ(Current): Requests.pred(Current);
Requests . remove(temp); // remove just processed request
delete temp;
if (Current == 0) { // reverse direction ?
Direction = !Direction;
Current = Direction ? Requests.head(): Requests.tail();
Y // it
} // if

DiskInUse = FALSE;
if (!Requests.isEmpty()) { // any clients waiting ?
DiskInUse = TRUE;

accept Current->req; // get work from waiting client
// the global variable CurrentWork is assigned the current request
return(CurrentWork) ; // return work for disk
} else {
suspend DiskWaiting; // wait for client to arrive
Y /7 if

} // WorkRequest

I0Status Server: :DiskRequest(IORequest &req) {
if (DiskInUse) {
// insert into list by ascending order of cylinder number
for (WaitingRequest *1p = Requests.head();
1p != O && 1p->cylinder < req.cylinder;
1p = Requests.succ(1lp));
WaitingRequest *np = new WaitingRequest;
np->cylinder = req.cylinder;
np->req.Rtn = &Server::ServeRequest;
if (Requests.isEmpty()) Current = np; // 1st client, so set Current
Requests.insert(np, 1p);
suspend np->req; // suspend until request is to be serviced
} else {
DiskInUse = TRUE;
CurrentWork = req;
accept DiskWaiting;
suspend CurrentRequest;

} // if
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} // DiskRequest

void Server::Die () {
Alive = FALSE;
} // Die

I0Status Server: : ServeRequest (I0Request req) {
CurrentWork = req;
suspend CurrentRequest;

} // ServeRequest

I0Status Server: : CurrentRequest (IORequest req) {
return(CurrentStatus) ;
} // CurrentRequest

I0Request Server: :DiskWaiting(IOStatus status) {
return(CurrentWork) ;
} // DiskWaiting

process Client {
protected:
main(Server &, IORequest &);
public:
Client(Server &server, IORequest &req) : main(server, req) {};
} // Client

Client::main(Server &server, IORequest &req) {
I0Status status;

status = server.DiskRequest(req);
} // Client

const int NoOfTests = 10;

I0Request test[NoOfTests] = { { 20, 0, O },
{99,0,0} { 0,0,01}, {15, 0, 01},
{3,0,0} { 4,0,01} {16, 0,01},
{80,0,0} {8,0,0} { 2,0,01}1};

main() {

Server server; // start the disk server
Client *p[NoOfTests];
int i;

for (i = 0; i < NoOfTests; i += 1) {
pl[il = new Client(server, test[i]); // start the clients
} // for
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for (i = 0; i < NoOfTests; i += 1) {

delete p[il; // wait for completion of the clients
} // for
Server.Die() ; // terminate the disk server
} // main
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