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Abstract

This thesis examines a tree automata approach to tree matching problems. This approach is motivated by the finite automata approach which has been very successful in designing string matching algorithms. In particular, we show how the KMP algorithm can be generalized to give tree matching algorithms which preprocess the pattern tree. We also define structures for trees which are analogous to suffix tries and DAWGs for strings and show how they can be used for tree pattern matching. Additionally, we explore some other approaches to tree matching problems.
Acknowledgement

I would like to express my deepest gratitude to my thesis supervisor, Prof. Derick Wood, for his invaluable guidance and encouragement throughout the preparation of this thesis. I would also like to thank him for his friendly advice which have helped me to cope with the challenges both inside and outside the university.

I would also like to thank the readers of my thesis, Prof. Howard Johnson and Prof. Gordon Cormack, for reading this thesis under severe time constraint and suggesting modifications to the thesis.
Contents

1 The Tree Matching Problem ........................................... 1
  1.1 Motivation ....................................................... 1
  1.2 Overview of Previous Work .................................... 2
  1.3 Overview of the Thesis ......................................... 4

2 Definitions and Conventions ........................................ 6
  2.1 Trees and Tree Matching Problems ......................... 6
    2.1.1 Term Trees ............................................... 6
    2.1.2 Patterns and Tree Matching Problems .................. 8
  2.2 Tree Automata ................................................ 10
    2.2.1 Tree Automata as Recognizers ......................... 10
    2.2.2 Variations of Tree Automata ......................... 13
    2.2.3 Implementing Tree Automata ......................... 14
  2.3 Model of Computation ....................................... 15

3 Preprocessing Pattern Trees .................................... 18
  3.1 The KMP Algorithm ......................................... 18
3.2 Generalizing the KMP Algorithm for Trees ............................................ 20

3.3 Root-to-Frontier Approach ................................................................. 22
  3.3.1 The Automaton ................................................................................. 22
  3.3.2 The Matching Procedure ................................................................. 24
  3.3.3 An Example ...................................................................................... 25

3.4 Frontier-to-Root Approach ................................................................. 25
  3.4.1 The Automaton ................................................................................. 28
  3.4.2 The Matching Procedure ................................................................. 29
  3.4.3 An Example ...................................................................................... 29

4 Preprocessing Text Trees ..................................................................... 32
  4.1 Positions in Strings and Trees ......................................................... 32
  4.2 Suffix Tries and DAWGs ................................................................. 36
    4.2.1 Suffix Tries ............................................................................... 36
    4.2.2 The DAWG .............................................................................. 38
  4.3 Generalizations Using Ad-Strings .................................................. 42
    4.3.1 Overview ............................................................................... 42
    4.3.2 A Root-to-Frontier Automaton Based on Text ............................ 46
  4.4 Generalizations Using Partrees ......................................................... 47
  4.5 Frontier-to-Root Automata for Perfect Patterns ................................ 53
    4.5.1 Equivalence Classes and the PMA .............................................. 53
    4.5.2 Constructing the PMA ............................................................... 56
    4.5.3 The Matching Algorithm ............................................................ 58
    4.5.4 Reducing the PMA .................................................................. 59
5 Other Approaches

5.1 Sliding the Pattern across the Text ........................................ 63
  5.1.1 Overview ................................................................. 63
  5.1.2 Splitting the Text Tree ................................................ 64
5.2 Partitioning the Term Tree .................................................. 67

6 Conclusions and Open Problems ............................................. 71

6.1 Pattern Matching of Unary Trees ......................................... 71
6.2 Pattern Matching for Generalized Patterns ............................ 72
6.3 Conclusions and Open Problems .......................................... 73
# List of Tables

3.1 Functions corresponding to the pattern in Figure 3.2 .......................... 26
3.2 The functions used by Algorithm 3.1 .................................................. 26
3.3 Counter values corresponding to the tree in Figure 3.3 ......................... 27
3.4 The transition function used by Algorithm 3.2 ................................. 31
## List of Figures

<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1</td>
<td>Example of a binary tree</td>
<td>3</td>
</tr>
<tr>
<td>2.1</td>
<td>An input term tree</td>
<td>12</td>
</tr>
<tr>
<td>2.2</td>
<td>A state tree generated by an RFA</td>
<td>12</td>
</tr>
<tr>
<td>2.3</td>
<td>A state tree generated by an FRA</td>
<td>13</td>
</tr>
<tr>
<td>2.4</td>
<td>The procedure $RF$ used in simulating an RFA</td>
<td>15</td>
</tr>
<tr>
<td>2.5</td>
<td>The procedure $FR$ used in simulating an FRA</td>
<td>16</td>
</tr>
<tr>
<td>3.1</td>
<td>The state diagram of Example 3.1</td>
<td>20</td>
</tr>
<tr>
<td>3.2</td>
<td>A sample pattern tree</td>
<td>25</td>
</tr>
<tr>
<td>3.3</td>
<td>State tree resulting from Algorithm 3.1</td>
<td>27</td>
</tr>
<tr>
<td>3.4</td>
<td>State tree resulting from Algorithm 3.2</td>
<td>30</td>
</tr>
<tr>
<td>4.1</td>
<td>An example of a trie</td>
<td>36</td>
</tr>
<tr>
<td>4.2</td>
<td>The DAWG of $abcba$</td>
<td>40</td>
</tr>
<tr>
<td>4.3</td>
<td>The compact suffix trie of $(abcba)^{-1}$</td>
<td>43</td>
</tr>
<tr>
<td>4.4</td>
<td>The term tree in Example 4.4</td>
<td>49</td>
</tr>
<tr>
<td>4.5</td>
<td>An example of a binary tree used in Theorem 4.7</td>
<td>52</td>
</tr>
</tbody>
</table>
4.6 A sample text tree .................................................. 60

4.7 State tree resulting from Algorithm 4.3 ......................... 60
Chapter 1

The Tree Matching Problem

1.1 Motivation

During the execution of equational and logic programs, subexpressions are replaced according to a set of replacement rules. The first step in such a replacement system is to find an appropriate subexpression of an expression which matches the left hand side of some replacement rule. Since expressions, or terms, are usually represented as term trees, this reduces to finding the occurrences of a given left hand side, or pattern tree, in the given expression, or text tree. In other words, this is a tree pattern matching problem. Furthermore, this is the specific problem we tackle in this thesis. Hoffmann and O'Donnell show in [13] how tree replacements may be used in automatically generated interpreters for nonprocedural programming languages. The elimination of redundant operations in code optimization in compiler design and the recognition of common subexpressions in simplifying algebraic expressions both involve tree pattern matching; see [3,20]. Tree pattern matching can also be used in context searching in tree structures, abstract data type specification and implementation [12], automatic theorem proving [17], and hierarchically structured databases applications.

In some applications, text trees have their subtrees replaced, so these trees change as
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a result of the replacement; in other applications, text trees are essentially static. In this thesis, tree pattern matching is carried out on static text trees.

1.2 Overview of Previous Work

Karp, Miller and Rosenberg pioneered the investigation of the tree pattern matching problem in [15]. They designed a number of algorithms for the problem, and many of their ideas have been used in more recent algorithms.

Overmars and van Leeuwen presented in [22] a top-down algorithm (their best algorithm) for pattern matching in lexicographic trees. The idea underlying the algorithm is that finding a pattern in a text is equivalent to finding all its root-to-leaf paths as some substrings of root-to-leaf paths of the text tree such that all these substrings start at the same node of the text tree. The algorithm finds all occurrences of the root-to-leaf paths of the pattern in the text using a strategy similar to that of the KMP [18] and Aho-Corasick [2] algorithms; it records these occurrences in counters associated with the nodes of the text where these paths occur.

Hoffmann and O'Donnell thoroughly investigated the problem of matching term trees in [14]. They developed algorithms for both bottom-up and top-down approaches. Their top-down algorithm is essentially the same as the one in [22]. The basic operation of their bottom-up algorithm is that of a frontier-to-root tree automaton, which is described in Chapter 2. A number of people have modified their bottom-up algorithm to reduce the time and space complexity of its preprocessing phase; among them, Chase in [8] described a way of generating compressed tables.

Lang, Schimmler and Schmeck in [21] presented an algorithm for matching tree patterns sublinear on the average. The pattern and text trees in their algorithm are represented as ordered lists of left paths, which are the longest suffixes of root-to-leaf paths, where every node, except for the leaves, occurs in the same left path as its leftmost son. For example,
the set of left paths of the tree in Figure 1.1 is \{abd,e,caf,d,f\}. They used a combined approach of Boyer-Moore [6,18] and Aho-Corasick [2] for matching left paths and used the same counting technique found in the top-down algorithms of [22] and [14] to decide if the pattern occurs at a node in the text.

Steyaert and Flajolet did a mathematical analysis of the naive algorithm for tree pattern matching in [26]. They have shown that the expected time complexity of the naive algorithm is linear in the total size of the pattern tree and the text tree, although its worst time complexity is quadratic.

Kojima described in [19] a linear algorithm for matching a complete binary pattern tree in a binary text tree. The algorithm starts by checking if the pattern occurs at the root of the text, and when a mismatch is found, it splits the text tree into maximal subtrees such that it is possible for the pattern to match each subtree at its root. The algorithm proceeds recursively as if each new subtree is another text tree. This idea is analogous to sliding the pattern string along the text string in the KMP algorithm of [18].


\footnote{The trees in this thesis are drawn using the macros described in [7].}
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The text and pattern trees are represented as euler strings, which preserve the structure of the trees, and tree matching is then reduced to string matching with multiple patterns, for which the Aho-Corasick algorithm [2] is used. The euler string of a tree is obtained by traversing the tree in the order of “root → 1st subtree → root → ... → root → last subtree → root” and listing the labels of the nodes as they are encountered. For example, the euler string of the tree in Figure 1.1 is “abdbebacafadacfa”. The basis of their algorithm is that two term trees are equivalent if and only if their euler strings are equal.

1.3 Overview of the Thesis

The aim of this thesis is two-fold.

First, we use an automata-theoretic approach to provide a coherent and consistent framework for the study of tree pattern matching algorithms. This approach was successful for designing some well-known string matching algorithms such as the Knuth-Morris-Pratt algorithm [18]. It not only suggests a method of obtaining efficient algorithms, but it also provides a common framework within which to describe such algorithms. The automata-theoretic approach is implicit in much of the work on tree pattern matching algorithms, but it has never been the driving force. In chapter 3, we show that some well-known tree matching algorithms follow naturally from this approach.

Second, we explore “analogy” as an approach to give tree pattern matching algorithms from string matching algorithms. For example, in string matching, we can preprocess either the pattern or the text. This leads to the KMP and Boyer-Moore algorithms [18,6] in the former case, and to the DAWG and suffix trie approach in the latter case. All tree matching algorithms that have been considered up until now preprocess the pattern tree. We consider original methods for preprocessing text trees in Chapter 4, and these lead to the definitions of structures for trees analogous to suffix tries and DAWGs for strings. We also give new tree matching algorithms which make use of these structures.
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Another analogy is based on the directions in which the texts and the patterns are scanned. For strings, the KMP and the Boyer-Moore algorithms scan the pattern in different directions, the former from left to right and the latter from right to left, while both algorithms move the pattern across the text from left to right. In the first section of Chapter 5, we will discuss how analogous tree matching algorithms may be designed.

There are other approaches to tree matching problems than those mentioned above. The second section of Chapter 5 suggests an approach based on transforming the original tree matching problem to a similar problem involving trees of smaller sizes by partitioning the pattern tree and the text tree.

Chapter 2 introduces the definitions and conventions used in subsequent chapters. The concluding chapter, Chapter 6, examines ways of solving tree matching problems involving patterns that are more general than the ones considered in earlier chapters, and we end the thesis by stating some conclusions and posing some open problems.
Chapter 2

Definitions and Conventions

2.1 Trees and Tree Matching Problems

2.1.1 Term Trees

Let $\Sigma$ be a set of symbols; $\Sigma$ is called an alphabet if each $\sigma \in \Sigma$ has a unique degree $\nu(\sigma)$ which is a nonnegative integer. Informally, a term tree over an alphabet $\Sigma$ is a rooted, ordered tree whose nodes are labeled with elements in $\Sigma$; a node with label $\sigma$ in a term tree has exactly $\nu(\sigma)$ children.

Given an alphabet $\Sigma$, define $\nu(\Sigma)=\max\{\nu(\sigma) \mid \sigma \in \Sigma\}$, $\Sigma_i=\{\sigma \in \Sigma \mid \nu(\sigma) = i\}$ and $\Sigma_+=\{\sigma \in \Sigma \mid \nu(\sigma) > 0\}$. A term tree over the alphabet $\Sigma_2 \cup \Sigma_0$ is called a binary tree, and a term tree over the alphabet $\Sigma_1 \cup \Sigma_0$ is called a unary tree. The set of all term trees over $\Sigma$ is denoted by $\mathcal{T}_\Sigma$.

There is a natural one-to-one correspondence between the elements in the set of term trees over $\Sigma$ and the elements in the set of $\Sigma$-terms. $\Sigma$-terms and the corresponding term trees are formally defined as follows.

**Definition 2.1** Let $\Sigma$ be an alphabet and $\nu$ be the corresponding degree function.
1. If $\sigma \in \Sigma$ and $\nu(\sigma) = 0$, then $\sigma$ is a $\Sigma$-term; the corresponding term tree consists of a single node labeled $\sigma$ which is the root of the tree.

2. If $\sigma \in \Sigma$ and $\nu(\sigma) = q > 0$, then $\sigma(t_1, t_2, \ldots, t_q)$ is a $\Sigma$-term provided each of the $t_i$s is a $\Sigma$-term; the root of the corresponding term tree is labeled $\sigma$ and the $i$-th child of the root is the root of the term tree corresponding to $t_i$.

3. Nothing else is a $\Sigma$-term or a term tree over $\Sigma$.

For example, let $\Sigma$ be $\{a, b, c, d, e, f\}$, where $\nu(a) = \nu(b) = \nu(c) = 2$ and $\nu(d) = \nu(e) = \nu(f) = 0$; then, the tree of Figure 1.1 is a term tree over $\Sigma$, and the corresponding $\Sigma$-term is $a(b(d, e), c(a(f, d), f))$. An edge joins every internal node in a tree to each of its children.

Let $T$ be a term tree. The set of all nodes in $T$ is denoted by $N(T)$. $|N(T)|$ is called the size of $T$, which can also be written as $|T|$. The root of $T$ is denoted by $\text{root}(T)$.

Let $v$ be a node in $T$. The label of $v$ is denoted by $l(v)$. $v$ is an external node (or a leaf) if $\nu(l(v)) = 0$; otherwise, it is an internal node. The set of all leaves of $T$ is called the frontier of $T$ and denoted by $F(T)$; the set of all internal nodes of $T$ is denoted by $I(T)$.

If $u$ is the $i$-th child of $v$, written as $u = \text{child}(v, i)$, then $v$ is called the parent of $u$, written as $v = \text{parent}(u)$. Define $a^0(v) = v$ and $a^i(v) = \text{parent}(a^{i-1}(v))$ for $i > 0$; if $u = a^i(v)$, then $u$ is called the $i$-th ancestor of $v$ and $v$ is called the $i$-th descendant of $u$. Note that a node is both an ancestor and a descendant of itself. A node $v$ is called a proper descendant of a node $u$ if $u = a^i(v)$, for some $i > 0$. Two nodes are cousins of each other if neither of them is an ancestor of another. The set of all descendants of a node $u$, \{ $v \mid u = a^i(v)$ for some nonnegative integer $i$ \}, forms a subtree of $T$ rooted at $u$. Note that every subtree of a term tree is itself a term tree. Define depth($v$) to be $k$ if root($T$) = $a^k(v)$. The height of $T$, denoted by $\text{height}(T)$, is defined to be $\max$ \{ depth($v$) $\mid v \in T$ \}. A term tree is perfect if all its leaves have the same depth.

To illustrate the above definitions, let $T$ denote the term tree of Figure 1.1. Then, we have $N(T) = \{1, 2, 3, 4, 5, 6, 7, 8, 9\}$, $|T| = 9$, root($T$) = 1, $F(T) = \{4, 5, 8, 9, 7\}$, $I(T)$ =
\{1,2,3,6\}, \textcolor{red}{l(1) = l(6) = a, 2 = \text{child}(1,1), \text{parent}(2) = \text{parent}(3) = 1, 1 = a^2(5), depth(5) = depth(6) = 2, \text{height}(T) = 3, \text{the set of nodes } \{3,6,7,8,9\} \text{ forms a subtree rooted at } 3, \text{ and nodes } 2 \text{ and } 7 \text{ are cousins of each other.}

Given a term tree \( T \) over \( \Sigma \) and a node \( v \) in \( T \), an \textit{rn-path} (standing for "root-to-node path") of \( v \) consists of all ancestors of \( v \), that is, \text{rn-path}(v) = \{u \mid u = a^i(v) \text{ for some } i \geq 0\}. \) Let \( \lambda \) and \( \circ \) denote the empty string and the concatenation operation respectively. The \textit{rn-string} (standing for "root-to-node string") of \( v \) is defined as:

\[
\text{rn-string}(v) = \begin{cases} 
\lambda & \text{if } v = \text{root}(T) \\
\text{rn-string(parent}(v)) \circ (l(\text{parent}(v)), i) & \text{if } v = \text{child}(\text{parent}(v), i)
\end{cases}
\]

Given the tree of Figure 1.1, \text{rn-path}(8) = \{1,3,6,8\} and \text{rn-string}(8) = (a,2)(c,1)(a,1). If \( v \) is a leaf of \( P \), the root-to-node path (string) of \( v \) is also called a root-to-leaf path (string).

In this thesis, defining a term tree is equivalent to defining the label function \( L \), the child function, the father function and the root of the tree. In the drawings of trees, circles are used to represent nodes. Node identifiers are inside the circles, labels are to the left, and states of the nodes assigned by tree automata (described later in this chapter) are to the right.

### 2.1.2 Patterns and Tree Matching Problems

A \textit{pattern tree} with respect to the trees in \( \mathcal{T}_\Sigma \) is a term tree over \( \Sigma_+ \cup \{\varnothing\} \) such that all internal nodes of the tree are labeled with elements in \( \Sigma \) and all leaves are labeled with the special symbol \( \varnothing \), called "the don’t-care symbol", which is not an element of \( \Sigma \). We denote the set of all such pattern trees by \( \mathcal{P}_\Sigma \). Trees in \( \mathcal{T}_\Sigma \) are said to be \textit{text trees} of trees in \( \mathcal{P}_\Sigma \). The pattern tree with only one node, which must be labeled by \( \varnothing \), is called a \textit{trivial pattern}; otherwise, the pattern tree has at least two nodes and is \textit{nontrivial}. An example of a nontrivial pattern is given in Figure 3.2. Note that every subtree of a pattern tree is itself a pattern tree.
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Definition 2.2 (Root-Match) Let \( P \) be in \( P_\Sigma \) with root \( p \) and \( T \) be in \( T_\Sigma \) with root \( t \).

- If \( l(p) = \varnothing \), then \( P \) root-matches \( T \).
- If \( l(p) \neq \varnothing \), i.e. \( P \) consists of more than one node, then \( P \) root-matches \( T \) if \( l(p) = l(t) \) and the subtree of \( P \) rooted at child\((p, i)\) root-matches the subtree of \( T \) rooted at child\((t, i)\) for all \( i \), \( 1 \leq i \leq \nu(l(p)) \).

Definition 2.3 (Match) A pattern tree \( P \) matches (or occurs in) a text tree \( T \) at a node \( v \) in \( T \) if \( P \) root-matches the subtree of \( T \) rooted at \( v \).

For example, the pattern tree corresponding to the \( \Sigma \)-term \( a(\varnothing, \varnothing) \) matches the text tree of Figure 1.1 at nodes 1 and 6.

In this thesis, we will consider two kinds of tree matching problems.

Problem 1 Given a text tree \( T \) and a pattern tree \( P \), finds all nodes in \( T \) at which \( P \) matches \( T \).

Problem 2 Given a text tree \( T \) and a pattern tree \( P \), determine if there is a node \( v \) in \( T \) at which \( P \) matches \( T \).

Most of this thesis deals with Problem 1, except for part of Chapter 4 which deals with Problem 2.

Unless otherwise noted, all pattern trees in this thesis are assumed to be nontrivial. We will see in Chapter 6 how to solve pattern matching problems for patterns with non-\( \varnothing \) leaves.

Analogous to the tree matching problems, we will also encounter two string matching problems in this thesis.

Problem 3 Given a text string \( t \) and a pattern string \( p \), find all occurrences of \( p \) in \( t \).

Problem 4 Given a text string \( t \) and a pattern string \( p \), determine if there is an occurrence of \( p \) in \( t \).
2.2 Tree Automata

To solve the tree pattern matching problems defined in the previous section, a special class of tree automata, called internal tree automata, will be used. Internal tree automata differ from general tree automata in that the latter read labels on all nodes of the input tree while the former only reads the labels on the internal nodes of the input tree. Since only internal tree automata will be considered in this thesis, we will omit the word "internal" when we refer to such automata.

2.2.1 Tree Automata as Recognizers

We first define the two basic kinds of tree automata, root-to-frontier automata and frontier-to-root automata, and then introduce some of their variants which are more useful for our purposes.

Both the root-to-frontier and frontier-to-root tree automata operate on an input tree by scanning it synchronously level by level. During this process, an automaton assigns a state to each node in the input tree. (A deterministic finite string automaton acts in a similar fashion where the input may be considered to be a unary tree.) Obviously, a root-to-frontier automaton scans an input tree from the root to the frontier, and a frontier-to-root automaton does the reverse.

The state of a node \( v \) is also written as \( \text{state}(v) \). The tree formed by relabeling the nodes of the input tree with their respective states is called a state tree.

Given an alphabet \( \Sigma \), we use \( I_\Sigma \) to denote the set of term trees whose internal nodes are labeled with elements in \( \Sigma \). Note that a tree automaton only reads symbols of nonzero degrees.

Root-to-Frontier Automaton

**Definition 2.4** A (deterministic) root-to-frontier automaton \( A \) (RFA) with input alphabet
\( \Sigma \) consists of a finite set \( S \) of states, a transition function \( M : \Sigma \times S \rightarrow \bigcup_{k=1}^{\nu(\Sigma)} S^k \), an initial state \( s_0 \in S \) and a set of final states \( F \subseteq S \).

A takes as its input a term tree in \( I_{\Sigma} \) and inductively assigns states to the nodes of the input tree as follows:

1. The state of the root is assigned to be \( s_0 \).
2. Given that the state of an internal node \( v \) is \( s \) and that the label of \( v \) is \( \sigma \), the states of the children of \( v \) are \( M(\sigma, s) \); that is, \( \text{state(child}(v, i)) \) is the \( i \)-th component of \( M(\sigma, s) \), for \( 1 \leq i \leq \nu(\Sigma) \).

The input tree is accepted if the states of its leaves are all final states.

**Example 2.1** Suppose that \( A \) is an RFA with start state \( s_0 \) and that part of its transition function \( M \) is

\[
M(a, s_0) = (s_1, s_2), \quad M(a, s_2) = (s_1, s_0), \quad M(b, s_0) = (s_2, s_2), \quad M(b, s_1) = (s_2, s_0), \quad M(b, s_2) = (s_1, s_1).
\]

Scanning the tree of Figure 2.1 with \( A \) produces the state tree of Figure 2.2.

**Frontier-to-Root Automaton**

**Definition 2.5** A (deterministic) frontier-to-root automaton \( B \) (FRA) with input alphabet \( \Sigma \) consists of \( S, s_0, M \) and \( F \), which are as in Definition 2.4 except that the function \( M \) is from \( \bigcup_{k=1}^{\nu(\Sigma)} (\Sigma \times S^k) \) to \( S \). The states are assigned to the nodes of an input tree in \( I_{\Sigma} \) inductively as follows:

1. The states of the leaves are all \( s_0 \).
2. Given that a node \( v \) is labeled \( \sigma \) and that \( s_i \) is the state of \( \text{child}(v, i) \), for \( 1 \leq i \leq \nu(\Sigma) \),
   the state of \( v \) is \( M(\sigma, s_1, \cdots, s_{\nu(\Sigma)}) \).
Figure 2.1: An input term tree

Figure 2.2: A state tree generated by an RFA
An input tree is accepted if the state of its root is a final state.

**Example 2.2** Suppose that $\mathcal{B}$ is an FRA with start state $s_0$ and that part of its transition function $M$ is

\[
M(a, s_0, s_0) = s_1, \quad M(a, s_2, s_1) = s_1, \quad M(b, s_0, s_0) = s_1, \\
M(b, s_1, s_1) = s_2.
\]

Scanning the tree of Figure 2.1 with $\mathcal{B}$ produces the state tree of Figure 2.3.

**2.2.2 Variations of Tree Automata**

The algorithms in the following two chapters will make use of the basic operations of the tree automata just defined. However, in order to solve the tree matching problem efficiently, these algorithms construct tree automata whose operations deviate slightly from the ones defined above. We consider the following two variations of tree automata.
• A tree automaton with output is a tree automaton which also produces output when processing the nodes of the input tree, where the output produced depends on the state of the node being processed. For example, a pattern matching tree automaton may report a match whenever a final state is assigned to a node. Most of the tree automata we will see in this thesis are with output.

• A writing tree automaton is a tree automaton which also assigns values to the variables associated with the nodes of its input tree. For example, in order to determine all nodes which have $i$-th descendants, a writing tree automaton marks the $i$-th ancestor of every node it processes.

### 2.2.3 Implementing Tree Automata

**Definition 2.6** Given a term tree $T$, a fringe of $T$ is any subset of $N(T)$ such that all nodes in the subset are cousins of each other.

A tree automaton is a parallel machine; during its operation, the nodes it is processing always form a fringe of its input tree. But given a tree automaton, the state of each node of its input tree is uniquely determined. It is in this sense that we claim that the operation of a tree automaton can be simulated by a sequential process. We now give sequential algorithms which implement the two basic kinds of tree automata.

**Algorithm 2.1** Given a root-to-frontier tree automaton $A$ consisting of $S$, $s_0$, $M$ and $F$, if $T$ is an input tree of $A$, this algorithm simulates the operation of $A$ scanning $T$.

1. The state of root($T$) is assigned $s_0$.

2.Invoke the procedure $RF$(root($T$)), which is defined in Figure 2.4.

3. If the states of the leaves of $T$ are all final, then $T$ is accepted; otherwise, $T$ is rejected.
procedure RF(v:node);
var i: integer;
begin
  if ((v \in I(T)) and (state(v) = s)) then
    begin
      (state(child(v, 1)), \ldots, state(child(v, \nu(l(v)))))) \leftarrow M(l(v), s);
      for i from 1 to \nu(l(v)) step 1 do
        RF(child(v, i));
    end;
end.

Figure 2.4: The procedure \textit{RF} used in simulating an RFA

\textbf{Algorithm 2.2} \textit{Given a frontier-to-root tree automaton} \( B \) \textit{consisting of} \( S, s_0, M \) \textit{and} \( F \), \textit{and an input tree} \( T \), \textit{this algorithm simulates the operation of} \( B \) \textit{scanning} \( T \).

1. \textit{Invoke the procedure} \textit{FR}(root(T)), \textit{which is defined} Figure 2.5.

2. \textit{If the state of} root(T) \textit{is final, then} \( T \) \textit{is accepted; otherwise,} \( T \) \textit{is rejected.}

Note that both Algorithms 2.1 and 2.2 traverse the input tree.

\section{2.3 Model of Computation}

The time complexities of the algorithms we will examine are based on the number of operations of the \textbf{RAM model} of computation described in [4].

\footnotetext[1]{Processing a node means assigning a state to the node.}
\footnotetext[2]{Recall that two nodes are cousins if neither is an ancestor of the other.}
procedure FR(v:node);

var i: integer;

begin

if (v ∈ F(T)) then
    state(v) ← s_0;
else
    begin
        for i from 1 to v(l(v)) step 1 do
            FR(child(v,i));
            state(v) ← M(l(v),state(child(v,1)),···,state(child(v,v(l(v)))));
    end;
end.

Figure 2.5: The procedure FR used in simulating an FRA
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For a tree matching algorithm, we consider two types of operations: simple assignments and node comparisons. A node comparison involves determining the label of a node or comparing the labels of two nodes. A simple assignment is an assignment statement in which the right hand side is a constant or a variable. In every algorithm we will discuss, there are at least as many simple assignments as node comparisons, so the complexity of the algorithm depends entirely on the number of simple assignments. In some algorithms, the number of simple assignments and the number of node comparisons are not linearly related; in such cases we will also give the complexity based on the number of node comparisons.

The complexity of a tree matching algorithm is usually expressed as a function of the sizes of the text tree and the pattern tree. However, occasionally it is expressed as a function of other attributes of the trees as well as their sizes; for example, the complexity may depend on how balanced the trees are. This is done to indicate that the algorithm is more efficient when these attributes are taken into account; for example, Algorithm 3.1 runs in linear time for perfect pattern trees, although its time complexity for general pattern trees is quadratic in the sizes of the pattern and the text. The sizes of the alphabets over which the term trees are defined are treated as constants.

Tree matching algorithms have been designed for different representations of trees. Some assume that the trees involved cannot be changed, while others allow modification to the trees. Some represent trees using child and parent pointers, others represent them implicitly in arrays, and still others use special tree representations to suit their algorithms. Hence, care must be taken when we compare two tree pattern matching algorithms to ensure a "fair" comparison. In this thesis, all trees are given as doubly linked structures using child and parent pointers.
Chapter 3

Preprocessing Pattern Trees

For string matching, there are basically two classes of algorithms: one class preprocesses the pattern, and the other preprocesses the text. For tree matching, we may also either preprocess the pattern or preprocess the text.\(^1\) When the text tree is unstable or when the pattern tree is to be matched with many text trees, preprocessing the pattern is more appropriate. For example, in some term rewriting systems, the text tree often changes due to the replacements of the left hand sides of the replacement rules by their right hand sides. In this setting, the patterns are used to match many different text trees; hence, it is desirable to preprocess the pattern rather than to preprocess the text. In this chapter, the pattern trees are preprocessed to give appropriate tree automata that process the text trees. Here, the underlying ideas of the KMP algorithm for string pattern matching are applied to tree pattern matching resulting in some well-known tree matching algorithms.

3.1 The KMP Algorithm

Knuth, Morris and Pratt [18] designed the first linear time algorithm that finds all occurrences of a given pattern string within a given text string. Their algorithm constructs a

\(^{1}\)How to design algorithms which preprocess both the pattern and the text is an open problem.
(deterministic) finite automaton based on the pattern, with conditional \( \lambda \)-transitions, which is used to scan the text. The states of the automaton correspond to the positions in the pattern, from 1 to the length of the pattern\(^2\), and 0, which is the initial state of the automaton. These states keep track of the maximal prefixes of the pattern which have been matched in scanning the text, and the automaton reports a match when it reaches the state standing for the last position of the pattern. The transition function \( M \) of the automaton has three kinds of transitions. The first kind corresponds to that when the character at position \( i + 1 \) of the pattern matches the current text character \( \sigma \), \( M(\sigma, i) = i + 1 \) is a transition. The second kind contains only transitions of the form \( M(\sigma, 0) = 0 \), for every symbol \( \sigma \) which is different from the first symbol of the string. The third kind are conditional \( \lambda \)-transitions, that are taken only if transitions of the first two kinds cannot be taken; each such \( \lambda \)-transition is defined as \( M(\lambda, i) = \text{next}(i) \), where \( \lambda \) denotes the empty string and \( \text{next}(i) \) is either the greatest \( j \) less than \( i \) such that \( \text{pattern}[1, \ldots, j] = \text{pattern}[i - j + 1, \ldots, i] \) and \( \text{pattern}[i + 1] \neq \text{pattern}[j + 1] \) or zero if no such \( j \) exists. The automaton can be constructed in time proportional to the length of the pattern, and scanning the text takes time proportional to the length of the text. Hence, the string pattern matching problem is solved in time proportional to the total length of the pattern and the text.

**Example 3.1** Consider the pattern string \( s = ababc \) and the text string \( t = babcacabababcc \). The state set of the KMP automaton is \( \{0,1,2,3,4,5\} \), where 0 is the initial state. The transitions of the automaton are:

\[
\begin{align*}
M(a, 0) &= 1, & M(b, 1) &= 2, & M(a, 2) &= 3, & M(b, 3) &= 4, \\
M(c, 4) &= 5, & M(\neq a, 0) &= 0, & M(\lambda, 1) &= 0, & M(\lambda, 2) &= 0, \\
M(\lambda, 3) &= 0, & M(\lambda, 4) &= 2, & M(\lambda, 5) &= 0.
\end{align*}
\]

Figure 3.1 shows the state diagram of this automaton. The result of scanning the text string \( t \) with this automaton is shown below.

\(^2\)The length of a string \( s \) is the number of symbols in \( s \) and is denoted by \(| s |\).
Figure 3.1: The state diagram of Example 3.1

positions: 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

text:  b  a  b  c  a  c  a  b  a  b  a  b  c  c

states: 0 0 1 1 2 0 1 0 1 2 3 4 3 4 5 ...
0 0 2 0

Hence, a match is found to start at position 9 and to end at position 13.

3.2 Generalizing the KMP Algorithm for Trees

The KMP algorithm constructs a finite automaton based on the pattern string to scan the text string. We can do something similar for tree pattern matching, but we have two different kinds of tree automata to consider, namely, frontier-to-root automata and root-to-frontier automata. A generalization of the KMP algorithm thus immediately gives us two tree pattern matching algorithms, namely, a bottom-up algorithm and a top-down algorithm, which are also described in [14] and [22].
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We now compare these three algorithms and the corresponding automata,

• When a string is scanned by a finite automaton, the state of the automaton after reading the current character depends on the prefix of the input string ending at the current position. In the operation of a frontier-to-root automaton, the state of a node in the input tree depends on its descendents, which form the subtree rooted at the node. In the operation of a root-to-frontier automaton, the state of a node depends on its ancestors, which are in the root-to-node path of the node.

• The states of the finite automaton of the KMP algorithm keep track of the maximal prefixes of the pattern string which have been matched. The state of a node assigned by the frontier-to-root automaton of the bottom-up algorithm keeps track of all subtrees of the pattern tree which root-match the subtree rooted at that node. The state of a node assigned by the root-to-frontier automaton of the top-down algorithm keeps track of the maximum (in terms of its length) of all prefixes of root-to-leaf strings of the pattern tree which are equal to some suffixes of the root-to-node string ending at that node.

Note that two different pattern trees with the same number of nodes may match a text tree at the same node, while two different pattern strings with the same number of characters cannot match a text string at the same position. Furthermore, when several pattern strings match a text string at the same position, all the pattern string must be prefixes of the longest pattern string, but we can not make analogous claim for general term trees. This observation partly explains why the automaton in the bottom-up algorithm may have many more states than the automaton of the top-down algorithm.

The top-down algorithm reports a match at a node \( v \) if every root-to-leaf string of the pattern is equal to some substring of a root-to-leaf string of the text starting at \( v \)\(^3\). The

\(^3\)This condition will be formally stated (again) in Chapter 4 as Proposition 4.6
bottom-up algorithm reports a match at a node $v$ if the largest (in terms of its size) subtree of the pattern which root-matches the subtree rooted at $v$ is the pattern itself.

In [22] and [14], the top-down algorithm is describes as one which uses a finite automaton. We will see in the next section that it can also be viewed as an algorithm which uses a root-to-frontier tree automaton.

### 3.3 Root-to-Frontier Approach

The top-down algorithm described in this section constructs a root-to-frontier writing automaton based on the pattern tree which then scans the text tree to find all matches.

#### 3.3.1 The Automaton

Given a pattern tree $P \in R_{\Sigma}$, let $\bot$ be a special symbol denoting a node not in $N(P)$ and, to simplify the description of the algorithm, we define $\text{child}(\bot, i) = \text{root}(P)$, for $1 \leq i \leq \nu(\Sigma)$. Define functions $h : \Sigma_+ \times N(P) \to N(P) \cup \{\bot\}$ and $L : N(P) \to N(P) \cup \{\bot\}$ as follows.

$$h(\sigma, v) = \begin{cases} u & \text{if } u \text{ is the node in } P \text{ with the greatest depth}(u) \text{ such that } \\
\text{rn-string}(u) \text{ is a proper suffix of } \text{rn-string}(v) \text{ and } l(u) = \sigma \\
\bot & \text{if no such } u \text{ exists} \end{cases}$$  \quad (3.1)

$$L(v) = \begin{cases} u & \text{if } u \text{ is the leaf of } P \text{ with the greatest depth}(u) \text{ such that } \\
\text{rn-string}(u) \text{ is a proper suffix of } \text{rn-string}(v) \\
\bot & \text{if no such } u \text{ exists} \end{cases}$$  \quad (3.2)

The function $h$ acts like the $\text{goto}$ function of the Aho-Corasick algorithm [2]; the function $L$ is used by the writing operation of the tree automaton defined below.

**Definition 3.1** Given a pattern tree $P \in R_{\Sigma}$ with root $r$, the Path Matching Machine for $P$, denoted by $\text{PMM}(P)$, is a root-to-frontier writing automaton (with output) with input
alphabet $\Sigma_+$, state set $N(P)$, initial state $r$, the set of final states $F(P)$; its transition function $M$ is defined as $M(\sigma,v) = (g_1(\sigma,v), \ldots, g_{\nu(\sigma)}(\sigma,v))$ where

$$g_i(\sigma,v) = \begin{cases} 
\text{child}(v,i) & \text{if } l(v) = \sigma \\
\text{child}(h(\sigma,v),i) & \text{otherwise}
\end{cases} \text{ for each } i, 1 \leq i \leq \nu(\sigma). \tag{3.3}$$

When a text tree is scanned by $\text{PMM}(P)$, if the state of a node $u$ in the text is $s$, the automaton writes on the text tree according to the following procedure, assuming that there is a counter, initialized to 0, associated with every internal node of the text tree:

1. If $s \in F(P)$
   1. increment the counter of the depth($s$)-th ancestor of $u$ by 1
endif;
2. $q \leftarrow s$;
3. while ($L(q) \neq \bot$) do
   1. $q \leftarrow L(q)$;
   2. increment the counter of the depth($q$)-th ancestor of $u$ by 1
endwhile.

Note that the state set of $\text{PMM}(P)$ is the set of all nodes in $P$, and that depth($s$) for a state $s$ is the depth of the node $s$ in $P$ and can be determined together with the depths of all other nodes in $P$ by a single traversal of $P$. The counter associated with each internal node of the text tree keeps track of the number of root-to-leaf strings of the pattern which have been found to match root-to-leaf strings of that node in the text. If an occurrence of a root-to-leaf string of the pattern of length $i$ is found to end at node $v$ of the text tree, then the writing operation of the above automaton increments the counter of the $i$-th ancestor of $v$.

It is shown in [22] that the functions $h$ and $L$ can be computed in $O(|P|)$ time. The computation of the functions $h$ and $L$ is essentially a variation of the preprocessing phase
of the Aho-Corasick algorithm\(^4\) [2].

The \( h \)-values can be computed level by level by the following equations, for all \( \sigma \in \Sigma_+ \).

\[
h(\sigma, v) = \begin{cases} 
\perp & \text{if } v = r \\
u & \text{if } v = \text{child}(w,i) \text{ and } u = \text{child}(h(l(w),w),i) \text{ and } l(u) = \sigma \\
h(\sigma, u) & \text{if } v = \text{child}(w,i) \text{ and } u = \text{child}(h(l(w),w),i) \text{ and } l(u) \neq \sigma
\end{cases}
\]

When the \( h \)-values are known, the \( L \)-values can also be computed level by level as follows.

\[
L(\sigma, v) = \begin{cases} 
\perp & \text{if } v = r \\
u & \text{if } v = \text{child}(w,i) \text{ and } u = \text{child}(h(l(w),w),i) \text{ and } u \in F(P) \\
L(\sigma, u) & \text{if } v = \text{child}(w,i) \text{ and } u = \text{child}(h(l(w),w),i) \text{ and } u \not\in F(P)
\end{cases}
\]

The transition function \( M \) can be computed easily once the function \( h \) is known. Thus, \( M \) can also be computed in \( O(|P|) \) time.

### 3.3.2 The Matching Procedure

**Algorithm 3.1** Given pattern tree \( P \) and text tree \( T \), this algorithm finds all occurrences of \( P \) in \( T \).

1. **Construct the automaton** \( \text{PMM}(P) \).

2. **Assign a counter to each node of** \( T \) **and initialize them to zero.** Scan \( T \) with \( \text{PMM}(P) \) and perform the appropriate writing operations described in **Definition 3.1**.

3. **Traverse** \( T \), **checking the value of the counter at every node; if the counter's value at a node** \( v \) **is** \( |F(P)| \), **report a match at** \( v \).

Let the suffix index of \( P \), denoted by \( S(P) \), be the number of levels\(^5\) on which leaves occur. [22] and [14] have shown that Algorithm 3.1 can be implemented to perform subtree

---

\(^4\)The Aho-Corasick algorithm can be viewed as the KMP algorithm for multiple pattern strings without \( \lambda \)-transitions.

\(^5\)A node \( v \) is on level \( n \) if \( \text{depth}(v) = n \).
matching in $O(|T| \times S(P)+|P|)$ time. The complexity of this algorithm based on the number of node comparisons is $O(|T| + |P|)$.

### 3.3.3 An Example

Let $P$ denote the pattern tree of Figure 3.2 with the corresponding functions child, parent and depth defined in Table 3.1. The functions in Table 3.2 are used in defining PMM($P$). The result of applying Algorithm 3.1 to a text tree is illustrated in Figure 3.3 and Table 3.3, and the algorithm reports the matches found at nodes 1 and 3.

### 3.4 Frontier-to-Root Approach

The bottom-up algorithm described in the section constructs a frontier-to-root automaton based on the pattern tree which scans the text tree to find all matches.
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<table>
<thead>
<tr>
<th>child(v, i)</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>s1</td>
<td>s2</td>
<td>s3</td>
</tr>
<tr>
<td>s2</td>
<td>s4</td>
<td>s5</td>
</tr>
<tr>
<td>s3</td>
<td>s6</td>
<td>s7</td>
</tr>
<tr>
<td>s6</td>
<td>s8</td>
<td>s9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>v:</th>
<th>s2</th>
<th>s3</th>
<th>s4</th>
<th>s5</th>
<th>s6</th>
<th>s7</th>
<th>s8</th>
<th>s9</th>
</tr>
</thead>
<tbody>
<tr>
<td>parent(v):</td>
<td>s1</td>
<td>s1</td>
<td>s2</td>
<td>s2</td>
<td>s3</td>
<td>s3</td>
<td>s6</td>
<td>s6</td>
</tr>
</tbody>
</table>

| depth(v):    | 0 | 1 | 1 | 2 | 2 | 2 | 2 | 3 | 3 |

Table 3.1: Functions corresponding to the pattern in Figure 3.2

<table>
<thead>
<tr>
<th>h(σ, v)</th>
<th>s1</th>
<th>s2</th>
<th>s3</th>
<th>s4</th>
<th>s5</th>
<th>s6</th>
<th>s7</th>
<th>s8</th>
<th>s9</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>v:</th>
<th>s1</th>
<th>s2</th>
<th>s3</th>
<th>s4</th>
<th>s5</th>
<th>s6</th>
<th>s7</th>
<th>s8</th>
<th>s9</th>
</tr>
</thead>
<tbody>
<tr>
<td>L(v):</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>g_1(σ, v)</th>
<th>s1</th>
<th>s2</th>
<th>s3</th>
<th>s4</th>
<th>s5</th>
<th>s6</th>
<th>s7</th>
<th>s8</th>
<th>s9</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>s2</td>
<td>s2</td>
<td>s6</td>
<td>s2</td>
<td>s2</td>
<td>s2</td>
<td>s2</td>
<td>s2</td>
<td>s2</td>
</tr>
<tr>
<td>b</td>
<td>s1</td>
<td>s4</td>
<td>s2</td>
<td>s1</td>
<td>s8</td>
<td>s1</td>
<td>s1</td>
<td>s1</td>
<td>s1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>g_2(σ, v)</th>
<th>s1</th>
<th>s2</th>
<th>s3</th>
<th>s4</th>
<th>s5</th>
<th>s6</th>
<th>s7</th>
<th>s8</th>
<th>s9</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>s3</td>
<td>s3</td>
<td>s7</td>
<td>s3</td>
<td>s3</td>
<td>s3</td>
<td>s7</td>
<td>s3</td>
<td>s3</td>
</tr>
<tr>
<td>b</td>
<td>s1</td>
<td>s5</td>
<td>s1</td>
<td>s1</td>
<td>s9</td>
<td>s1</td>
<td>s1</td>
<td>s1</td>
<td>s1</td>
</tr>
</tbody>
</table>

Table 3.2: The functions used by Algorithm 3.1
Table 3.3: Counter values corresponding to the tree in Figure 3.3

<table>
<thead>
<tr>
<th>node:</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>the rest</th>
</tr>
</thead>
<tbody>
<tr>
<td>counter value:</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>all 0</td>
</tr>
</tbody>
</table>

Figure 3.3: State tree resulting from Algorithm 3.1
3.4.1 The Automaton

**Definition 3.2 (Match Set)** Given a pattern tree \( P \in \mathcal{P}_\Sigma \), let \( S_P \) be the set of all subtrees of \( P \). A subset \( Q \) of \( S_P \) is a match-set of \( P \) if there exists a tree \( t \) in \( \tau_\Sigma \) such that every pattern in \( Q \) root-matches \( t \) and every pattern in \( S_P - Q \) does not root-match \( t \).

In other words, a match-set of \( P \) is a set of subtrees of \( P \) for which there exists a term tree \( t \) which is root-matched by all subtrees in the set but by no other subtrees of \( P \). In particular, the set of all subtrees rooted at the leaves of a pattern tree is a match-set since given any text tree consisting of a single node, all subtrees in the set root-match it but no other subtrees of the pattern do. Let each subtree of \( P \) be represented by its root. Then, each match-set of \( P \) can be represented by a subset of \( N(P) \). Let \( S(P) \) denote the set of all match-sets of \( P \), represented by subsets of \( N(P) \), and let \( X(P) \) (\( \in S(P) \)) denote the match-set consisting of all leaves of \( P \).

**Definition 3.3** Given a pattern tree \( P \in \mathcal{P}_\Sigma \) rooted at \( r \), the Subtree Matching Machine \( P \), denoted by \( SMM(P) \), is a frontier-to-root automaton with input alphabet \( \Sigma_+ \), state set \( S(P) \), initial state \( X(P) \), the set of final states \( \{ Q \mid r \in Q \} \), and the transition function \( M : \bigcup_{k=1}^{\nu(\Sigma)} (\Sigma_k \times S(P)^k) \rightarrow S(P) \) defined by:

\[
M(\sigma, Q_1, \cdots, Q_{\nu(\sigma)}) = \\
X(P) \cup \{ p \in N(P) \mid l(p) = \sigma \text{ and } \text{child}(p, i) \in Q_i \text{ for } 1 \leq i \leq \nu(\sigma) \}.
\]

In principle, given a pattern tree \( P \in \mathcal{P}_\Sigma \), the match-sets of \( P \) and the transition function of \( SMM(P) \) may be generated by a closure strategy which starts with the match-set \( X(P) \) and repeatedly applies the following operations for every symbol \( \sigma \) in \( \Sigma_+ \):

\[
Q(\sigma) \leftarrow X(P) \cup \{ p \in N(P) \mid l(p) = \sigma \text{ and } \text{child}(p, i) \in Q_i \text{ for } 1 \leq i \leq \nu(\sigma) \}.
\]

\[
M(\sigma, Q_1, \cdots, Q_{\nu(\sigma)}) \leftarrow Q(\sigma)
\]
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where the $Q_i$'s, $1 \leq i \leq \nu(\sigma)$, have already been generated. This generation algorithm requires $O(|S(P)|^{2(\Sigma)+1} \times |P| \times |\Sigma|)$ time, and the table size is $O(|S(P)|^{\nu(\Sigma)} \times |\Sigma|)$. The value of $|S(P)|$ is bounded from above by $2^{|P|}$.

3.4.2 The Matching Procedure

Here is the bottom-up tree matching algorithm.

**Algorithm 3.2** Given a pattern tree $P$ and a text tree $T$, this algorithm finds all occurrences of $P$ in $T$.

1. Construct the automaton $SMM(P)$.

2. Scan $T$ with $SMM(P)$ in such a way that whenever a final state is assigned to a node, report a match found at that node.

It is clear that the step 2 of Algorithm 3.2 can be accomplished in $O(|T|)$ time. So, the entire algorithm can be implemented to perform tree pattern matching in $O(|T| + |S(P)|^{(\Sigma)+1} \times |P|)$ time. Its time complexity based on the number of node comparisons is linear in the total size of the text and the pattern.

Algorithm 3.2 first appeared in [14] in a very similar setting. The authors also noted that if a bit string of length $\text{height}(P)$ can be associated with every node of the text tree and if intersections and unions of bit strings can be performed in constant time, Algorithm 3.1 and Algorithm 3.2 can be combined to give an algorithm whose time complexity is $O(|T| + |P|)$.

3.4.3 An Example

Let $P$ be the pattern tree of Figure 3.2. The states of $SMM(P)$ are encoded as follows:

$$s_0 = X(P) = \{s_4, s_5, s_7, s_8, s_9\}$$
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Figure 3.4: State tree resulting from Algorithm 3.2

\[ s_1 = \{s_2, s_6\} \cup X(P) \]
\[ s_2 = \{s_3\} \cup X(P) \]
\[ s_3 = \{s_1, s_3\} \cup X(P) \]

The set of final states of SMM(P) is \{s_3\}. The transition function of SMM(P) is given in Table 3.4. The result of applying Algorithm 3.2 to a text tree is illustrated in Figure 3.4; the algorithm reports the matches found at nodes 1 and 3.
Table 3.4: The transition function used by Algorithm 3.2
Chapter 4

Preprocessing Text Trees

For environments in which text strings rarely change but there are many pattern matching queries, string matching problems can be solved by preprocessing the text string. Position trees, suffix tries, and DAWGs have been used for this purpose; see [4,5]. In this chapter, we generalize these ideas to tree pattern matching. In particular, the concepts of suffix tries, compact suffix tries, and DAWGs for strings are generalized to give analogous structures for term trees. Such generalizations have not been examined in the literature.

4.1 Positions in Strings and Trees

We have implicitly used nodes to denote positions in a term tree. We now define positions of term trees formally together with the analogous notion for strings.

Definition 4.1 A position in a string of length \( n \) is an integer between 1 and \( n \) inclusively. A position is a term tree is a node of the term tree.

Each position in a string corresponds to a unique prefix of the string ending at the position and to a unique suffix starting at the position. Similarly, each node of a term tree
corresponds to the unique root-to-node path of the node and to a unique subtree rooted at the node. For a string, both its prefixes and suffixes are also strings. For a term tree, its subtrees are term trees, but, in general, its root-to-node paths are not.

Every two positions of a string uniquely identify the substring\(^1\) between them. To make analogous claims for term trees, we need to define notions for term trees which are analogous to substring for strings.

**Definition 4.2** Given two nodes \(u\) and \(v\) in a term tree \(T\) such that \(u = a^k(v)\) for some \(k \geq 0\), the ad-string (standing for "ancestor-to-descendant string") from \(u\) to \(v\) is defined as:

\[
ad\text{-}string(u, v) = \begin{cases} 
\lambda & \text{if } k = 0 \\
ad\text{-}string(u, w) \circ (l(w), i) & \text{if } k > 0 \text{ and } v = \text{child}(w, i)
\end{cases}
\]

The string \(ad\text{-}string(u, v)\) is said to start at \(u\) and end at \(v\).

In other words, the ad-string from \(u\) to \(v\) is the rn-string of \(v\) less its prefix which is the rn-string of \(u\). Obviously, an rn-string is also an ad-string. In the tree of Figure 4.6, \(ad\text{-}string(2, 10) = (b, 2)(a, 1)\). Note that nodes \(u\) and \(v\) uniquely identify the ad-string from \(u\) to \(v\) provided that \(u\) is an ancestor of \(v\). Note that an ad-string is a string in \((\Sigma_{k=1}^{\nu(V)} (\Sigma_k \times \{1, 2, \ldots, k\}))^*\).

**Definition 4.3** Given a node \(u\) in a term tree \(T\), and a nonempty subset \(S\) of \(N(T)\) containing only descendants of \(u\), \(S\) is connected at \(u\) if \(u \in S\) and for every node \(v\) in \(S\) all nodes between\(^2\) \(u\) and \(v\) are also in \(S\).

**Definition 4.4** A partree (standing for "part of a tree") rooted at \(u\) is defined to be either the empty set or a subset of \(N(T)\) connected at \(u\). (In this case, \(u\) is called the root of the partree.) The empty partree is denoted by \(\mu\).

---

\(^1\)To be formal, given a string \(s = a_1a_2\ldots a_n\), a substring of \(s\) between \(i\) and \(j\) is the string \(a_ia_{i+1}\ldots a_j\) where \(1 \leq i \leq j \leq n\).

\(^2\)A node \(w\) is between \(u\) and \(v\) if \(u = a^i(w)\) and \(w = a^j(v)\), for some \(i, j > 0\).
In other words, a partree rooted at a node $u$ is the subtree rooted at $u$ less zero or more subtrees rooted at descendants of $u$. For example, considering the tree of Figure 4.6, each of the sets $\{2,4,8\}$, $\{2,4,5,11\}$ and the empty set forms a partree rooted at node 2. Note that a partree is not necessarily a term tree.

The size of a partree is the number of nodes in it. The leaves of a partree are the nodes which are in the partree but none of whose proper descendants is in the partree. A partree is uniquely determined by giving its root and all its leaves.

Given a nonempty partree $Q$ rooted at $u$ and a node $v$ in $Q$, a subpartree of $Q$ rooted at $v$ consists of all descendants of $v$ which are in $Q$. The only subpartree of the empty partree is the empty partree.

**Definition 4.5** Let $T$ be a term tree and $Q_1$ and $Q_2$ be two partrees of $T$ rooted at nodes $v_1$ and $v_2$, respectively. $Q_1$ and $Q_2$ are said to be equal if one of the following conditions holds:

1. $Q_1$ and $Q_2$ are both empty partrees;

2. $Q_1$ and $Q_2$ are nonempty, $l(v_1) = l(v_2)$ and the subpartree rooted at child($v_1, i$) is equal to the subpartree rooted at child($v_2, i$), for $1 \leq i \leq v(l(v_1))$.

Let us compare the notions of substring, ad-string and partree.

- A substring is connected in the sense that for any two symbols in the substring, all symbols between them are also in the substring. In this sense, a substring is connected. According to Definition 4.3, a partree is connected.

- Given a string $s$, a term tree $T$ and a nonnegative integer $n$, let $i$ be a position in $s$ and $v$ be a node in $T$. If $s$ has a substring of length $n$ starting (or ending) at $i$, the substring is unique; if $T$ has an ad-string of length $n$ ending at $v$, then it is also unique; but $T$ may have many partrees of size $n$ rooted at $v$ and $T$ may have many ad-strings starting at $v$. 
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- The maximal substring (in terms of its length) of a string is the string itself. The maximal partree (in terms of its size) of a term tree is the term tree itself.

Given a string $s$ and a set of positions $S$ of $s$, there is a unique maximal substring (in terms of its length) of $s$ which starts at every position in $S$. We can make a similar claim for partrees of a term tree, as follows.

Given a term tree $T$, there is an empty partree rooted at every node of $T$. Hence, given a subset $S$ of $N(T)$, there exist sets of equal partrees where each set contains a partree rooted at $v$ for every $v \in S$; call these sets parssets of $S$. We say that a parsset of $S$ is maximal if there is no parsset of $S$ containing partrees of larger size.

**Proposition 4.1** Given a term tree $T$ and any nonempty subset $S$ of $N(T)$, there is a unique maximal parsset. (We will call any partree equal to the partrees contained in this parsset a maximal partree of $S$.)

**Proof:** It is obvious that $S$ must have at least one maximal parsset. Let $R_1$ and $R_2$ be two maximal parssets of $S$ and assume that they are different. Given any two vertices $u$ and $v$ in $S$, let partrees $P_1$ and $Q_1$ be in $R_1$, and $P_2$ and $Q_2$ be in $R_2$ where $P_1$ and $P_2$ are rooted at $u$ and $Q_1$ and $Q_2$ are rooted at $v$. Then, the partree $P_1 \cup P_2$ rooted at $u$ is equal to the partree $Q_1 \cup Q_2$ rooted at $v$, so they are also contained in some parsset of $S$. Since $R_1$ and $R_2$ are different, $P_1$ and $P_2$ are not equal, so $|P_1 \cup P_2| > |P_i|$, $i = 1, 2$. This contradicts the assumption that $P_1$ and $P_2$ are contained in maximal parssets of $S$. Therefore, $R_1$ and $R_2$ cannot be different, that is, there is only one maximal parsset of $S$. \hfill $\Box$

In particular, if $S = \{v\}$ for some node $v$ in $T$, the only maximal partree of $S$ is the subtree of $T$ rooted at $v$.

There are other notions for trees which correspond to the notion of position for strings. For example, we can also use fringes introduced in Definition 2.6 as positions in term trees. We will say more about this in later chapters.
4.2 Suffix Tries and DAWGs

4.2.1 Suffix Tries

Let us first review what suffix tries and compact suffix tries are.

Definition 4.6 A trie is a rooted tree with labeled edges.

Recall that an edge \((u, v)\) is in a tree if \(u = \text{child}(v)\). The label on an edge \((u, v)\) of a trie is denoted by \(\text{label}(u, v)\).

Example 4.1 The trie of the set of strings \(\{aba, abb, ac, baa, bacb, bacc, bb\}\) is given in Figure 4.1. Note that in the drawing of the trie, the labels of the edges are put to the left of the vertices under them.
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The number of vertices of a trie for strings $s_1, s_2, \ldots, s_m$ is bounded from above by
\[ (\sum_{j=1}^{m} |s_j| + 1). \]

Given a vertex $v$ in a trie $I$, the string-label of $v$, written as $sl(v)$, is defined as:
\[
sl(v) = \begin{cases} 
\lambda & \text{if } v \text{ is the root of } I \\
sl(u) \circ \text{label}(u, v) & \text{if there is an edge } (u, v) \text{ in } I
\end{cases}
\]

In other words, $sl(v)$ is the string formed by concatenating all labels of the edges on the path from the root of $I$ to $v$.

**Definition 4.7** A node $v$ in a trie of a set of strings represents the set of strings which have prefixes equal to $sl(v)$.

Each leaf $v$ of a trie represents the original strings which are equal to $sl(v)$; hence a trie of $m$ strings has at most $m$ leaves.

**Definition 4.8** The suffix trie of a string $s$ is the trie of all suffixes of $s$.$^3$

Constructing a suffix trie for a string of length $n$ requires $O(n^2)$ space and time.

Let $I$ be the suffix trie of a string $s$, and denote each suffix of $s$ by its starting position. According to Definition 4.8, each vertex $v$ of $I$ represents the positions (in $s$) each of which starts a suffix that has $sl(v)$ as its prefix. Hence, suffix tries of text strings may be used to solve string matching problems.

A **chain** in a trie of a set of strings is a maximal sequence of edges and vertices of the form
\[
< (v_0, v_1), (v_1, v_2), (v_2, \ldots, v_n), (v_n, v_{n+1}) >
\]

$^3$Note that there is also a slightly different definition which defines the suffix trie of a string $s$ as the trie of all suffixes of $s$.
where \( n \geq 1 \), each of the vertices \( v_1, v_2, \ldots, v_n \) has exactly one outgoing edge and all \( v_i \)'s represent the same set of strings. The word of such a chain is the string

\[
\text{label}(v_0, v_1) \circ \text{label}(v_1, v_2) \circ \cdots \circ \text{label}(v_n, v_{n+1}).
\]

**Definition 4.9** The compact trie of a trie \( I \) is obtained by replacing every chain in \( I \) by an edge labeled with the word of the replaced chain.

**Definition 4.10** A compact suffix trie of a string \( s \) is the compact trie of the suffix trie of \( s \).

**Proposition 4.2** A compact suffix trie \( C \) of a string of length \( n \) has at most \( 2n - 1 \) vertices.

**Sketch of the Proof:** \( C \) has at most \( n \) nonbranching nodes (nodes of degree less than 2), and hence at most \( n - 1 \) branching nodes, giving a total of at most \( 2n - 1 \) nodes. \( \square \)

### 4.2.2 The DAWG

If we only want to recognize all substrings of a given text string, that is, if we want to solve Problem 2, we can use smaller automata than the suffix trie of the string. The DAWG (Directed Acyclic Word Graph) of a string is one such automaton.\(^4\) [5]. The states of a DAWG correspond to a set of substrings of the text such that no two substrings in the set end at the same set of positions in the text and every substring of the text is a suffix of some substring in this set. Each substring in the state set stands for the set of positions in the text where this substring ends. For example, given the text string \( abcbc \), the substring \( bc \) corresponds to a state in the DAWG of \( abcbc \), and it stands for the positions 3 and 5. Since the substring \( c \) also ends at positions 3 and 5, it is said to be end-equivalent to \( bc \), according to the following definition.

\(^4\)Blumer et al. [5] also describe a class of even smaller automata.
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Definition 4.11 Let string \( s = a_1 \ldots a_n(a_1, \ldots, a_n \in \Sigma) \). For any nonempty \( y \) in \( \Sigma^* \), the end-set of \( y \) in \( s \) is defined by \( \text{end-set}_s(y) = \{ i : y = a_{i-|y|+1} \ldots a_i \} \). In particular, the end-set of the empty string \( \lambda \) is defined to be \( \text{end-set}_s(\lambda) = \{ 0, 1, 2, \ldots, n \} \). Two strings \( x \) and \( y \) in \( \Sigma^* \) are end-equivalent (in \( s \)) if \( \text{end-set}_s(x) = \text{end-set}_s(y) \), and we denote this by \( x \equiv_s y \). We denote by \( [x]_s \) the equivalence class of \( x \) with respect to \( \equiv_s \). The degenerate class is the equivalence class of the strings that are not substrings of \( s \).

Given a string \( s \), there is a one-to-one correspondence between the end-sets of \( s \) and the equivalence classes of \( s \) with respect to \( \equiv_s \) such that an end-set \( E \) corresponds to an equivalence class \( [x]_s \), if and only if \( E = \text{end-set}_s(x) \).

Definition 4.12 The DAWG for \( s \) is a (partial) deterministic finite automaton with input alphabet \( \Sigma \), state set \( \{ [x]_s \mid x \text{ is a substring of } s \} \), initial state \( [\lambda]_s \), and transitions \( \{ ([x]_s, a, [xa]_s) \mid x \text{ and } xa \text{ are substrings of } s \} \); all states of the DAWG are final.

The DAWG defined above recognizes the set of all substrings of \( s \). So, it can be used to scan a given pattern string to check if the pattern occurs in the text string \( s \).

Example 4.2 The transitions of the DAWG for the string \( s = abcbc \) are:

\[
\begin{align*}
([\lambda]_s, a, [a]_s), & \quad ([\lambda]_s, b, [ab]_s), & \quad ([ab]_s, c, [abc]_s), \\
([abc]_s, b, [abc]_s), & \quad ([abcb]_s, c, [abc]_s), & \quad ([\lambda]_s, b, [b]_s), \\
([\lambda]_s, c, [bc]_s), & \quad ([b]_s, b, [bc]_s), & \quad ([bc]_s, b, [abc]_s).
\end{align*}
\]

The end-sets corresponding to the states of this DAWG are:

\[
\begin{align*}
\text{end-set}_s(\lambda) &= \{ 0, 1, 2, 3, 4, 5 \}, & \text{end-set}_s(a) &= \{ 1 \}, \\
\text{end-set}_s(b) &= \{ 2, 4 \}, & \text{end-set}_s(bc) &= \{ 3, 5 \}, \\
\text{end-set}_s(ab) &= \{ 2 \}, & \text{end-set}_s(abc) &= \{ 3 \}, \\
\text{end-set}_s(abcb) &= \{ 4 \}, & \text{end-set}_s(abc) &= \{ 5 \}.
\end{align*}
\]

The state diagram of this DAWG is given in Figure 4.2.
Figure 4.2: The DAWG of $abcbe$
Theorem 4.3 Given a string $s$, let $C$ be the compact suffix trie of $s$. Each vertex in $C$ represents exactly one end-set of $s$, and each nonempty end-set of $s$ is represented by exactly one vertex of $C$. Moreover, $C$ has an edge $(u, v)$, where $u$ represents $U$ and $v$ represents $V$, if and only if $U \supset V$ and there is no end-set $W$ of $s$ such that $U \supset W \supset V$.

Sketch of the Proof: Let $I$ be the suffix trie of $s$. Since every vertex in $I$ represents an end-set of $s$, every vertex in $C$ also represents an end-set of $s$. Since every substring of $s$ is equal to $sl(v)$ for some vertex $v$ in $I$, all nonempty end-sets of $s$ are represented by vertices of $I$. A set represented by a vertex in $I$ is also represented by a vertex in $C$, and any two vertices of $C$ represent two different sets of positions, so each nonempty end-set of $s$ is represented by exactly one vertex in $C$.

The second part of the theorem follows from Definition 4.10. □

Proposition 4.2 and Theorem 4.3 give us the following corollary.

Corollary 4.4 A string of length $n$ has at most $2n - 1$ nonempty end-sets.

A string $x$ is a reverse string of a string $y$, written as $x = y^{-1}$, if $|x| = |y|$ and $x[i] = y[|y| - i + 1]$ for $1 \leq i \leq |y|$.

The following theorem illustrates another connection between compact suffix tries and DAWGs.

Theorem 4.5 Given a string $s$, let $C$ be the compact suffix trie of $s^{-1}$, and denote the DAWG of $s$ by $D$. $D$ can be constructed from $C$ as follows: The states of $D$ are the vertices of $C$, and $D$ has a transition $(u, a, v)$ if and only if $v$ represents end-set$_{s^{-1}}((sl(u))^{-1} \circ a)$.

The proof of the above theorem is based on the definitions of end-sets, DAWGs and compact suffix tries, and is omitted here.
Example 4.3 The compact suffix trie of the string \((abcbc)^{-1}=cbcba\) is given in Figure 4.3 where the end-sets are expressed in terms of the positions of \(abcbc\) to show the connection with Figure 4.2.

Blumer et al. [5] describe an algorithm which constructs the DAWG of a given text string in time linearly proportional to the length of the text string. This algorithm does not keep track of the end-sets, so it reports only whether a pattern occurs but not where it occurs. Since the time required to read a pattern string with a DAWG is clearly linear in the length of the pattern string, the DAWG can be used to determine whether the pattern occurs in the text in linear time; that is, the DAWG can be used to solve Problem 4 in linear time.

Note that given a text string \(t\) and a pattern string \(p\), the suffix trie and the DAWG for \(t^{-1}\) can also be used for solving string matching problems involving \(p\) and \(t\) by scanning \(p^{-1}\) instead of \(p\).

### 4.3 Generalizations Using Ad-Strings

#### 4.3.1 Overview

Given a term tree \(T\) over \(\Sigma\), an ad-string of \(T\) from \(u\) to \(v\) is an \(nl\)-string (standing for node-to-leaf string) if \(v\) is a leaf of \(T\); a reverse string of an \(rn\)-string of \(v\) is called an \(nr\)-string (standing for node-to-root string) of \(v\); and a reverse string of an \(nl\)-string of \(v\) is called an \(ln\)-string (standing for leaf-to-node string) of \(v\). Listed below are some structures which result from generalizing the concepts introduced in the previous section based on \(nr\)-strings, \(nl\)-strings, \(rn\)-strings and \(ln\)-strings of \(T\).

1. The trie for all \(nr\)-strings of \(T\) is called the \(nr\)-trie of \(T\); it can be used to recognize all substrings of \(nr\)-strings of \(T\).
Figure 4.3: The compact suffix trie of \((abc)c^{-1}\)
2. The trie for all nl-strings of $T$ is called the *nl-trie* of $T$; it can be used to recognize all substrings of nl-strings of $T$.

3. A *compact nr-trie* of $T$ is the compact trie of the nr-trie of $T$, and a *compact nl-trie* of $T$ is the compact trie of the nl-trie of $T$.

4. For any string $x$ in $(\bigcup_{k=1}^{\nu(E)}(\Sigma_{k} \times \{1, 2, \cdots, k\}))^*$, the *rn-set* of $x$ in $T$ is defined by $\text{rn-set}_T(x) = \{v \in N(T) \mid x \text{ is equal to a suffix of an rn-string ending at } v\}$; note that the rn-sets of $T$ correspond to the end-sets of the rn-strings of $T$. Two strings $x$ and $y$ in $(\bigcup_{k=1}^{\nu(E)}(\Sigma_{k} \times \{1, 2, \cdots, k\}))^*$ are *rn-equivalent* if $\text{rn-set}_T(x) = \text{rn-set}_T(y)$, and we denote this by $x \equiv_T^r y$. We denote by $[x]_T^r$ the equivalence class of $x$ with respect to $\equiv_T^r$. Then, we can define the DAWG for the rn-strings of $T$, which we call the *rn-DAWG* of $T$, as a (partial) deterministic automaton with input alphabet $\bigcup_{k=1}^{\nu(E)}(\Sigma_{k} \times \{1, 2, \cdots, k\})$, state set $\{[x]_T^r \mid x \text{ is a substring of some rn-string of } T\}$, initial state $[\lambda]_T^r$, and transitions $\{([x]_T^r, \sigma, [x \sigma]_T^r) \mid x \text{ and } x \sigma \text{ are substrings of some rn-strings of } T\}$. The rn-DAWG of $T$ recognizes all substrings of the rn-strings of $T$.

5. For any string $x$ in $(\bigcup_{k=1}^{\nu(E)}(\Sigma_{k} \times \{1, 2, \cdots, k\}))^*$, the *ln-set* of $x$ in $T$ is defined by $\text{ln-set}_T(x) = \{v \in N(T) \mid x \text{ is equal to a suffix of an ln-string ending at } v\}$; note that the ln-sets of $T$ correspond to the end-sets of the ln-strings of $T$. Two strings $x$ and $y$ in $(\bigcup_{k=1}^{\nu(E)}(\Sigma_{k} \times \{1, 2, \cdots, k\}))^*$ are *ln-equivalent* if $\text{ln-set}_T(x) = \text{ln-set}_T(y)$, and we denote this by $x \equiv_T^l y$. We denote by $[x]_T^l$ the equivalence class of $x$ with respect to $\equiv_T^l$. Then, we can define the DAWG for the ln-strings of $T$, which we call the *ln-DAWG* of $T$, as a (partial) deterministic automaton with input alphabet $\bigcup_{k=1}^{\nu(E)}(\Sigma_{k} \times \{1, 2, \cdots, k\})$, state set $\{[x]_T^l \mid x \text{ is a substring of some ln-string of } T\}$, initial state $[\lambda]_T^l$, and transitions $\{([x]_T^l, \sigma, [x \sigma]_T^l) \mid x \text{ and } x \sigma \text{ are substrings of some ln-strings of } T\}$. The ln-DAWG of $T$ recognizes all substrings of the ln-strings of $T$.

Since ad-strings and their reverses are also strings, much of the discussion in the previous section on suffix tries, compact suffix tries and DAWGs also applies to the structures just introduced.
In the following, we compare these structures for a given term tree $T$.

1. Since each node $v$ of $T$ gives rise to exactly one n$n$-string of length $\text{depth}(v)$, the sum of the lengths of all n$n$-strings of $T$ is

$$\sum_{v \in N(T)} \text{depth}(v),$$

which is an upper bound on the number of edges in the n$n$-trie of $T$. This upper bound is less than $|T|^2$.

2. Since each leaf of depth $d$ gives rise to exactly $d$ nonempty n$n$-strings, among which there is one string of length $i$ for each integer $i$ from 1 to $d$, the sum of the lengths of all n$n$-strings of $T$ is thus

$$\sum_{v \in F(T)} \frac{1}{2} \text{depth}(v)(\text{depth}(v) + 1),$$

which is an upper bound on the number of edges in the n$n$-trie of $T$. This upper bound is less than $|T|^3$.

3. The compact n$n$-trie of $T$ has at most $(2 |T| - 1)$ vertices, and the compact n$n$-trie of $T$ has at most $(2(|F(T)| \times \text{height}(T)) - 1)$, which is $O(|T|^3)$, vertices. The proof of this statement is similar to that of Proposition 4.2.

4. Let $C$ be the compact n$n$-trie of $T$; then each vertex in $C$ represents exactly one n$n$-set of $T$ and each nonempty n$n$-set of $T$ is represented by exactly one vertex in $C$. Similarly, if $C$ is the compact n$n$-trie of $T$, then each vertex in $C$ represents exactly one n$n$-set of $T$ and each nonempty n$n$-set of $T$ is represented by exactly one vertex in $C$. The proof of this statement is similar to that of Theorem 4.3.

5. The n$n$-DAWG of $T$ has $O(|T|)$ states, and the ln-lnDAWG of $T$ has $O(|T|^2)$ states.

**Proposition 4.6** Given a text tree $T$, a pattern tree $P$ and a node $v$ in $T$, if each of the root-to-leaf strings of $P$ is equal to a prefix of an n$n$-string of $v$, then $P$ matches $T$ at $v$. 
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Note that merely recognizing root-to-leaf strings of a pattern tree does not imply that the pattern occurs in the text; for solving either Problem 1 or Problem 2, we also need to know where these strings occur in the text in order to determine if the entire pattern occurs in the text.

Based on Proposition 4.6, we can derive from any of the above structures an algorithm for tree pattern matching. To illustrate this, we will discuss a matching algorithm based on the nl-trie of a given term tree in the next subsection.

4.3.2 A Root-to-Frontier Automaton Based on Text

We now present an algorithm which preprocesses the text tree to construct a root-to-frontier automaton which is used to scan pattern trees to solve tree matching problems.

Definition 4.13 Given a term tree $T$ over $\Sigma$ and the nl-trie $G$ of $T$, a (partial) root-to-frontier automaton based on $G$, denoted by $RN(T)$, is defined as follows.

1. The states of $RN(T)$ are the vertices of $G$; the initial state is the root of $G$, and all states of $RN(T)$ are final.

2. The transition function $M$ of $RN(T)$ is defined by: $M(\sigma, q_0) = (q_1, \ldots, q_{\nu(\sigma)})$ if and only if $(q_0, q_i)$ is an edge of $G$ and $\text{label}(q_0, q_i) = (\sigma, i)$ for $1 \leq i \leq \nu(\Sigma)$.

We also define a function $S$ from the state set of $RN(T)$ to the power set of $N(T)$ as follows.

1. For each state $q$ of $RN(T)$, which is also a vertex of $G$, define $S(q)$ to be the set of nodes of $T$ such that $v \in S(q)$ if and only if some nl-string in the set represented by $q$ starts at $v$.

Note that if the state of a node $v$ in the input is $q$, the root-to-node string ending at $v$ equals a prefix of the node-to-leaf string starting at $w$ for every node $w$ in $S(q)$. 
A straightforward algorithm for constructing RN(T) and the associated S-function requires $O(|T|^4)$ time and space. The following algorithm uses the root-to-frontier automaton and its associated S-function so constructed to solve the tree matching problems.

**Algorithm 4.1** Given the RN(T) and its associated S-function for a text tree T, this algorithm finds all occurrences of a pattern tree P in T.

1. **Scan P with RN(T).**

2. If P is accepted, that is, all leaves of P are reached by RN(T), then compute the set

   $$L = \cap_{v \in F(T)} \{ H(q) \mid q \text{ is the state of } v \},$$

   and report matches found at all nodes in L. (If L is empty, no match is reported.) If P is not accepted, there is no match of P in T.

The time complexity of Algorithm 4.1 is $O(|P| \times |T|)$ since Step 1 of the algorithm takes $O(|P|)$ time and Step 2 requires $O(|P| \times |T|)$ time.

### 4.4 Generalizations Using Partrees

Since we have defined that a pattern tree has all its leaves labeled with $\otimes$, we use a variation of the partree introduced earlier to generalize the DAWG.

**Definition 4.14** Given a term tree T, an internal partree of T rooted at v is defined to be either the empty set or a subset of $I(T)$ connected at v.

In other words, an internal partree of T is a partree T which contains no leaves of T. For example, considering the tree of Figure 4.6, each of the sets $\{2, 4\}$, $\{2, 4, 5, 11\}$ and the empty set is an internal partree rooted at the node 2.

Since an internal partree is a partree, all the notions defined earlier for partrees also apply to internal partrees.
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Definition 4.15 Given an internal partree $Q$ of a term tree $T$, the end-set of $Q$ in $T$ is defined by $\text{end-set}_T(Q) = \{v \mid \text{there is an internal partree rooted at } v \text{ which is equal to } Q\}$. In particular, $\text{end-set}_T(\mu) = N(T)$. Two internal partrees $Q_1$ and $Q_2$ of $T$ are end-equivalent, denoted by $Q_1 \equiv_T Q_2$, if $\text{end-set}_T(Q_1) = \text{end-set}_T(Q_2)$. We denote by $[Q]_T$ the equivalence class of $Q$ with respect to $\equiv_T$.

Given a term tree $T$, there is a one-to-one correspondence between the end-sets of $T$ and the equivalence classes of $T$ with respect to $\equiv_T$ such that an end-set $E$ corresponds to an equivalence class $[Q]_T$ if and only if $E = \text{end-set}_T(Q)$. We now define the analog of DAWG for trees, which we call TDAWG.

Definition 4.16 The TDAWG for a term tree $T$ over $\Sigma$ is a (partial) frontier-to-root automaton with input alphabet $\Sigma_+$, state set $S = \{[Q]_T \mid Q$ is an internal partree of $T\}$, and initial state $[\mu]_T$. Its transition function $M : \cup_{k=1}^{\nu(\Sigma)} (\Sigma_k \times S_k) \to S$ is defined by:

$$M(\sigma, [Q_1]_T, \cdots, [Q_{\nu(\sigma)}]_T) = \{[Q]_T \mid [Q]_T \text{ contains an internal partree } R \text{ rooted at a node } v \text{ such that } l(v) = \sigma \text{ and}
\text{ the subpartree of } R \text{ rooted at child}(v, i) \text{ is in } [Q_i]_T \text{ for } 1 \leq i \leq \nu(\sigma)\}.$$  

All states of the TDAWG are final.

Note that each state of the TDAWG corresponds to an end-set of $T$, and vice versa.

The TDAWG of $T$ defines the set of term trees $\{P \mid$ the partree $I(P)$ of $P$ is equal to some partree of $T\}$; in particular, the TDAWG of $T$ recognizes all pattern trees which match $T$, so it can be used to check if a pattern tree occurs in $T$, that is, it can solve Problem 2.

Example 4.4 Given the term tree $T$ in Figure 4.4, its TDAWG $D$ is defined as follows:

1. The state set of $D$ is $\{s_0, s_1, s_2, s_3, s_4\}$ where
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\[ s_0 = [\mu]_T \text{ which corresponds to the end-set } N(T), \]
\[ s_1 = [{3}]_T \text{ which corresponds to the end-set } \{3,4,5\}, \]
\[ s_2 = [{1,3}]_T \text{ which corresponds to the end-set } \{1,2\}, \]
\[ s_3 = [{2,4,5}]_T \text{ which corresponds to the end-set } \{2\}, \]
\[ s_4 = [{1,2,3,4,5}]_T \text{ which corresponds to the end-set } \{1\}. \]

2. The transition function \( M \) of \( D \) is:

\[ M(a, s_0, s_0) = s_2, \quad M(b, s_0, s_0) = s_1, \quad M(a, s_2, s_0) = s_4, \]
\[ M(a, s_0, s_1) = s_2, \quad M(a, s_1, s_0) = s_3, \quad M(a, s_3, s_0) = s_4, \]
\[ M(a, s_2, s_1) = s_4, \quad M(a, s_1, s_1) = s_3, \quad M(a, s_3, s_1) = s_4. \]

3. The initial state is \( s_0 \), and the set of final states is \( \{s_0, s_1, s_2, s_3, s_4\} \).

We can also define constructively the analog of compact suffix trie for trees, which we will call CPDAG (Compact Position Directed Acyclic Graph).
Definition 4.17 Given a term tree $T$, the CPDAG of $T$, denoted by $CPDAG(T)$, is the directed acyclic graph defined as follows:

1. For each end-set $E$ of $T$, create a vertex $v$ of $CPDAG(T)$. We say that $v$ represents $E$.

2. Given two vertices $u$ and $v$ in $CPDAG(T)$ which represent $U$ and $V$ respectively, $(u, v)$ is an edge of $CPDAG(T)$ if $U \supset V$ and $CPDAG(T)$ does not have a vertex $w$ representing $W$ such that $U \supset W \supset V$.

Notice the similarity between this definition and Theorem 4.3.

We will not define the structure analogous to suffix tries whose compact version is the CPDAG, because such a definition is rather tedious and it is unclear how this analog of the suffix trie can help us to solve the tree matching problem. We can also define analogously a structure similar to a suffix trie based on the euler strings of the subtrees of a given term tree; how this structure may be used for tree pattern matching is still under investigation.

Constructing the TDAWG for a term tree may be infeasible in general due to the large number of states and transitions it may have. Since a TDAWG is a frontier-to-root tree automaton with no unreachable states, each state of a TDAWG, except the initial state, must have at least one incoming transition, so the number of transitions of a TDAWG is at least the number of its states less one. Consider the TDAWG of a given term tree $T$. The number of states in the TDAWG is equal to the number of end-sets of $T$. Since each such end-set of $T$, except the end-set $N(T)$, is a nonempty subset of $I(T)$ and there are

---

5If the edges of the CPDAG are to be labeled, the label on an edge $(u, v)$, where $u$ represents $U$ and $v$ represents $V$, should reflect the difference between the maximal partrees of $U$ less their leaves and the maximal partrees of $V$ less their leaves.

6An unreachable state of a tree automaton is a state which can never be reached by the tree automaton no matter what the input is. If $s$ is a state in a TDAWG representing an end-set $E$, then $s$ can be reached when the input to the TDAWG is a term tree whose internal nodes form a partree which is equal to the partree formed by all the internal nodes of a maximal partree of $E$. 

---
$2^{|I(T)|} - 1$ nonempty subsets of $I(T)$, an immediate upper bound on the number of states of the TDAWG is $2^{|I(T)|}$. Whether this bound is tight remains open, but there are classes of text trees for which the number of states of their TDAWGs grows exponentially with their sizes, as the following theorem shows.

**Theorem 4.7** For every positive even integer $n$, let a perfect tree of height $n + 1$ be labeled as follows:\(^7\)

1. All nodes of depths from 0 to $n - 1$ are labeled $a$.

2. For all $i$, $1 \leq i \leq 2^{n/2}$, the $(i + (i - 1)2^{n/2})$-th node of depth $n$\(^8\) is labeled $c$;

3. All other nodes of depth $n$ are labeled $b$.

4. All leaves are labeled $d$.

Then, the number of end-sets of $T$ is at least $2^\left(\frac{|I(T)|+1}{4}\right) - 2$, and so is the number of states in the TDAWG of $T$.

**Proof:** Let $S$ be the set of nodes of depth $n/2$ in $T$; $S$ is $\{2,3\}$ in Figure 4.5. Given any nonempty proper subset $N$ of $\{1,2,\ldots,2^{n/2}\}$, let $L$ be a binary tree of height $(n/2 + 1)$ such that the nodes of depths from 1 to $(n/2 - 1)$ are labeled $a$ and the nodes of depth $n/2$ are labeled $b$ and the leaves are labeled $d$. Let $L_N$ be the partree of $L$ obtained by removing all its leaves and all the $i$-th nodes of depth $n/2$ for all $i \in N$. Then, for each $i \in N$ there is an internal partree, which is equal to $L_N$, rooted at the $i$-th node $v$ of depth $n/2$ in $T$, and $L_N$ does not equal to any internal partree of $T$ rooted at any other node of $T$. Hence, $\{i$-th node of depth $n/2 \mid i \in N\}$ is an end-set of $T$. So each nonempty proper subset of $S$ is an end-set of $T$. For example, $\{2\}$ and $\{3\}$ are both end-sets of the tree in Figure 4.5 which are end-set($\{2,5\}$) and end-set($\{3,6\}$) respectively.

---

\(^7\)See Figure 4.5 for an example.

\(^8\)The $i$-th node of depth $d$ in $T$ is the $i$-th node of depth $d$ encountered in a breadth-first traversal of $T$. 


Now, $|T| = 2^{n+2} - 1$, so $|S| = 2^{n/2} = \left( \frac{|T|+1}{4} \right)^{1/2}$. Since there are $2^{|S|} - 2$ nonempty proper subsets of $S$, there are at least $\left( 2^{\left( \frac{|T|+1}{4} \right)^{1/2}} - 2 \right)$ end-sets of $T$. Hence, the number of states in the TDAWG of $T$ is at least $\left( 2^{\left( \frac{|T|+1}{4} \right)^{1/2}} - 2 \right)$.

\[\square\]

**Theorem 4.8** In general, the TDAWG of a term tree $T$ is not the minimal frontier-to-root automaton, in terms of either the number of states or the number of transitions of the automaton, which defines \{ $P$ | the partree $I(P)$ of $P$ is equal to some partree of $T$ \}.

**Proof:** This theorem is proved by an example as follows:

Let $T$ denote the tree in Figure 4.4. The TDAWG $D$ of $T$ is given in Example 4.4. We observe that replacing the states $s_2$ and $s_3$ on the left hand side of the original transition functions by $s_3$ and $s_2$ respectively gives back exactly the same set of transitions as before, so we can combine $s_2$ and $s_3$ to give a new frontier-to-root automaton $G$ defined below:

1. The state set of $G$ is \{ $s_0, s_1, s_{23}, s_4$ \}. ($s_{23}$ is a new state replacing $s_2$ and $s_3$ in $D$.)

2. The transition function $M$ of $D$ is:
\[ M(a, s_0, s_0) = s_{23}, \quad M(b, s_0, s_0) = s_1, \quad M(a, s_{23}, s_0) = s_4, \]
\[ M(a, s_0, s_1) = s_{23}, \quad M(a, s_1, s_0) = s_{23}, \quad M(a, s_{23}, s_1) = s_4, \]
\[ M(a, s_1, s_1) = s_{23}, \]

3. The initial state is \( s_0 \), and the set of final states is \( \{s_0, s_1, s_{23}, s_4\} \).

\( G \) defines the same set of binary trees as \( D \). \( G \) has fewer states and fewer transitions than \( D \), so \( D \) is not minimal in terms of either the number of states or the number of transitions.

We have seen that the generalization of DAWG to TDAWG for solving tree matching problems is infeasible in general. In the next section, we will apply the ideas underlying TDAWGs to solve a special class of tree pattern matching problems, namely, those involving only perfect pattern trees.

### 4.5 Frontier-to-Root Automata for Perfect Patterns

We now give an algorithm which constructs a frontier-to-root automaton based on a text tree that scans perfect binary pattern trees to find all matches of the pattern in the text. This construction takes time linear in the number of nodes in the text tree.

#### 4.5.1 Equivalence Classes and the PMA

Given a binary tree \( T \) and a partree \( Q \) rooted at some node \( v \) in \( T \), the height of \( Q \) is defined to be the maximum integer \( i \) such that the \( i \)-th descendent of \( v \) is in \( Q \). The height of an empty partree is defined to be \(-1\). The partree \( Q \) is perfect if \( Q \) contains \( 2^{h+1} - 1 \) nodes where \( h \) is the height of \( Q \); in particular, the empty partree is perfect. We denote by \( H_T \) the maximum of the heights of the perfect internal partrees in \( T \). We now define a class of equivalence relations on the nodes of \( T \).
**Definition 4.18** Two nodes $u$ and $v$ of a binary tree $T$ are said to be $k$-equivalent if there are equal perfect internal partrees of height $k$ rooted at $u$ and $v$; in this case, we write $uE_kv$.

Note that $E_k$'s for $k \geq 0$ only apply to internal nodes of $T$ since there is no internal partree of height greater that -1 rooted at leaves of $T$.

Each $E_k$ defined above is an equivalence relation. We denote by $[v]_k$ the equivalence class of $v$ with respect to $E_k$. Also, we denote the set of all equivalence classes of $E_k$ by $C_k(T)$ and define $C(T)$ to be $\bigcup_{k=-1}^{H_T-1} C_k(T)$. Note that the set of equivalence classes defined here corresponds to a subset of the set of equivalence classes induced by the equivalence relation "equal" between partrees. In the rest of this section, the word "class" stands for "equivalence class" induced by the $E_k$'s.

We now enumerate the classes of a binary tree $T$ in $\mathcal{T}_\Sigma$.

- Since $[u]_{-1} = [v]_{-1}$ holds for every two nodes $u$ and $v$ in $T$, there is only one class induced by $E_{-1}$ which is $N(T)$.

- The number of internal nodes of $T$ is $(|T |-1)/2$, and there can be at most $|\Sigma_2|$ different labels of the internal nodes of $T$. So, the number of classes induced by $E_0$ is $\min\{|T|-1/2, |\Sigma_2|\}$.

- In general, the number of classes induced by $E_k$, for $0 \leq k \leq H_T$, is no more than $\min\{|T| +1)/2^k+1-1, |\Sigma_2|2^{k+1}-1\}$, and the summing up the number of nodes inside every one of these classes is no more than $(|T| +1)/2^{k+1}-1$.

Hence, the total number of classes is at most

$$1 + \sum_{k=0}^{H_T} (2^{-(k+1)}(|T| +1)-1) = (|T| +1)(1-2^{-(H_T+1)})-\frac{1}{2}H_T(H_T+1).$$

The first term on the right hand side of this equation is at most $|T|$ since $2^{H_T+1} \leq |T| +1$, where equality holds only when $T$ is perfect, so the total number of classes of $T$ is no more
than $|T|$. The sum of the numbers of elements in all classes of $T$ is at most

$$|T| + \sum_{k=0}^{H_T} (2^{-(k+1)}(|T|+1) - 1) =$$

$$|T|(2 - 2^{-(H_T+1)}) + (1 - 2^{-(H_T+1)}) - \frac{1}{2} H_T (H_T + 3)$$

which is clearly less than $2|T|$. In other words, both the total number of classes and the total number of elements they contain are linear in $|T|$.

**Definition 4.19** A **Pattern Matching Automaton** based on a binary text tree $T$ over $\Sigma$, denoted as $PMA(T)$, is a (partial) frontier-to-root automaton with input alphabet $\Sigma_2$, state set $C(T)$, initial state $[v]_{-1}$, for some $v \in N(T)$; all states of $PMA(T)$ are final. Its transition function $M : \cup_{k=1}^{H_T} (\Sigma_2 \times C_k(T) \times C_k(T) \rightarrow C_{k+1}(T))$ is defined by:

$$M(\sigma, [v_1]_k, [v_2]_k) = [v_3]_{k+1}$$

if $l(v_3) = \sigma$, $v_1 = \text{child}(v_3, 1)$ and $v_2 = \text{child}(v_3, 2)$, for any $k$, $-1 \leq k < H_T$.

Note that each state of $PMA(T)$ corresponds to a set of nodes at which a perfect pattern tree may match. An example of a PMA will be given later in this section.

A PMA of a binary tree $T$ is not necessarily a TDAWG of $T$ whose input is restricted to perfect patterns. The former has at least as many states as the latter. We will discuss in next subsection how to obtain the latter from to former by combining appropriate states of the former. As pointed out above, $PMA(T)$ has only a linear (in $|T|$) number of states; furthermore, each state of $PMA(T)$ has at most one incoming transition, so the number of transitions of $PMA(T)$ is also linear in $|T|$.

The following theorem helps us to construct the PMA of a binary tree.

**Theorem 4.9** Given a binary tree $T$, every pair of nodes in $N(T)$ are $(-1)$-equivalent. Two nodes $u$ and $v$ are $k$-equivalent, $k \geq 0$, if and only if $l(u) = l(v)$ and $\text{child}(u, i) E_{k-1} \text{child}(v, i)$, for $i = 1, 2$. 
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**Proof:** There is an empty partree rooted at every node of $T$, so, by Definition 4.18, any two nodes in $N(T)$ are $(-1)$-equivalent.

**if:** The condition $\text{child}(u,i)E_{k-1}\text{child}(v,i)$, for $i = 1, 2$ implies:

1. There are perfect partrees of height $k - 1$ rooted at $\text{child}(u,1), \text{child}(u,2), \text{child}(v,1)$ and $\text{child}(v,2)$.

2. The perfect partrees of height $k - 1$ rooted at $\text{child}(u,1)$ and $\text{child}(v,1)$ are equal, as are the ones rooted at $\text{child}(u,2)$ and $\text{child}(v,2)$.

(1) implies that there are perfect partrees of height $k$ rooted at nodes $u$ and $v$, and (2) together with the condition $l(u) = l(v)$ implies that these two partrees are equal. Thus, $uE_k v$ follows.

**only if:** If two nodes $u$ and $v$ in $T$ are $k$-equivalent for some $k \geq 0$, the perfect internal partree $U$ of height $k$ rooted at $u$ is equal to the perfect internal partree $V$ of height $k$ rooted at $v$. This means that $l(u) = l(v)$ and the subpartree of $U$ rooted at $\text{child}(u,i)$ is equal to the subpartree of $V$ rooted at $\text{child}(v,i)$, for $i = 1, 2$. Since these subpartrees are perfect internal partrees of height $(k - 1)$, it follows that $\text{child}(u,i)E_{k-1}\text{child}(v,i)$, for $i = 1, 2$. □

4.5.2 Constructing the PMA

Given a binary text tree $T$, let each class be identified by a natural number and let $S(i)$ denote class $i$. We construct the classes of $T$ in the following order: classes induced by $E_{-1}$, by $E_0$, ..., by $E_{H_T}$, based on Theorem 4.9. To simplify the construction algorithm, we assume that an additional variable $b(v)$ is associated with each internal node $v$ of $T$. When constructing classes induced by $E_{k+1}$ ($k \geq -1$), $b(v)$ is defined by:

$$b(v) = \max\{i \mid v \in S(i) \text{ and } i \text{ identifies a class induced by } E_{k} \text{ where } j \leq k\}.$$
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In the description of the following algorithm, $S_i(i)$ denotes a subset of $S(i)$, and $S_i(i)$ contains all the left children in $S(i)$; the variable $c$ is the number of the next new class, and the value of $I$ is the smallest of the class numbers of the $k$-equivalence classes during the construction of the $(k + 1)$-equivalence classes.

**Algorithm 4.2** Given a binary tree $T$, this algorithm constructs the $k$-equivalence classes for all $k$, $-1 \leq k \leq H_T$, starting with that of $E_{-1}$; it also constructs the transition function $M$ of $PMA(T)$.

1. Define $S(1)$ to be $N(T)$ and initialize $b(v)$ to be 1 for each node $v$ in $T$. Let $I$ be 1 and $c$ be 2. ($k = -1$)

2. Repeat this step while $C_k(T)$ is nonempty, that is, while there are nonempty $k$-equivalence classes.

(a) To construct the classes of $E_{k+1}$ from those of $E_k$, a scheme reminiscent of a radix sort is used as follows.

i. Partition each $S_i(i)$ so that $u$ and $v$ are in the same subset of $S_i(i)$ if and only if $b(\text{child(parent}(u), 2)) = b(\text{child(parent}(v), 2)) \geq I$, implying that the siblings\(^9\) of the nodes $u$ and $v$ belong to the same class induced by $E_k$.

ii. Partition each resulting subset $D$ of $S_i(i)$ so that $u$ and $v$ are in the same subset of $D$ if and only if $l(\text{parent}(u)) = l(\text{parent}(v))$. For each resulting subset $G$ of $D$,

- define a new class consisting of all the parents of the nodes in $G$; identify this class by $c$; if it is the first class induced by $E_{k+1}$, assign $c$ to a variable $i$; let $v$ be a node in $S(c)$ and define the transition function value of $M(l(v), b(\text{child}(v, 1)), b(\text{child}(v, 2)))$ to be $c$; increment $c$ by 1.

(b) After constructing the $E_{k+1}$-equivalence classes, for each node $v$ in a class of $E_{k+1}$ identified by $j$, change $b(v)$ to $j$, and change $I$ to be the current value of $i$.

\(^9\)Two different nodes are siblings of each other if they have the same parent.
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The correctness of the above algorithm can be established based on Theorem 4.9.

Proposition 4.10 Algorithm 4.2 can be implemented to run in $O(|T|)$ time for any binary tree $T$.

Proof: At most $\left(\frac{|T| + 1}{2^{k+1}} - 1\right)$ nodes are involved in constructing classes of $E_{k+1}$ from those of $E_k$, for $-1 \leq k \leq H_T$, and the construction of the class of $E_{-1}$ involves $|T|$ nodes. Each node involved in the construction of the classes of $E_{k+1}$ is processed, during the construction of $E_{k+1}$, no more than a constant number of times. Therefore,

$$|T| + \sum_{k=-1}^{H_T} \left(2^{-(k+1)}(|T| + 1) - 1\right) =$$

$$(|T| + 1)(3 - 2^{-(H_T+1)}) - \frac{1}{2} H_T(H_T + 5) - 2$$

gives the total number of nodes involved in constructing the equivalence classes for all $E_k$'s. Hence, Algorithm 4.2 requires $O(|T|)$ time. \qed

4.5.3 The Matching Algorithm

We now give an algorithm which uses the PMA of a text tree to solve tree matching problems.

Algorithm 4.3 Given PMA($T$) for a binary tree $T \in \Sigma$ and a perfect binary pattern tree $P \in \mathcal{P}_\Sigma$, this algorithm finds all occurrences of $P$ in $T$.

- Scan $P$ with PMA($T$). If the state of root($P$) is $i$, report matches at each node contained in the set $S(i)$; otherwise, root($P$) is not reached by the automaton, and there is no match of $P$ in $T$.

Immediately, we obtain:
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**Theorem 4.11** Given a text tree $T$ and a perfect pattern tree $P$, after $O(|T|)$ preprocessing time, Algorithm 4.3 finds all occurrences of $P$ in $T$ in $O(|P|)$ time.

**Example 4.5** Let $T$ denote the text tree of Figure 4.6; the states of $\text{PMA}(T)$, with their corresponding equivalence classes, are listed below:

State 1: $S(1) = N(T)$,  
State 2: $S(2) = \{1, 3, 5, 14\}$,  
State 3: $S(3) = \{2, 4, 6, 7, 10, 11\}$,  
State 4: $S(4) = \{3, 5\}$,  
State 5: $S(5) = \{1\}$,  
State 6: $S(6) = \{2\}$,  
State 7: $S(7) = \{1\}$.

The transitions of $\text{PMA}(T)$ are defined as follows:

$M(a, 1, 1) = 2$,  
$M(b, 1, 1) = 3$,  
$M(a, 3, 2) = 5$,  
$M(a, 3, 3) = 4$,  
$M(b, 3, 2) = 6$,  
$M(a, 6, 4) = 7$.

The result of applying Algorithm 4.3 to a perfect pattern tree is illustrated in Figure 4.7; the algorithm reports that a match is found at node 2.

### 4.5.4 Reducing the PMA

We now define another kind of frontier-to-root automaton for binary trees which is obtained by reducing a PMA.
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Figure 4.6: A sample text tree

Figure 4.7: State tree resulting from Algorithm 4.3
Definition 4.20 The PDAWG for a binary tree $T$ over $\Sigma$ is a (partial) frontier-to-root automaton with input alphabet $\Sigma_+$, state set $S = \{[Q]_T \mid Q$ is a perfect internal partree of $p\}$, and initial state $[\mu]_T$. Its transition function $M : \Sigma_2 \times S \times S \rightarrow S$ is defined by:

$$M(\sigma, [Q_1]_T, [Q_2]_T) = \{[Q]_T \mid [Q]_T \text{ contains a perfect internal partree } R \text{ rooted at a node } v \text{ such that } l(v) = \sigma \text{ and the subpartree of } R \text{ rooted at } \text{child}(v, i) \text{ is in } [Q_i]_T \text{ for } i = 1, 2\}.$$ 

All states of the PDAWG are final.

In other words, the PDAWG of $T$ is the TDAWG of $T$ without those states corresponding to the end-sets which are not end-sets of perfect internal partrees of $T$.

Given a binary tree $T$, the PMA of $T$ and the value of $S(i)$ for each state (or class) $i$ of the PMA as those in Algorithm 4.2, we can construct the PDAWG of $T'$ as follows:

If there are two different states $s_1$ and $s_2$ of PMA($T$) such that $S(s_1) = S(s_2)$, remove $s_2$ from the state set of PMA($T$) and replace all occurrences of $s_2$ in the transitions of PMA($T$) by $s_1$. Continue performing this transformation on the modified automaton until no such $s_1$ and $s_2$ can be found in the automaton. Define the start state to be $i$ such that $S(i) = N(T)$ and the set of final states to be its state set.

If the input is restricted to perfect binary trees, the PMA of $T$ and PDAWG of $T$ obtained by the above procedure defines the same set of perfect binary trees. Furthermore, if we have kept the $S(i)$ value of each remaining state $i$, then the PDAWG of $T$ also find all occurrences of any perfect binary pattern which matches $T$. The proof of these statements is based on the observation that the state set of the PDAWG of $T$ corresponds to a subset of the set of all end-sets of $T$. We will not get into the details of this proof here.
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Example 4.6 The states of the PDAWG of the tree of Figure 4.6, with their corresponding end-sets, are listed below:

State 1: \( S(1) = N(T) \),

State 2: \( S(2) = \{1, 3, 5, 14\} \),

State 3: \( S(3) = \{2, 4, 6, 7, 10, 11\} \),

State 4: \( S(4) = \{3, 5\} \),

State 5: \( S(5) = \{1\} \),

State 6: \( S(6) = \{2\} \).

The transitions of PMA(T) are defined as follows:

\[
\begin{align*}
M(a, 1, 1) &= 2, \\
M(b, 1, 1) &= 3, \\
M(a, 3, 2) &= 5, \\
M(a, 3, 3) &= 4, \\
M(b, 3, 2) &= 6.
\end{align*}
\]

Scanning the tree of Figure 4.7 gives the same state tree and reports the same match as in Example 4.5.
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Other Approaches

In this chapter, some other approaches to the tree matching problems are discussed. Our purpose here is not to describe new algorithms, but rather to offer new insight into the tree matching problem and to suggest directions for future research in this area. The descriptions of the algorithms in this chapter are not given in detail, because they are included only to illustrate the ideas behind the approaches.

5.1 Sliding the Pattern across the Text

In this section, we explore another analogy to derive algorithms for tree matching from those for string matching, and we also discuss the difficulties involved.

5.1.1 Overview

We can classify some string matching algorithms according to the directions in which they slide and scan the pattern string. For strings, sliding the pattern means moving the pattern across the text so as to compare it with different substrings of the text. For example, the Boyer-Moore algorithm [6] slides the pattern across to text from left to right and scans the
pattern from right to left, whereas the KMP algorithm both slides and scans the pattern from left to right. We can call these LR and LL algorithms, where the first letter is the sliding direction of the pattern and the second letter is the scanning direction of the pattern. Clearly, for string, the RL and RR algorithms are equivalent to the LR and LL algorithms. For tree pattern matching, a pattern tree can be slid and scanned either top-down or bottom-up. Hence, by analogy, we have the TB, TT, BT and BB algorithms. In this case, however, the TB and BT algorithms are not equivalent and neither are the TT and BB algorithms.

Sliding the pattern tree down the text tree involves splitting the text tree into several subtrees and sliding the pattern tree up the text tree involves merging subtrees of the text tree. In the next subsection, we discuss the TT and TB algorithms.

5.1.2 Splitting the Text Tree

Partrees and Fringes Revisited

Given a term tree $T$ rooted at $r$, there is a one-to-one correspondence between the partrees of $T$ rooted at $r$ and the fringes of $T$. We say that a partree $Q$ rooted at $r$ and a fringe $L$ of $T$ correspond to each other if $Q$ is obtained by deleting all subtrees rooted at the nodes in $L$, that is, if $Q = N(T) - \bigcup_{v \in L} \{ \text{the subtree rooted at } v \}$. In particular, the empty partree corresponds to the fringe $\{r\}$, and the partree containing all nodes of $T$ corresponds to the fringe $\emptyset$, which is also called the empty fringe.

A partree $Q_1$ is a successor of a partree $Q_2$ if they are rooted at the same node, $Q_1 \supset Q_2$ and $|Q_1| - |Q_2| = 1$; that is, $Q_1$ can be obtained from $Q_2$ by adding one more node which becomes a leaf of $Q_1$. We also say that $Q_2$ is a predecessor of $Q_1$.

The Algorithms

We will describe the TT and TB algorithms in terms of their similarity and their differences.
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We first introduce some new terminologies. Given two nodes \( u \) and \( v \) in a term tree such that \( u = a^i(v) \), for some \( i \geq 0 \), the string \( \text{route}(u, v) \) is defined as:

\[
\text{route}(u, v) = \begin{cases} 
\lambda & \text{if } u = v \\
\text{route}(\text{parent}(v)) \circ i & \text{if } v = \text{child}(\text{parent}(v), i)
\end{cases}
\]

Given a text tree \( T \) and a pattern tree \( P \), we assume the existence of a function \( E \) from \( (N(T) \times (\text{the set of fringes of } P)) \) to (the set of fringes of \( T \)) so that given a node \( v \) in \( T \) and a fringe \( L \) of \( P \), \( E(v, L) \) is the set \( \{ u \mid u = a^i(v) \text{ for some } i \geq 0 \text{ and } \text{route}(v, u) = \text{route}(\text{root}(P), w) \text{ for some } w \in L \} \). This function may be visualized by placing the root of \( P \) at the node \( v \) in \( T \) so that \( E(v, L) \) is the fringe of \( T \) which overlaps the fringe \( L \) of \( P \). The computation of \( E \) depends on data structures by which these two trees are represented. Since we represent the trees using child and parent pointers, we can compute \( E \) by carrying out synchronously a pre-order traversal of \( P \) starting at \( \text{root}(P) \) and a pre-order traversal of the subtree of \( T \) rooted at \( v \) to search for the elements in \( L \) so as to determine the elements in \( E(v, L) \).

The underlying principle of the TT algorithm is that each node of the text is only compared once, so the TT algorithm processes the text in time linear in the size of the text. Although in the TB algorithm a node of the text may be examined several times, some nodes of the text may never be examined at all, so the average time complexity may be sublinear\(^1\), although the worst time complexity of the TB algorithm is quadratic in the sizes of the pattern and the text.

Let \( T \) and \( P \) be the text tree and the pattern tree, respectively. We first list the similarities between the TT and TB algorithms:

1. Both algorithms try to match the pattern at the root of the text. A starting fringe, which is a fringe of \( P \), is provided for the TT algorithm to initiate comparisons. The initial starting fringe (before splitting the original text tree \( T \)) for the TT algorithm

\(^1\)How to prove whether this complexity is or is not sublinear remains open.
is root$(P)$. (The algorithms differ in how they carry out the comparisons, that is, in how they scan the pattern tree.)

2. For both algorithms, define the function New$(S)$, where $S$ is a subset of $N(P)$, to be the fringe of $P$ corresponding to the minimal partree $M$ which contains the roots of all subtrees of $P$ which cannot possibly root-match $P$, because the nodes in $(S \cap \text{the subtree rooted at } v \in M))$ cannot match the corresponding nodes of $P$ when $v$ is to be matched with the root of $P$.

3. When the algorithms find a mismatch after having compared a set $S$ of nodes in $P$ with the text tree, or when they have found a match in which case $S = I(P)$, they split the text tree into $|R|$ subtrees where $R$ is $E((\text{root of the text}^2), \text{New}(S))$. Then they treat the subtree rooted at every node of $R$ as a new text tree and continue the pattern matching in these new text trees with the same pattern, whose root is to be matched with the root of each new text tree.

Now, we give the differences between the two algorithms:

1. Given a starting fringe SF of $P$ and the text tree $T$, with which $P$ is to be root-matched, let $Q$ be the partree corresponding to $E(\text{root}(T), \text{SF})$. The TT algorithm extends $Q$ to its successor and compares the label of the additional node $u$ with the label of the node $v$ in $P$ provided that route$(\text{root}(T), u) = \text{route}(\text{root}(P), v)$ and that $v$ is not a leaf of $P$. If $l(u) = l(v)$, the TT algorithm adds $v$ to $S$ and continues extending $Q$ until $Q$ equals the partree formed by $I(P)$, in which case the TT algorithm reports an occurrence of the pattern.

2. The TB algorithm compares the nodes of the pattern with those of the text bottom-up starting with the leaves of the partree formed by $I(P)$, and it does the comparisons in the reverse order to that used by the TT algorithm. It reports an occurrence of the pattern when all the nodes in $I(P)$ are matched.

---

2 This text may also be a subtree of $T$ resulting from previous splits of $T$
3. For the TT algorithm, the union of the starting fringes for all subtrees resulting from
the same split of the text $T_i$ is the fringe corresponding to the partree $S$ rooted at
root($P$) which has been matched with a partree rooted at root($T_i$) prior to the split.
The starting fringe for the new text tree rooted at $v$ corresponds to the subset of $F$
consisting of all descendants of the node (of $P$) which has been compared with $v$.

We do not specify the exact order in which the pattern is to be scanned in the above
description because there are many different possible scanning orders. One way to scan
the pattern top-down is by means of a breadth-first traversal. In general, computing the
function New for a given pattern $P$ takes $O(2^{|P|})$ time.

One version of the TT algorithm for matching perfect binary patterns is described in [19]
whose time complexity is linear in the total size of the text tree and the pattern tree. The
scanning order is breadth-first. A version of the TB algorithm for matching perfect pattern
trees is not hard to design where the scanning order is the reverse of the breadth-first order.

Whether the approaches discussed in this section can result in algorithms better than
the ones described in Chapter 3 remains open. The algorithms outlined in this section
play an introductory role to this approach. The main difficulty here is how to reduce
the complexity of preprocessing, which is the calculation of the function New above. One
way of avoiding this difficulty is to design algorithms for restricted classes of pattern trees
which require less preprocessing. The algorithms applied to the class of perfect patterns
are examples of this approach. Tree matching algorithms for more general classes of trees
can be designed following the approaches discussed in this section, but how efficient and
general these algorithms are is a topic for future research.

5.2 Partitioning the Term Tree

A number of proposed algorithms [22,14,21,23] are based on viewing a tree as a set of
strings combined in some way. These algorithms solve the tree matching problems via
solving the related string matching problems. In this section, we discuss an algorithm based on partitioning a term tree into a set of partrees.

Our goal is to transform a given tree matching problem into an easier problem by reducing the original problem to a similar problem involving trees of smaller sizes. We use the observation that if the root of the pattern is labeled with \( \sigma \), it can only root-match the nodes in the text that are also labeled with \( \sigma \).

Given \( T \in T_\Sigma \) and \( P \in P_\Sigma \), let \( I_P \) and \( I_T \) denotes the partrees formed by \( I(P) \) and \( I(T) \), respectively, and let the roots of both trees be labeled \( \sigma \). (This is not a restriction; if the root of \( T \) is labeled with some other symbol, we, essentially, remove the maximal partree rooted at the root\( (T) \) which does not contain any node labeled with \( \sigma \), and do pattern matching for each of the remaining subtrees of \( T \), reducing the original problem to several smaller ones.) We partition \( I_P \) into a set of partrees whose roots are all labeled with \( \sigma \) and whose internal nodes\(^3\), except the root, are labeled with symbols from \( \Sigma - \{ \sigma \} \) and whose leaves either are labeled with \( \sigma \) or are leaves of \( I_P \). We denote this set of partrees by \( S_P \). We can also partition \( I_T \) into a set of partrees in a similar way; we denote this set by \( S_T \).

**Definition 5.1** Let \( Q_1 \) and \( Q_2 \) be two partrees.

1. \( Q_1 \) contains \( Q_2 \) if \( Q_2 \) is equal to a partree formed by a subset of \( Q_1 \) which contains the root of \( Q_1 \).

2. \( Q_1 \) and \( Q_2 \) are consistent if there exists a partree which contains both \( Q_1 \) and \( Q_2 \).

The join of a set of partrees is a partree with the minimum number of nodes which contains all partrees in the set.

We can construct a forest \( F_T \) of term trees based on \( T \) as follows:

\(^3\)A node \( v \) in a partree \( Q \) is an internal node if \( v \) and at least one of its children are in \( Q \).
Each node in the forest corresponds to a partree in $S_T^F$. Suppose that a new node $v$ corresponds to a partree $Q$ in $S_T^F$ and that $H$ is the set of all partrees in $S_P$ which are contained in $Q$. Let $C$ be the join of $H$. Then the degree of $v$ is equal to the number of leaves of $C$ which are labeled with $\sigma$. The label of $v$ represents $Q$. Let $D$ be the partree rooted at the root of $Q$ where $D$ is equal to $C$, and number the leaves of $D$ which are labeled with $\sigma$ in the order they appear in a preorder traversal of $D$; then, child$(v,i)$ is the node corresponding to the partree in $S_T^F$ rooted at the leaf of $D$ numbered $i$.

Finally, we can build a frontier-to-root tree automaton\footnote*{Here we use the original definition of a tree automaton that reads the labels of all nodes, including the leaves, of its input trees.} for term trees, based on the pattern, that scans trees in $F_T$ to solve the matching problems.

We have just raised a number of new questions:

1. How do we partition a tree into the desired sets of partrees?

2. Given a partree in $S_T^F$, how do we find the join $C$ mentioned above?

3. How do we construct the appropriate frontier-to-root automaton for the term trees in $F_T$?

The first question is easy to answer: Traverse the tree and collect the nodes labeled with $\sigma$, each of which represents the partree rooted at itself.

Answering the second question involves constructing a finite automaton which scans the partrees in $S_T^F$; the number of states of such an automaton may be exponential in $|S_P|$. The idea behind this construction is to transform each set of pairwise consistent partrees into a set of strings which are then combined to form a trie.

There are a number of ways to answer the third question. One way is to simulate such a frontier-to-root automaton for term trees by a finite automaton which is obtained by
modifying the finite automaton used in answering the second question. In fact, the modified finite automaton can solve the tree matching problem by scanning the trees in $F_T$ only once. The algorithm for constructing this automaton is rather complicated, so it is not given in this thesis.

Preprocessing the pattern to construct the finite automaton takes time and space exponential in the size of the pattern. Processing the text to find all occurrences of the pattern in the text takes time linear in the size of the text. So, the entire algorithm may be implemented to run in time exponential in the size of the pattern and linear in the size of the text.

One question still remains: Are there ways of partitioning the pattern or the text which result in more efficient tree matching algorithms?
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Conclusions and Open Problems

6.1 Pattern Matching of Unary Trees

We can view a string as a unary tree without its leaf and, conversely, we can also regard a unary tree without its leaf as a string; in this case, we say that the string and the unary tree correspond to each other.

Until now, we have been generalizing string matching algorithms to give tree matching algorithms. In fact, we can also use tree matching algorithms to solve string matching problems by treating strings as unary trees.

When applied to tree matching problems involving only unary trees, Algorithm 3.1 is the Aho-Corasick algorithm [2] for string matching where the strings are scanned from top to bottom; by replacing each match set by its largest element (the subtree with the largest number of nodes), Algorithm 3.2 also becomes the Aho-Corasick algorithm, where the strings are scanned from bottom to top.

Given a unary tree, the nl-trie of the tree is the suffix trie for the corresponding string read from top to bottom, and the nr-trie of the tree is the suffix trie for the corresponding string read from bottom to top, and the TDAWG for the tree becomes the DAWG for the
corresponding string read from bottom to top, and the CPDAG (with appropriate labeling of its edges) of the tree is the compact suffix trie of the corresponding string read from top to bottom.

6.2 Pattern Matching for Generalized Patterns

Throughout this thesis, all leaves of pattern trees are assumed to be labeled with $\otimes$. This section shows that this restriction on pattern trees is not a serious one.

A generalized pattern tree over an alphabet $\Sigma$ is a pattern tree over $\Sigma$ except that the leaves of the tree are labeled by symbols from $\Sigma_0 \cup \{\otimes\}$ instead of only the don’t care symbol $\otimes$. The definition of “root-match” in Section 2.1 applies to generalized patterns with the following addition to Definition 2.2:

If each of the pattern and the text consists of exactly one node and the labels of the two nodes are equal, then the pattern tree root-matches the text tree.

The definition of “match” in Section 2.1 applies to general patterns without any modification.

Here are two strategies for solving tree matching problems for a generalized pattern tree $P_g$ over $\Sigma$:

1. Suppose the symbols labeling the leaves of $P_g$ are from the set $S \cup \{\otimes\}$, where $S$ is a subset of $\Sigma_0$. Change the degree of each symbol in $S$ to 1. Replace each leaf of $P_g$ labeled with a symbol from $S$ by a pair of parent-child nodes where the parent is labeled by the symbol labeling the original leaf and the child is labeled with $\otimes$. Similarly, replace each leaf of the text tree labeled with a symbol from $S$ by a pair of parent-child nodes where the parent is labeled by the symbol labeling the original leaf and the child is labeled with any symbol of degree 0. Then, any of the algorithms for
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matching ordinary pattern trees may be used on the modified pattern trees and text trees.

2. If all leaves of $P_g$ are labeled with labels in $\Sigma_0$, then the only nodes in a text at which $P_g$ may possibly occur are those nodes having at least one height($P_g$)-th descendent but no (height($P_g$) + 1)-th descendent; we will call these nodes candidate nodes. The candidate nodes can be determined in one traversal of the text tree. Then, a straightforward procedure may be employed to check if the pattern occurs at each candidate node. Since no candidate node is an ancestor of another candidate node, this procedure takes no more node comparisons than the number of nodes in the text tree. The time complexity of this algorithm is clearly linear in the sizes of the text and the pattern.

6.3 Conclusions and Open Problems

Most existing algorithms for solving tree matching problems for general term trees consist of two phases: preprocessing the pattern tree and processing the text tree. For all of these algorithms, if the second phase takes time linear in the size of the text tree, the first takes time exponential in the height of the pattern tree; on the other hand, if the first phase takes time polynomial in the size of the pattern, the second phase takes $O(n \times h)$ time, where $n$ is the size of the text and $h$ is the height of the pattern.

There have been several algorithms for solving tree pattern matching for special classes of patterns. These algorithms are generally much simpler and more efficient than the ones designed for general pattern trees. There is a common feature shared by all these special classes of patterns, namely, within each such class, there is some notion of maximality for trees, which helps in designing an efficient matching algorithm for the class. For example, [14] describe one such algorithm which is in fact Algorithm 3.2 restricted to a special class of pattern trees.
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Tree pattern matching provides a rich source of problems; in this thesis, we have barely scratched the surface. We only claim in Winston Churchill's words that "this is the end of the beginning". What remains to be done?

First, we have not implemented any of the algorithms discussed here, and we have little idea how well they would perform in practice. However, we are not alone in this regard; the literature is rife with unsubstantiated claims.

Second, there are many directions for further investigation. Initially, we were interested in substructure searching in trees, that is:

Given a pattern tree $P$ and a text tree $T$, we are to find if there exists a bijection between $N(P)$ and a subset of $N(T)$ which not only relates the nodes with the same labels but also preserves the ancestor relation between the nodes, that is, given any two nodes $u$ and $v$ in $P$ such that $u = a^i(v)$ for some $i > 0$, if the bijection maps $u$ to $x$ and $v$ to $y$, then $l(u) = l(x), l(v) = l(y)$ and $x = a^i(y)$ for some $j > 0$.

This corresponds to string pattern matching for string patterns of the form $a_1 \otimes^* a_2 \otimes^* \cdots \otimes^* a_m$, where the $a_i$'s are letters and $\otimes$ is the don't care symbol—the subsequence problem. Other obvious questions are approximate tree pattern matching, the maximal common substructure problem, and so on.

We close by stating some more open problems related to tree pattern matching.

1. The concept of "fringe" offers new insight into the understanding of tree structure. For example, we may define the prefix of a tree with respect to a given fringe to be the partree rooted at the root of the tree which corresponds to the fringe. Consequently, we may define the suffix of a tree with respect to a given fringe to be the original tree less the prefix of the tree with respect to the same fringe. Then a notion analogous to substring may be defined to be the difference between two prefixes of the tree where
one of the two prefixes includes the other. The questions are:
Can we make use of these concepts to derive efficient tree matching algorithms? Are these concepts more useful in designing parallel tree matching algorithms?

2. Is there a non-trivial theoretical lower bound for the tree matching problems we have studied in terms of the sizes of the text and the pattern?

3. Can we obtain more efficient algorithms by preprocessing both the pattern and the text trees?
Bibliography


