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Abstract
Artificial intelligence researchers have been designing representation systems for default and abductive reasoning. Logic Programming researchers have been working on techniques to improve the efficiency of Horn Clause deduction systems. This paper describes how one such default and abductive reasoning system (namely Theorist) can be translated into Horn clauses (with negation as failure), so that we can use the clarity of abductive reasoning systems and the efficiency of Horn clause deduction systems. We thus show how advances in expressive power that artificial intelligence workers are working on can directly utilise the advances in efficiency that logic programming researchers are working on. Actual code from a running system is given.

1 Introduction

Many people in Artificial Intelligence have been working on default reasoning and abductive diagnosis systems [Reiter80,McCarthey86,Cox87,Poole88].

1
The systems implemented so far (e.g., [Brewka86,Lifschitz85,Ginsburg87,PGA87]) are only prototypes or have been developed in ways that cannot take full advantage in the advances of logic programming implementation technology.

Many people are working on making logic programming systems more efficient. These systems, however, usually assume that the input is in the form of Horn clauses with negation as failure. This paper shows how to implement the default reasoning system Theorist [Poole88,PGA87] by compiling its input into Horn clauses with negation as failure, thereby allowing direct use the advances in logic programming implementation technology. Both the compiler and the compiled code can take advantage of these improvements.

We have been running this implementation on standard Prolog compilers (in particular Quintus Prolog) and it outperforms all other default reasoning systems that the author is aware of. It is, however, not restricted to the control structure of Prolog. There is nothing in the compiled code which forces it to use Prolog’s search strategy. Logic programming and other researchers are working on alternate control structures which seem very appropriate for default and abductive reasoning. Advances in parallel inference (e.g., [Moto-Oka84]), constraint satisfaction [Dincbas87,Van Hentenryck87] and dependency directed backtracking [de Kleer86,Doyle79,Cox82] should be able to be directly applicable to the code produced by this compiler.

We are thus effecting a clear distinction between the control and logic of our default reasoning systems [Kowalski79]. We can let the control people concentrate on efficiency of Horn clause systems, and these will then be directly applicable to those of us building richer representation systems. The Theorist system has been designed to allow maximum flexibility in control strategies while still giving us the power of assumption-based reasoning that are required for default and abductive reasoning.

This is a step towards having representation and reasoning systems which are designed for correctness being able to use the most efficient of control strategies, so we can have the best of expressibility and efficiency.
2 Theorist Framework

Theorist [Poole88,PGA87] is a logical reasoning system for default reasoning and diagnosis. It is based on the idea of theory formation from a fixed set of possible hypotheses.

This implementation is of the version of Theorist described in [Poole88]. The user provides three sets of first order formulae

\( \mathcal{F} \) is a set of closed formulae called the facts. These are intended to be true in the world being modelled.

\( \Delta \) is a set of formulae which act as possible hypotheses, any ground instance of which can be used in an explanation if consistent.

\( \mathcal{C} \) is a set of closed formulae taken as constraints. The constraints restrict what can be hypothesised.

We assume that \( \mathcal{F} \cup \mathcal{C} \) is consistent.

**Definition 1** a scenario of \( \mathcal{F}, \Delta \) is a set \( D \cup \mathcal{F} \) where \( D \) is a set of ground instances of elements of \( \Delta \) such that \( D \cup \mathcal{F} \cup \mathcal{C} \) is consistent.

**Definition 2** If \( g \) is a closed formula then an explanation of \( g \) from \( \mathcal{F}, \Delta \) is a scenario of \( \mathcal{F}, \Delta \) which implies \( g \).

That is, \( g \) is explainable from \( \mathcal{F}, \Delta \) if there is a set \( D \) of ground instances of elements of \( \Delta \) such that

\[
\mathcal{F} \cup D \models g \quad \text{and} \\
\mathcal{F} \cup D \cup \mathcal{C} \text{ is consistent}
\]

\( \mathcal{F} \cup D \) is an explanation of \( g \).

In other papers we have described how this can be the basis of default and abductive reasoning systems [PGA87,Poole88,Poole87b,Poole86]. If we are using this for prediction then possible hypotheses can be seen as defaults. [Poole88] describes how this formalism can account for default reasoning. This is also a framework for abductive reasoning where the possible hypotheses are the base causes we are prepared to accept as to why
some observation was made [PGA87]. We will refer to possible hypotheses as defaults.

One restriction that can be made with no loss of expressive power is to restrict possible hypotheses to just atomic forms with no structure [Poole88]. This is done by naming the defaults.

2.1 Syntax

The syntax of Theorist is designed to be of maximum flexibility. Virtually any syntax is appropriate for wffs; the formulae are translated into Prolog clauses without mapping out subterms. The theorem prover implemented in the Compiler can be seen as a non-clausal theorem prover [Poole84].

A wff is a well formed formula made up of arbitrary combination of implication ("\(\Rightarrow\)"), disjunction ("\(\lor\)", "\(\land\)"), conjunction ("\(\land\)", "\&", "\(\lor\)") and negation ("\(\neg\)" "\(\lnot\)"") of atomic symbols. Variables follow the Prolog convention of being in upper case. There is no explicit quantification.

A name is an atomic symbol with only free variables as arguments.

The following gives the syntax of the Theorist code:

**fact** \(w\).

where \(w\) is a wff, means that \((\forall w) \in \mathcal{F}\); i.e., the universal closure of \(w\) (all variables universally quantified) is a fact.

**default** \(d\).

where \(d\) is a name, means that \(d \in \Delta\); i.e., \(d\) is a default (a possible hypothesis).

**default** \(d : w\).

where \(d\) is a name and \(w\) is a wff means \(w\), with name \(d\) can be used in a scenario if it is consistent. Formally it means \(d \in \Delta\) and \((\forall d \Rightarrow w) \in \mathcal{F}\).

**constraint** \(w\).

where \(w\) is a wff means \(\forall w \in \mathcal{C}\).

**prolog** \(p\).

where \(p\) is an atomic symbol means any Theorist call to \(p\) should be
proven in Prolog. This allows us to use built-in predicates of pure Prolog. One should not expect Prolog's control predicates to work.

explain \( w \).

where \( w \) is an arbitrary wff, gives all explanations of \( \exists w \).

3 Overview of Implementation

In this section we assume that we have a deduction system (denoted \( \vdash \)) which has the following properties (such a deduction system will be defined in the next section):

1. It is sound (i.e., if \( A \vdash g \) then \( A \models g \)).

2. It is complete in the sense that if \( g \) follows from a consistent set of formulae, then \( g \) can be proven. I.e., if \( A \) is consistent and \( A \models g \) then \( A \vdash g \).

3. If \( A \vdash g \) then \( A \cup B \vdash g \); i.e., adding in extra facts will not prevent the system from finding a proof which previously existed.

4. It can return instances of predicates which were used in the proof.

The basic idea of the implementation follows the definition on explainability:

Algorithm 1 to explain \( g \)

1. try to prove \( g \) from \( \mathcal{F} \cup \Delta \). If no proof exists, then \( g \) is not explainable. If there is a proof, let \( D \) be the set of instances of elements of \( \Delta \) used in the proof. We then know

\[
\mathcal{F} \cup D \models g
\]

by the soundness of our proof procedure.

2. show \( D \) is consistent with \( \mathcal{F} \cup C \) by failing to prove it is inconsistent.
3.1 Consistency Checking

The following two theorems are important for implementing the consistency check:

**Lemma 1** If $A$ is a consistent set of formulae and $D$ is a finite set of ground instances of possible hypotheses, then if we impose arbitrary ordering on the elements of $D = \{d_1, ..., d_n\}$

$$A \cup D$$

is inconsistent if and only if

there is some $i$, $1 \leq i \leq n$ such that $A \cup \{d_1, ..., d_{i-1}\}$ is consistent and $A \cup \{d_1, ..., d_{i-1}\} \models \neg d_i$.

**Proof:** If $A \cup D$ is inconsistent there is some least $i$ such that $A \cup \{d_1, ..., d_i\}$ is inconsistent. Then we must have $A \cup \{d_1, ..., d_{i-1}\}$ is consistent (as $i$ is minimal) and $A \cup \{d_1, ..., d_{i-1}\} \models \neg d_i$ (by inconsistency). □

This lemma says that we can show that $\mathcal{F} \cup C \cup \{d_1, ..., d_n\}$ is consistent if we can show that for all $i$, $1 \leq i \leq n$, $\mathcal{F} \cup C \cup \{d_1, ..., d_{i-1}\} \not\models \neg d_i$. If our theorem prover can show there is no proof of all of the $\neg d_i$, then we have consistency.

This lemma indicates that we can implement Theorist by incrementally failing to prove inconsistency. We need to try to prove the negation of the default in the context of all previously assumed defaults. Note that this ordering is arbitrary.

The following theorem expands on how explainability can be computed:

**Theorem 2** If $\mathcal{F} \cup C$ is consistent, $g$ is explainable from $\mathcal{F}, \Delta$ if and only if there is a ground proof of $g$ from $\mathcal{F} \cup D$ where $D = \{d_1, ..., d_n\}$ is a set of ground instances of elements of $\Delta$ such that $\mathcal{F} \wedge C \wedge \{d_1, ..., d_{i-1}\} \not\models \neg d_i$ for all $i$, $1 \leq i \leq n$.

**Proof:** If $g$ is explainable from $\mathcal{F}, \Delta$, there is a set $D$ of ground instances of elements of $\Delta$ such that $\mathcal{F} \cup D \models g$ and $\mathcal{F} \cup D \cup C$ is consistent. So there is a ground proof of $g$ from $\mathcal{F} \cup D$. By the preceding lemma $\mathcal{F} \cup D \cup C$ is consistent so there can be no sound proof of inconsistency. That is, we cannot prove $\mathcal{F} \wedge C \wedge \{d_1, ..., d_{i-1}\} \models \neg d_i$ for any $i$. □
This leads us to the refinement of algorithm 1:

**Algorithm 2** to explain \( g \) from \( \mathcal{F}, \Delta \)

1. Build a ground proof of \( g \) from \( \mathcal{F} \cup \Delta \). Make \( D \) the set of instances of elements of \( \Delta \) used in the proof.
2. For each \( i \), try to prove \( \neg d_i \) from \( \mathcal{F} \wedge C \wedge \{d_1, \ldots, d_{i-1}\} \). If all such proofs fail, \( D \) is an explanation for \( g \).

Note that the ordering imposed on the \( D \) is arbitrary. A sensible one is the order in which the elements of \( D \) were generated. Thus when a new hypothesis is used in the proof, we try to prove its negation from the facts and the previously used hypotheses. These proofs are independent of the original proof and can be done as they are generated as in negation as failure (see section 3.3), or can be done concurrently.

### 3.2 Variables

Notice that theorem 2 says that \( g \) is explainable if there is a ground proof. There is a problem that arises to translate the preceding algorithm (which assumes ground proofs) into an algorithm which does not build ground proofs (e.g., a standard resolution theorem prover), as we may have variables in the forms we are trying to prove the negation of.

A problem arises when there are variables in the \( D \) generated. Consider the following example:

**Example 1** Let \( \Delta = \{p(X)\} \). That is, any instance of \( p \) can be used if it is consistent. Let \( \mathcal{F} = \{ \forall Y(p(Y) \Rightarrow g), \neg p(a) \} \). That is, \( g \) is true if there is a \( Y \) such that \( p(Y) \).

According to our semantics, \( g \) is explainable with the explanation \( \{p(b)\} \), which is consistent with \( \mathcal{F} \) (consider the interpretation \( I = \{\neg p(a), p(b)\} \) on the domain \( \{a, b\} \)), and implies \( g \).

However, if we try to prove \( g \), we generate \( D = \{p(Y)\} \) where \( Y \) is free (implicitly a universally quantified variable). The existence of the fact \( \neg p(a) \) should not make it inconsistent, as we want \( g \) to be explainable.

**Theorem 3** It is not adequate to only consider interpretations in the Herbrand universe of \( \mathcal{F} \cup \Delta \cup C \) to determine explainability.
Proof: consider the example above; the Herbrand universe is just the set \{a\}. Within this domain there is no consistent explanation to explain \(g\). □

This shows that Herbrand’s theorem is not applicable to the whole system. It is, however, applicable to each of the deduction steps [Chang73]. So we need to generate a ground proof of \(g\). This leads us to:

Algorithm 3 To determine if \(g\) is explainable from \(\mathcal{F}, \Delta\)

1. generate a proof of \(g\) using elements of \(\mathcal{F}\) and \(\Delta\) as axioms. Make \(D_0\) the set of instances of \(\Delta\) used in the proof;
2. form \(D_1\) by replacing free variables in \(D_0\) with unique constants;
3. add \(D_1\) to \(\mathcal{F}\) and try to prove an inconsistency (as in the previous case). If a complete search for a proof fails, \(g\) is explainable.

This algorithm can now be directly implemented by a resolution theorem prover.

Example 2 Consider \(\mathcal{F}\) and \(\Delta\) as in example 1 above. If we try to prove \(g\), we use the hypothesis instance \(p(Y)\). This means that \(g\) is provable from any instance of \(p(Y)\). To show \(g\) cannot be explained, we must show that all of the instances are inconsistent. The above algorithm says we replace \(Y\) with a constant \(\beta\). \(p(\beta)\) is consistent with the facts. Thus we can show \(g\) is explainable.

3.3 Incremental Consistency Checking

Algorithm 3 assumed that we only check consistency at the end. We cannot replace free variables by a unique constant until the end of the computation. This algorithm can be further refined by considering cases where we can check consistency at the time the hypothesis is generated.

Theorem 1 shows that we can check consistency incrementally in whatever order we like. The problem is to determine whether we have generated the final version of a set of hypotheses. If there are no variables in our set of hypotheses, then we can check consistency as soon as they are generated. If there are variables in a hypothesis, then we cannot guarantee that the form generated will be the final form of the hypothesis.
**Example 3** Consider the two alternate set of facts:

\[
\begin{align*}
\Delta &= \{ \ p(X) \ \}\n\mathcal{F}_1 &= \{ \ \forall X \ p(X) \land q(X) \Rightarrow g, \\
&\quad \neg p(a), \\
&\quad q(b) \ \}\n\mathcal{F}_2 &= \{ \ \forall X \ p(X) \land q(X) \Rightarrow g, \\
&\quad \neg p(a), \\
&\quad q(a) \ \}\n\end{align*}
\]

Suppose we try to explain \( g \) by first explaining \( p \) and then explaining \( q \). Once we have generated the hypothesis \( p(X) \), we have not enough information to determine whether the consistency check should succeed or fail. The consistency check for \( \mathcal{F}_1 \) should succeed (i.e., we should conclude with a consistent instance, namely \( X = b \)), but the consistency check for \( \mathcal{F}_2 \) should fail (there is no consistent value for the \( X \) which satisfies \( p \) and \( q \)). We can only determine the consistency after we have proven \( q \).

There seems to be two obvious solutions to this problem, the first is to allow the consistency check to return constraints on the values (e.g., [Edmonson87]). The alternate (and simpler) solution is to delay the evaluation of the consistency check until all of the variables are bound (as in [Naish86]), or until we know that the variables cannot be bound any more. In particular we know that a variable cannot be bound any more at the end of the computation.

The implementation described in this paper does the simplest form of incremental consistency checking, namely it computes consistency immediately for those hypotheses with no variables and delays consistency checking until the end for hypotheses containing variables at the time they are generated.

### 4 The Deduction System

This implementation is based on linear resolution [Chang73, Loveland78]. This is complete in the sense that if \( g \) logically follows from some consistent set of clauses \( A \), then there is a linear resolution proof of \( g \) from \( A \).
SLD resolution of Prolog [Llord87] can be seen as linear resolution with the contrapositive and ancestor search removed.

To implement linear resolution in Prolog, we add two things

1. we use the contrapositive of our clauses. If we have the clause

   \[ L_1 \lor L_2 \lor \ldots \lor L_n \]

   then we create the \( n \) rules

   \[ L_1 \leftarrow \neg L_2 \land \ldots \land \neg L_n \]
   \[ L_2 \leftarrow \neg L_1 \land \neg L_3 \land \ldots \land \neg L_n \]
   \ldots
   \[ L_n \leftarrow \neg L_1 \land \ldots \land \neg L_{n-1} \]

   as rules. Each of these can then be used to prove the left hand literal if we know the other literals are false. Here we are treating the negation of an atom as a different Prolog atom (i.e., we treat \( \neg p(X) \) as an atom \( notp(X) \)).

2. the ancestor cancellation rule. While trying to prove \( L \) we can assume \( \neg L \). We have a subgoal proven if it unifies with the negation of an ancestor in the proof tree. This is an instance of proof by contradiction. We can see this as assuming \( \neg L \) and then when we have proven \( L \) we can discharge the assumption.

One property of the deduction system that we want is the ability to implement definite clauses with a constant factor overhead over using Prolog. One way to do this is to keep two lists of ancestors of any node: \( P \) the positive (non negated atoms) ancestors and \( N \) the negated ancestors. Thus for a positive subgoal we only need to search for membership in \( N \) and for a negated subgoal we only need to search \( P \). When we have definite clauses, there are no negated subgoals, and so \( N \) is always empty. Thus the ancestor search always consists of checking for membership in an empty list. The alternate contrapositive form of the clauses are never used.

Alternate, more complicated ways to do ancestor search have been investigated [Poole86], but this implementation uses the very simple form given above. Another tempting possibility is to use the near-Horn resolution of [Loveland87]. More work needs to be done on this area.
4.1 Disjunctive Answers

For the compiler to work properly we need to be able to return disjunctive answers. We need disjunctive answers for the case that we can prove only a disjunctive form of the query.

For example, if we can prove \( p(a) \lor p(b) \) for the query \( ?p(X) \), then we want the answer \( X = a \) or \( b \). This can be seen as "if the answer is not \( a \) then the answer is \( b \)".

To have the answer \( a_1 \lor \ldots \lor a_n \), we need to have a proof of "If the answer is not \( a_1 \) and not \( a_2 \) and ... and not \( a_{n-1} \) then the answer is \( a_n \)." We collect up conditions on the proof of alternate answers that we are assuming are not true in order to have the disjunctive answer.

This is implemented by being able to assume the negation of the top level goal as long as we add it to the set of answers. To do this we carry a list of the alternate disjuncts that we are assuming in proving the top level goal.

4.2 Conversion to Clausal Form

It is desirable that we can convert an arbitrary well formed formula into clausal (or rule) form without mapping out subterms. Instead of distributing, we do this by creating a new term to refer to the disjunct.

Once a formula is in negation normal form, then the normal way to convert to clausal form [Chang73] is to convert something of the form

\[ \alpha \lor (\beta \land \gamma) \]

by distribution into

\[ (\alpha \lor \beta) \land (\alpha \lor \gamma) \]

and so mapping out subterms.

The alternate [Poole84] is to create a new relation \( p \) parameterised with the variables in common with \( \alpha \) and \( \beta \land \gamma \). We can then replace \( \beta \land \gamma \) by \( p \) and then add

\[ (\neg p \lor \beta) \land (\neg p \lor \gamma) \]

to the set of formulae.

This can be embedded into the compiler by using Prolog "or" instead of actually building the \( p \). (Alternatively we can define "or" by defining
the clause \((p; q) \leftarrow p\) and \((p; q) \leftarrow q\). We build up the clauses so that the computation runs without any multiplying out of subterms. This is an instance of the general procedure of making clausal theorem provers into non-clausal theorem provers [Poole84].

5 Details of the Compiler

In this section we give actual code which converts Theorist code into Prolog code. The compiler is described here in a bottom up fashion; from the construction of the atoms to compilation of general formulae.

The compiler is written in Prolog and the target code for the compiler is Prolog code (in particular Horn clauses with negation as failure). There are no "cuts" or other non-logical "features" of Prolog which depend on Prolog's search strategy in the compiled code. Each Theorist wff gets locally translated into a set of Prolog clauses.

5.1 Target Atoms

For each Theorist predicate symbol \(r\) there are 4 target predicate symbols, with the following informal meanings:

prove\(_r\) meaning \(r\) can be proven from the facts and the constraints.

prove\(_{not}\_r\) meaning \(\neg r\) can be proven from the facts and the constraints.

ex\(_r\) meaning \(r\) can be explained from \(\mathcal{F}, \Delta\).

ex\(_{not}\_r\) meaning \(\neg r\) can be explained from \(\mathcal{F}, \Delta\).

The arguments to these built predicate symbols will contain all of the information that we need to prove or explain instances of the source predicates.

5.1.1 Proving

For relation \(r(\text{args} )\) in the source code we want to produce object code which says that \(r(\text{args} )\) (or its negation) can be proven from the facts and constraints and the current set of assumed hypotheses.
For the source relation
\[ r(\text{args}) \]
(which is to mean that \( r \) is a relation with \( \text{args} \) being the sequence of its arguments), we have the corresponding target relations
\[ \text{prove } r(\text{args}, \text{Ths}, \text{Anc}) \]
\[ \text{prove not } r(\text{args}, \text{Ths}, \text{Anc}) \]
which are to mean that \( r \) (or \( \neg r \)) can be proven from the facts and ground hypotheses \( \text{Ths} \) with ancestor structure \( \text{Anc} \). These extra arguments are:

\( \text{Ths} \) is a list of ground defaults. These are the defaults we have already assumed and so define the context in which to prove \( r(\text{args}) \).

\( \text{Anc} \) is a structure of the form \( \text{anc}(P, N) \) where \( P \) and \( N \) are lists of source atoms. Interpreted procedurally, \( P \) is the list of positive (not negated) ancestors of the goal in a proof and \( N \) is the list of negated ancestors in a proof. As described in section 4 we conclude some goal if it unifies with its negated ancestors.

Declaratively,
\[ \text{prove } r(\text{args}, \text{Ths}, \text{anc}(P, N)) \]
means
\[ \mathcal{F} \cup \text{Ths} \cup \neg P \cup N \models r(\text{args}) \]

5.1.2 Explaining

There are two target relations for explaining associated with each source relation \( r \). These are \( \text{ex} \cdot r \) and \( \text{ex not} \cdot r \).

For the source relation:
\[ r(\text{args}) \]
we have two target new relations for explaining \( r \):
\[ \text{ex} \cdot r(\text{args}, \text{Ths}, \text{Anc}, \text{Ans}) \]
\[ \text{ex not} \cdot r(\text{args}, \text{Ths}, \text{Anc}, \text{Ans}) \]
These mean that \( r(\text{args}) \) (or \( \neg r(\text{args}) \)) can be explained, with
Ths is the structure of the incrementally built hypotheses used in explaining r. There are two statuses of hypotheses we use; one the defaults that are ground and so can be proven consistent at the time of generation; the other the hypotheses with free variables at the time they are needed in the proof, for which we defer consistency checking (in case the free variables get instantiated later in the proof). Ths is essentially two difference lists, one of the ground defaults already proven consistent and one of the deferred defaults. Ths is of the form

\[ \text{ths}(T_1, T_2, D_1, D_2) \]

which is to mean that \( T_1 \) is the consistent hypotheses before we try to explain \( r \), and and \( T_2 \) is the list of consistent hypotheses which includes \( T_1 \) and those hypotheses assumed to explain \( r \). Similarly, \( D_1 \) is the list of deferred hypotheses before we consider the goal and \( D_2 \) is the list of resulting deferred hypotheses used in explaining \( r \).

Anc contains the ancestors of the goal. As in the previous case, this is a pair of the form \( \text{anc}(P, N) \) where \( P \) is the list of positive ancestors of the goal, and \( N \) is the list of negated ancestors of the goal.

Ans contains the answers we are considering in difference list form \( \text{ans}(A_1, A_2) \), where \( A_1 \) is the answers before proving the goal, and \( A_2 \) is the answers after proving the goal.

The semantics of

\[ \text{ex} \cdot r(\neg \text{args} -, \text{ths}(T_1, T_2, D_1, D_2), \text{anc}(P, N), \text{ans}(A_1, A_2)) \]

is defined by

\[ \mathcal{F} \cup T_2 \cup D_2 \cup \neg P \cup N \cup A_2 \models r(\neg \text{args} -) \]

where \( T_1 \subseteq T_2, D_1 \subseteq D_2 \) and \( A_1 \subseteq A_2 \), and such that

\[ \mathcal{F} \cup T_2 \text{ is consistent} \]
5.1.3 Building Atoms

The procedure new_lit(Prefix, Reln, Newargs, Newreln) constructs a new atom, Newreln, with predicate symbol made up of Prefix prepended to the predicate symbol of Reln, and taking as arguments the arguments of Reln together with Newargs. For example,

?– new_lit("ex.", reln(a,b,c), [T,A,B], N).

yields

N = ex_reln(a,b,c,T,A,B)

The procedure is defined as follows\(^1\):

\[
\text{new_lit}(\text{Prefix}, \text{Reln}, \text{NewArgs}, \text{NewReln}) :- \\
\text{Reln} =. [\text{Pred} | \text{Args}], \\
\text{name}(	ext{Pred}, \text{PredName}), \\
\text{append}(\text{Prefix}, \text{PredName}, \text{NewPredName}), \\
\text{name}(\text{NewPred}, \text{NewPredName}), \\
\text{append}(\text{Args}, \text{NewArgs}, \text{AllArgs}), \\
\text{NewRehn} =. [\text{NewPred} | \text{AllArgs}].
\]

5.2 Compiling Rules

The next simplest compilation form we consider is the intermediate form called a "rule". Rules are statements of how to conclude the value of some relation. Each Theorist fact corresponds to a number of rules (one for each literal in the fact). Each rule gets translated into Prolog rules to explain and prove the head of the rule.

Rules use the intermediate form called a "literal". A literal is either an atomic symbol or of the form \(n(A)\) where \(A\) is an atomic symbol. A rules is either a literal or of the form \(H \leftarrow Body\) (written "if \(H\), \(Body\)") where \(H\) is a literal and \(Body\) is a conjunction and disjunction of literals.

\(^1\)The verbatim code is the actual implementation code given in standard Edinburgh notation. I assume that the reader is familiar with such notation.
We translate rules of the form
\[ h(-x-) \leftarrow b_1(-x_1-), b_2(-x_2-), \ldots, b_N(-x_n-); \]
into the internal form (assuming that \( h \) is not negated)
\[
\text{ex.} \ h(-x-, \text{ths}(T_0, T_n, D_0, D_n), \text{anc}(P, N), \text{ans}(A_0, A_n)) : - \\
\text{ex.} \ b_1(-x_1-, \text{ths}(T_0, T_1, D_0, D_1), \text{anc}(h(-x-)|P|, N), \text{ans}(A_0, A_1)), \\
\text{ex.} \ b_2(-x_2-, \text{ths}(T_1, T_2, D_1, D_2), \text{anc}(h(-x-)|P|, N), \text{ans}(A_1, A_2)), \\
\ldots, \\
\text{ex.} \ b_n(-x_n-, \text{ths}(T_{n-1}, T_n, D_{n-1}, D_n), \text{anc}(h(-x-)|P|, N), \text{ans}(A_{n-1}, A_n)).
\]

That is, we explain \( h \) if we explain each of the \( b_i \), accumulating the explanations and the answers. Note that if \( h \) is negated, then the head of the clause will be of the form \text{ex.} \text{not.} \ h, and the ancestor form will be \text{anc}(P, h(-x-)|N|). If any of the \( b_i \) are negated, then the corresponding predicate will be \text{ex.} \text{not.} \ b_i.

**Example 4** the rule
\[ gr(X, Y) \leftarrow f(X, Z), p(Z, Y) \]
gets translated into
\[
\text{ex.} \ gr(X, Y, \text{ths}(D, E, F, G), \text{anc}(H, I), \text{ans}(J, K)) : - \\
\text{ex.} \ f(X, Z, \text{ths}(D, M, F, N), \text{anc}([gr(X, Y)|H], I), \text{ans}(J, O)), \\
\text{ex.} \ p(Z, Y, \text{ths}(M, E, N, G), \text{anc}([gr(X, Y)|H], I), \text{ans}(O, K)).
\]

To explain \( gr \) we explain both \( f \) and \( p \). The initial assumptions for \( f \) should be the initial assumptions for \( gr \), and the initial assumptions for \( p \) should be the initial assumptions plus those made to explain \( f \). The resulting assumptions after proving \( p \) are are the assumptions made in explaining \( gr \).

**Example 5** the fact
\[ father(randy, jodi) \]
gets translated into
ex father(randy, jodi, ths(T, T, D, D), \neg, ans(A, A)).

We can explain father(randy, jodi) independently of the ancestors; we need no extra assumptions, and we create no extra answers.

Similarly we translate rules of the form

\[ h(-x-) \leftarrow b_1(-x_1-), b_2(-x_2-), \ldots, b_N(-x_n-); \]

into

\[
\text{prove } h(-x-, T, \text{anc}(P, N)) : - \\
\text{prove } b_1(-x_1-, T, \text{anc}([h(-x-)|P], N)), \\
\ldots, \\
\text{prove } b_n(-x_n-, T, \text{anc}([h(-x-)|P], N)).
\]

**Example 6** the rule

\[ gr(X, Y) \leftarrow f(X, Z), p(Z, Y) \]

gets translated into

\[
\text{prove } gr(X, Y, D, \text{anc}(H, I)) : - \\
\text{prove } f(X, Z, D, \text{anc}([gr(X, Y)|H], I)), \\
\text{prove } p(Z, Y, D, \text{anc}([gr(X, Y)|H], I)).
\]

That is, we can prove gr if we can prove f and p. Having gr(X, Y) in the ancestors means that we can prove gr(X, Y) by assuming that \neg gr(X, Y) and then proving gr(X, Y).

**Example 7** the fact

\[ father(randy, jodi) \]

gets translated into

\[ prove \ father(randy, jodi, , ). \]

Thus we can prove father(randy, jodi) for any explanation and for any ancestors.
Disjuncts in the source body (;) get mapped into Prolog’s disjunction. The answers and assumed hypotheses should be accumulated from whichever branch was taken. This is then executed without mapping out subterms.

**Example 8** The rule

\[ p(A) \leftarrow q(A), (r(A), s(A); t(A)), m(A). \]

gets translated into

\[
prove.p(A, B, anc(C, D)) : -
prove.q(A, B, anc([p(A)|C|], D)),
(prove.r(A, B, anc([p(A)|C|], D)),
prove.s(A, B, anc([p(A)|C|], D))
; prove.t(A, B, anc([p(A)|C|], D))),
prove.m(A, B, anc([p(A)|C|], D)).
\]

\[
ex.p(A, ths(B, C, D, E), anc(F, G), ans(H, I)) : -
ex.q(A, ths(B, J, D, K), anc([p(A)|F|], G), ans(H, L)),
(ex.r(A, ths(M, K, N), anc([p(A)|F|], G), ans(L, O)),
ex.s(A, ths(M, P, N, Q), anc([p(A)|F|], G), ans(O, R))
; ex.t(A, ths(J, P, K, Q), anc([p(A)|F|], G), ans(L, R))),
ex.m(A, ths(P, C, Q, E), anc([p(A)|F|], G), ans(R, I))
\]

Note that \( P \) is the resulting explanation from either executing \( r \) and \( s \) or executing \( t \) from the explanation \( J \).

### 5.2.1 The Code to Compile Rules

The following relation builds the desired structure for the bodies:

\[
make.bodies(B, T, [Ths, Anc, Ans], ProveB, ExB)
\]

where \( B \) is a disjunct/conjunct of literals (the body of the rule), \( T \) is a theory for the proving, \( Ths \) is a theory structure for explaining, \( Anc \) is an ancestor structure (of form \( anc(P, N) \)), \( Ans \) is an answer structure (of form \( ans(A0, A1) \)). This procedure makes \( ProveB \) the body of forms \( prove.b_i \) (and \( prove.not.b_i \)), and \( ExB \) a body of the forms \( ex.b_i \).
make_bodies((H,B), T, [ths(T1,T3,D1,D3), Anc, ans(A1,A3)],
        (ProveH,ProveB), (ExH,ExB)) :-
        !,
        make_bodies(H,T,[ths(T1,T2,D1,D2),Anc,ans(A1,A2)],ProveH,ExH),
        make_bodies(B,T,[ths(T2,T3,D2,D3),Anc,ans(A2,A3)],ProveB,ExB).

make_bodies((H:B),T,Ths,(ProveH;ProveB),(ExH;ExB)) :-
        !,
        make_bodies(H,T,Ths,ProveH,ExH),
        make_bodies(B,T,Ths,ProveB,ExB).

make_bodies(n(A), T, [Ths,Anc,Ans], ProveA, ExA) :-
        !,
        new_lit("prove_not_", A, [T,Anc], ProveA),
        new_lit("ex_not_", A, [Ths,Anc,Ans], ExA).

make_bodies(A, T, [Ths,Anc,Ans], ProveA, ExA) :-
        !,
        new_lit("prove_", A, [T,Anc], ProveA),
        new_lit("ex_", A, [Ths,Anc,Ans], ExA).

The procedure rule(F,R) declares R to be a fact or constraint rule (depending on the value of F). Constraints can only be used for proving; facts can be used for explaining as well as proving. R is either a literal or of the form if(H,B) where H is a literal and B is a body.

prolog.cl(C) is a way of asserting to Prolog the clause C. This can either be asserted or written to a file to be consulted or compiled. The simplest form is to just assert C.

make.anc(H) is a procedure which ensures that the ancestor search is set up properly for H. It is described in section 5.7, and can be ignored on first reading.

rule(F,if(H,B)) :-
        !,
        make.anc(H),
        make_bodies(H,T,[Ths,Anc,Ans],ProveH,ExH).
form_anc(H,Anc,Newanc).
make_bodies(B,T,[Ths,Newanc,Ans],ProveB,ExB),
prolog_cl((ProveH:-ProveB)),
(F=fact,
 prolog_cl((ExH:-ExB))
; F=constraint).

rule(F,H) :-
 make_anc(H),
 make_bodies(H,T,[ths(T,T,D,D),_,ans(A,A)],ProveH,ExH),
 prolog_cl(ProveH),
 ( F=fact,
 prolog_cl(ExH)
 ; F=constraint).

form_anc(L,A1,A2) means that A2 is the ancestor form for subgoal L
with previous ancestor form A1.

form_anc(n(G), anc(P,N), anc(P,[G|N])) :- !.
form_anc(G, anc(P,N), anc([G|P],N)).

5.3 Forming Contrapositives

For both facts and constraints we convert the user syntax into negation
normal form (section 6.2), form the contrapositives, and declare these as
rules.

Note that here we choose an arbitrary ordering for the clauses in the
bodies of the contrapositive forms of the facts. No attempt has been made
to optimise this, although it is noted that some orderings are more efficient
than others (see for example [Smith86] for a discussion of such issues).

The declarations are as follows:

declare_fact(F) :-
  nnf(F,even,N),
  rulify(fact,N).

declare_constraint(C) :-


nnf(C, even, N),
        rulify(constraint, N).

nnf(Wff, Parity, Nnf) (section 6.2) means that Nnf is the negation normal form of Wff if Parity=even and of ¬Wff if Parity=odd. Note that we rulify the normal form of the negation of the formula.

rulify(H, N) where H is either “fact” or “constraint” and N is the negation of a fact or constraint in negation normal form (see section 6.2), means that all rules which can be formed from N (by allowing each atom in N being the head of some rule) should be declared as such.

rulify(H, (A, B)) :- !,
        contrapos(H, B, A),
        contrapos(H, A, B).

rulify(H, (A; B)) :- !,
        rulify(H, A),
        rulify(H, B).

rulify(H, n(A)) :- !,
        rule(H, A).

rulify(H, A) :-
        rule(H, n(A)).

contrapos(H, D, T) where H is either “fact” or “constraint”, and (D, T) is (the negation of) a formula in negation normal form means that all rules which can be formed from (D, T) with head of the rule coming from T should be formed. Think of D as the literals for which the rules with them as heads have been formed, and T as those which remain to be as the head of some rule.

contrapos(H, D, (L, R)) :- !,
        contrapos(H, (R, D), L),
        contrapos(H, (L, D), R).

contrapos(H, D, (L; R)) :- !,
contrapos(\(H, D, L\)).
contrapos(\(H, D, R\)).

contrapos(\(H, D, n(A)\)) :- !,
                        rule(\(H, if(A, D)\)).

contrapos(\(H, D, A\)) :-
                        rule(\(H, if(n(A), D)\)).

**Example 9** if we are to *rulify* the negation normal form
\[ n(p(A)), q(A), (r(A), s(A); t(A)); m(A) \]
we generate the following rule forms, which can then be given to *rule*

\[ p(A) \leftarrow q(A), (r(A), s(A); t(A)); m(A) \]
\[ n(q(A)) \leftarrow (r(A), s(A); t(A)); m(A), n(p(A)) \]
\[ n(r(A)) \leftarrow s(A), m(A), q(A), n(p(A)) \]
\[ n(s(A)) \leftarrow r(A), m(A), q(A), n(p(A)) \]
\[ n(t(A)) \leftarrow m(A), q(A), n(p(A)) \]
\[ n(m(A)) \leftarrow (r(A), s(A); t(A)); q(A), n(p(A)) \]

### 5.4 Possible Hypotheses

The other class of things we have to worry about is the class of possible hypotheses. As described in [Poole88] and outlined in section 2, we only need worry about atomic possible hypotheses.

If \(d(-\text{args}-)\) is a possible hypothesis (default), then we want to form the target code as follows:

1. We can only prove a hypothesis if we have already assumed it:

   \[\text{prove} \cdot d(-\text{args}-, Ths, Anc) : -
   \text{member}(d(-\text{args}-), Ths)\].

2. We can explain a default if we have already assumed it:

   \[\text{ex} \cdot d(-\text{args}-, ths(T, T, D, D), Anc, ans(A, A)) : -
   \text{member}(d(-\text{args}-), T)\].
3. We can explain a hypothesis by assuming it, if it has no free variables, we have not already assumed it and it is consistent with everything assumed before:

\[
\text{ex.d}(-\text{args-}, \text{ths}(T, [d(-\text{args-})|T], D, D), \text{Anc}, \text{ans}(A, A)) : - \\
\text{variable.free}(d(-\text{args-})), \\
\text{\} + (\text{member}(d(-\text{args-}), T)), \\
\text{\} + (\text{prove.not.d}(-\text{args-}, [d(-\text{args-})|T], \text{anc}([], []))).
\]

4. If a hypothesis has free variables, it can be explained by adding it to the deferred defaults list (making no assumptions about its consistency; this will be checked at the end of the explanation phase):

\[
\text{ex.d}(-\text{args-}, \text{ths}(T, T, D, [d(-\text{args-})|D], \text{Anc}, \text{ans}(A, A)) : - \\
\text{\} + (\text{variable.free}(d(-\text{args-}))).
\]

The following compiles directly into such code:

```prolog
declare_default(D) :- 
  make_anc(D), 
  new_lit("prove\_", D, [T, _], Pr_D), 
  prolog_cl((Pr_D := member(D, T))), 
  new_lit("ex\_", D, [ths(T,T,Defer,Defer), _, ans(A,A)], ExD), 
  prolog_cl((ExD := member(D, T))), 
  new_lit("ex\_", D, [ths(T,[D|T],Defer,Defer), _, ans(A,A)], ExDass), 
  new_lit("prove.not\_", D, [[D|T],anc([], [])], Pr_not_D), 
  prolog_cl((ExDass := variable.free(D), \+member(D,T), 
             \+Pr_not_D)), 
  new_lit("ex\_", D, [ths(T,T,Defer,[D|Defer]), _, ans(A,A)], ExDefer), 
  prolog_cl((ExDefer := \+ variable.free(D))).
```

**Example 10** The default

\[\text{birdsfly}(A)\]

gets translated into
prove_birdsfly(A, B, C) :-
    member(birdsfly(A), B)
ex_birdsfly(A, ths(B, B, C), D, ans(E, E)) :-
    member(birdsfly(A), B)
ex_birdsfly(A, ths(B, [birdsfly(A)|B], C, C), D, ans(E, E)) :-
   variable_free(birdsfly(A)),
   \+ member(birdsfly(A), B),
   \+ prove_not_birdsfly(A, [birdsfly(A)|B], anc([], []))
ex_birdsfly(A, ths(B, B, C, [birdsfly(A)|C]), D, ans(E, E)) :-
   \+ variable_free(birdsfly(A))

5.5 Relations defined in Prolog

We can define some relations to be executed in Prolog. This means that
we can prove the prove and ex forms by calling the appropriate Prolog
definition.

declare_prolog(G) :-
   new_lit("ex", G, [ths(T,T,D,D), _, ans(A,A)], ExG),
   prolog_cl((ExG :- G)),
   new_lit("prove ",G,[...,PrG),
   prolog_cl((PrG :- G)).

5.6 Explaining Observations

expl(G,T0,T1,A) means that T1 is an explanation of G or A (A being the
alternate answers) from the facts given T0 is already assumed. G is an
arbitrary wff.

expl(G,T0,T1,Ans) :-
   declare_fact('<-'(newans(G), G)),
ex_newans(G,ths(T0,T,[],D),anc([],[]),ans([],Ans)),
ground(D),
   check_consis(D,T,T1).
check_consis([],T,T).
check_consis([H|D],T1,T) :-
new_lit("prove_not_", [T1, anc([[],[]], Pr_n_H),
\+ Pr_n_H,
check_consis(D,[H|T1],T).

To obtain disjunctive answers we have to know if the negation of the top
level goal is called. This is done by declaring the fact newans(G) ← G, and
if we ever try to prove the negation of a top level goal, we add that instance
to the list of alternate answers. In this implementation we also check that
G is not identical to a higher level goal. This removes most cases where we
have a redundant assumption (i.e., when we are not gaining a new answer,
but only adding redundant information).

ex_not_newans(G, ths(T,T,D,D), anc(Pos,Neg), ans(A,[G|A])) :-
\+ id_anc(G, anc(Pos,Neg)).

id_anc(n(G),anc(_,N)) :- !, id_member(G,N).
id_anc(G,anc(P,_)) :- id_member(G,P).

5.7 Ancestor Search

Our linear resolution theorem prover must recognise that a goal has been
proven if it unifies with an ancestor in the search tree. To do this, it keeps
two lists of ancestors, one containing the positive (non negated) ancestors
and the other the negated ancestors. When the ancestor search rules for
predicate p are defined, we assert ancestor_recorded(p), so that we do not
attempt to redefine the ancestor search rules.

make_anc(Name) :-
    ancestor_recorded(Name),
    !.
make_anc(n(Goal)) :-
    !,
    make_anc(Goal).
make_anc(Goal) :-
    Goal =.. [Pred|Args],
same_length(Args,Nargs),
NG =.. [Pred|Nargs],

Example 11 if we do a call

\[ \text{make_anc}(\text{gr}(A,B)) \]

we create the Prolog clauses

\[
\text{prove_gr}(A,B,C,\text{anc}(D,E)) : - \\
\quad \text{member} (\text{gr}(A,B),E).
\]

\[
\text{prove_not_gr}(A,B,C,\text{anc}(D,E)) : - \\
\quad \text{member} (\text{gr}(A,B),D).
\]

\[
\text{ex_gr}(A,B,\text{ths}(C,C,D,D),\text{anc}(E,F),\text{ans}(G,G)) : - \\
\quad \text{member} (\text{gr}(A,B),F).
\]

\[
\text{ex_not_gr}(A,B,\text{ths}(C,C,D,D),\text{anc}(E,F),\text{ans}(G,G)) : - \\
\quad \text{member} (\text{gr}(A,B),E).
\]

This is only done once for the gr relation.

6 Interface

In this section a minimal interface is given. We try to give enough so that we can understand the conversion of the wff form into negation normal form and the parsing of facts and defaults. There is, of course, much more in any usable interface than described here.

6.1 Syntax Declarations

All of the declarations we use will be defined as operators. This will allow us to use infix forms of our wffs, for extra readability. Here we use the standard Edinburgh operator declarations which are given in the spirit of being enough to make the rest of the description self contained.
:- op(1150,fx,fact).
:- op(1150,fx,constraint).
:- op(1150,fx,default).
:- op(1150,fx,prolog).
:- op(1150,fx,explain).
:- op(1130,xfx,\).
:- op(1110,xfx,<\-).
:- op(1110,xfx,=>).
:- op(1100,xfy,or).
:- op(1000,xfy,and).
:- op(1000,xfy,\&).
:- op(950,fy,\~{}).
:- op(950,fy,not).

6.2 Converting to Negation Normal Form

We want to convert an arbitrarily complex formula into a standard form called negation normal form. Negation normal form of a formula is an equivalent formula consisting of conjunctions and disjunctions of literals (either an atom or of the form \( n(A) \) where \( A \) is an atom). The relation defined here puts formulae into negation normal form without mapping out subterms. Usually we want to find the negation normal form of the negation of the formula, as this is the form suitable for use in the body of a rule.

The predicate used is of the form

\[ nnf(Fla, Parity, Body) \]

where

\( Fla \) is a formula with input syntax

\( Parity \) is either odd or even and denotes whether \( Fla \) is in the context of an odd or even number of negations.

\( Body \) is a tuple which represents the negation normal form of the negation of \( Fla \) if parity is even and the negation normal form of \( Fla \) if parity is odd.
nnf((X => Y), P, B) :- !,
    nnf((Y or not X), P, B).

nnf((Y <= X), P, B) :- !,
    nnf((Y or not X), P, B).

nnf((X & Y), P, B) :- !,
    nnf((X and Y), P, B).

nnf((X ; Y), P, B) :- !,
    nnf((X or Y), P, B).

nnf((X and Y), P, B) :- !,
    opposite_parity(P, OP),
    nnf((not X or not Y), OP, B).

nnf((X or Y), even, (XB; YB)) :- !,
    nnf(X, even, XB),
    nnf(Y, even, YB).

nnf((X or Y), odd, (XB; YB)) :- !,
    nnf(X, odd, XB),
    nnf(Y, odd, YB).

nnf((\neg X), P, B) :- !,
    nnf((not X), P, B).

nnf((not X), P, B) :- !,
    opposite_parity(P, OP),
    nnf(X, OP, B).

nnf(F, odd, F).

nnf(n(F), even, F) :- !.

nnf(F, even, n(F)).

opposite_parity(even, odd).

opposite_parity(odd, even).

Example 12 The wff

\[(a \lor \neg b) \land c \Rightarrow d \land (\neg e \lor f)\]

with parity odd gets translated into

\[d, (e; f); n(a), b; n(c)\]
the same wff with parity \textit{even} (i.e., the negation of the wff) has negation normal form:

\[(n(d); e, n(f)), (a; n(b)), c\]

6.3 Theorist Declarations

The following define a subset of the Theorist declarations. These indicate how this can be done. Essentially these operators just call the appropriate compiler instruction.

\texttt{fact F :- declare_fact(F),!}.

\texttt{default N : H :-}
\texttt{!,
declare_default(N),
declare_fact((H <- N)),
!}.

\texttt{default N :-
declare_default(N),
!}.

\texttt{constraint C :-
declare_constraint(C),
!}.

7 Runtime Considerations

What is given here is the core part of our current implementation of Theorist. This code has been used with Waterloo Unix Prolog, Quintus Prolog, C-prolog and Mac-Prolog. For those Prologs with compilers we can actually compile the resulting code from this translator as we could any other Prolog code; this make it very fast indeed.

The resulting code when the Theorist code is of the form of definite clauses (the only case where a comparison makes sense, as it is what the two systems have in common), runs at about half the speed of the corresponding interpreted or compiled code of the underlying Prolog system. This seems
reasonable as all we are doing is one membership of an empty list (which should immediately fail) for each procedure call. Thus for each procedure call, we do one extra Prolog call which fails. The contrapositive of the clauses are never used.

8 Conclusion

This paper has described in detail how we can translate Theorist code into prolog so that we can use the advances in Prolog implementation Technology.

As far as this compiler is concerned there are a few issues which arise:

- Is there a more efficient way to determine that a goal can succeed because it unifies with an ancestor [Poole86, Loveland87]?

- Can we incorporate a cycle check that has a low overhead? A simple, but expensive, version is implemented in some versions of our compiler which checks for identical ancestors.

- Are there optimal ordering which we can put the compiled clauses in so that we get answer most quickly [Smith86]? At the moment the compiler just puts the elements of the bodies in an arbitrary ordering. The optimal ordering depends, of course, on the underlying control structure.

- Are there better ways to do the consistency checking when there are variables in the hypotheses?

We are currently working on many applications of default and abductive reasoning. Hopefully with compilers based on the ideas presented in this paper we will be able to take full advantage of advances in Prolog implementation technology while still allowing flexibility in specification of the problems to be solved.

Appendix: A Detailed Example

Consider the Theorist code:
\texttt{fact} \texttt{emu(A) => bird(A).}
\texttt{default birdsfly(A): bird(A) => flies(A).}
\texttt{constraint} not (birdsfly(A) and emu(A)).
\texttt{fact} \texttt{emu(tweety).}
\texttt{fact} \texttt{bird(polly).}

This appendix will show the exact code that this Theorist fragment gets compiled to according to the code in this paper.

\texttt{fact} \texttt{emu(A) => bird(A).}

gets translated into the forms for computing ancestor search for birds:

\texttt{prove\_bird(A,B,anc(C,D)) :-}
\texttt{ \quad \texttt{member(bird(A),D).}}
\texttt{prove\_not\_bird(A,B,anc(C,D)) :-}
\texttt{ \quad \texttt{member(bird(A),C).}}
\texttt{ex\_bird(A,ths(B,B,C,C),anc(D,E),ans(F,F)) :-}
\texttt{ \quad \texttt{member(bird(A),E).}}
\texttt{ex\_not\_bird(A,ths(B,B,C,C),anc(D,E),ans(F,F)) :-}
\texttt{ \quad \texttt{member(bird(A),D).}}

the rules for explaining and proving something is a bird:

\texttt{prove\_bird(A,B,anc(C,D)) :-}
\texttt{ \quad \texttt{prove\_emu(A,B,anc([bird(A)|C],D)).}}
\texttt{ex\_bird(A,B,anc(C,D),E) :-}
\texttt{ \quad \texttt{ex\_emu(A,B,anc([bird(A)|C],D),E).}}

the ancestor search for emus:

\texttt{prove\_emu(A,B,anc(C,D)) :-}
\texttt{ \quad \texttt{member(emu(A),D).}}
\texttt{prove\_not\_emu(A,B,anc(C,D)) :-}
\texttt{ \quad \texttt{member(emu(A),C).}}
\texttt{ex\_emu(A,ths(B,B,C,C),anc(D,E),ans(F,F)) :-}
\texttt{ \quad \texttt{member(emu(A),E).}}
\texttt{ex\_not\_emu(A,ths(B,B,C,C),anc(D,E),ans(F,F)) :-}
\texttt{ \quad \texttt{member(emu(A),D).}}
and the rules for explaining and proving something is not an emu:

```prolog
prove_not_emu(A,B,anc(C,D)) :-
    prove_not_bird(A,B,anc(C,[emu(A)|D])).
ex_not_emu(A,B,anc(C,D),E) :-
    ex_not_bird(A,B,anc(C,[emu(A)|D]),E).
```

The input:

```prolog
default birdsfly(A); bird(A) => flies(A).
```

gets translated into

```prolog
default birdsfly(A).
```

which compiles into:

```prolog
prove_birdsfly(A,B,anc(C,D)) :-
    member(birdsfly(A),D).
prove_not_birdsfly(A,B,anc(C,D)) :-
    member(birdsfly(A),C).
ex_birdsfly(A,ths(B,B,C,C),anc(D,E),ans(F,F)) :-
    member(birdsfly(A),E).
ex_not_birdsfly(A,ths(B,B,C,C),anc(D,E),ans(F,F)) :-
    member(birdsfly(A),D).
prove_birdsfly(A,B,C) :-
    member(birdsfly(A),B).
ex_birdsfly(A,ths(B,B,C,C),D,ans(E,E)) :-
    member(birdsfly(A),B).
ex_birdsfly(A,ths(B,[birdsfly(A)|B],C,C),D,ans(E,E)) :-
    variable_free(birdsfly(A)),
    \+member(birdsfly(A),B),
    \+prove_not_birdsfly(A,[birdsfly(A)|B],anc([],[])).
ex_birdsfly(A,ths(B,B,C,[birdsfly(A)|C]),D,ans(E,E)) :-
    \+variable_free(birdsfly(A)).
```

and the fact rule

```prolog
flies(A) <= bird(A),birdsfly(A).
```
which is compiled into

```prolog
prove_flies(A,B,anc(C,D)) :-
    member(flies(A),D).
prove_not_flies(A,B,anc(C,D)) :-
    member(flies(A),C).
ex_flies(A,ths(B,B,C,C),anc(D,E),ans(F,F)) :-
    member(flies(A),E).
ex_not_flies(A,ths(B,B,C,C),anc(D,E),ans(F,F)) :-
    member(flies(A),D).
prove_flies(A,B,anc(C,D)) :-
    prove_bird(A,B,anc([[flies(A)|C],D]),
    prove_birdfly(A,B,anc([[flies(A)|C],D]).
ex_flies(A,ths(B,C,D,E),anc(F,G),ans(H,I)) :-
    ex_bird(A,ths(B,J,D,K),anc([[flies(A)|F],G),ans(H,L)),
    ex_birdfly(A,ths(J,C,K,E),anc([[flies(A)|F],G),ans(L,I)).
```

and the fact rule

```prolog
¬bird(A) ← ¬flies(A),birdfly(A).
```

which is compiled into

```prolog
prove_not_bird(A,B,anc(C,D)) :-
    prove_not_flies(A,B,anc(C,[bird(A)|D]),
    prove_birdfly(A,B,anc(C,[bird(A)|D])).
ex_not_bird(A,ths(B,C,D,E),anc(F,G),ans(H,I)) :-
    ex_not_flies(A,ths(B,J,D,K),anc(F,[bird(A)|G]),ans(H,L)),
    ex_birdfly(A,ths(J,C,K,E),anc(F,[bird(A)|G]),ans(L,I)).
```

and the fact rule

```prolog
¬birdsfly(A) ← ¬flies(A),bird(A).
```

which is compiled into

```prolog
prove_not_birdsfly(A,B,anc(C,D)) :-
    prove_not_flies(A,B,anc(C,[birdsfly(A)|D]),
    prove_bird(A,B,anc(C,[birdsfly(A)|D])).
```
ex_not_birdsfly(A, ths(B, C, D, E), anc(F, G), ans(H, I)) :-
ex_not_flies(A, ths(B, J, D, K), anc(F, [birdsfly(A) | G]), ans(H, L)),
ex_bird(A, ths(J, C, K, E), anc(F, [birdsfly(A) | G]), ans(L, I)).

The next declaration is

\textbf{constraint not (birdsfly(A) and emu(A)).}

This gets translated into

\texttt{prove_not_birdsfly(A, B, anc(C, D)) :-} \texttt{prove_emu(A, B, anc(C, [birdsfly(A) | D])).}
\texttt{prove_not_emu(A, B, anc(C, D)) :-} \texttt{prove_birdsfly(A, B, anc(C, [emu(A) | D])).}

\textbf{fact emu(tweety).}

gets translated into

\texttt{prove_emu(tweety, A, B).}
\texttt{ex_emu(tweety, ths(A, A, B, B), C, ans(D, D)).}

\textbf{fact bird(polly).}

gets translated into

\texttt{prove_bird(polly, A, B).}
\texttt{ex_bird(polly, ths(A, A, B, B), C, ans(D, D)).}
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