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Complete Sets of Frontiers in Logic-based Program Transformation

Mantis H.M. Cheng* Maarten H. van Emde† Paul A. Strooper†

Abstract

Logic-based program transformation allows us to convert logic programs that are obviously correct (and as such can be considered as specifications), but often inefficient, into more efficient ones in such a way that correctness of answers is preserved. However, existing methods either do not guarantee completeness, or else introduce redundancy. We present a method for using sets of “partial derivation trees” to obtain a specialized version of a program for a particular query, guaranteeing completeness and avoiding redundancy. An example of specializing a meta interpreter for a particular program is given.

1 Introduction

The “fold” and “unfold” transformations were introduced by Burstall and Darlington [1] to make functional programs more efficient. What they had in mind was a system of “computer-aided programming” where a specification in functional form is transformed by means of a computer program into a functional program of acceptable efficiency. Independently of each other, Clark [2] and Hogger [5] have shown that these transformations also apply to logic programs. They pointed out that in this context they have an additional advantage: the transformed version is a logical consequence of the original. As a result, any answer obtainable from the transformed program is also an answer obtainable from the specification. The properties of logical consequence guarantee correctness with respect to the specification. But this correctness is only what is usually called partial correctness: it is not always clear whether all answers obtainable from the specification can also be obtained from the result of the transformation. When this is the case, we say that the transformed program is complete with respect to the specification.

In this paper we are only concerned with the “unfold” transformation, also called “partial evaluation” or “symbolic execution”. As such, it appeals more directly to programming intuition: the transformed program is the result of replacing procedure calls by the appropriately instantiated bodies of their definitions. This sometimes allows more efficient execution of the transformed program.
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But partial evaluation is only useful if we know it yields a complete result, otherwise we cannot discard the inefficient specification. Tamaki and Sato [12] show that certain transformations on clauses, including unfolding, preserve completeness. To make the results of Tamaki and Sato applicable to our purpose, it is necessary to eliminate from the program those clauses which are redundant with respect to the desired query. Although this can be achieved by means of a dependency analysis done after the transformations, we found it possible to combine the unfold transformation with a dependency analysis to achieve the desired result in a single operation, which is to build what we call a "complete set of frontiers".

In doing so, we take as starting point the idea of Vasey [15], who shows that the result of unfolding can be regarded as a "qualified answer". We obtain the desired completeness by considering frontiers of "conditional answers" (our preferred terminology for Vasey's qualified answers) in a suitable derivation tree. As a first approximation, our completeness is based on the fact that in the derivation tree no computation can "escape" the frontier. This observation is only an approximation, because in all but a few trivial cases one has to consider more than a single derivation tree with frontier. We characterize when enough frontiers have been found. These are then a set of clauses obtained by unfolding which is complete with respect to the specification.

Lloyd and Shepherdson [8] independently found a result similar to our theorem on complete sets of frontiers.

2 The frontier theorem

From now on, we assume without loss of generality that each query posed to a logic program consists of a single goal. If this were not the case, and we would have a query of the form \(?G_1, \ldots, G_n\) for \(n > 1\), we can add the clause \(G(X_1, \ldots, X_m) \leftarrow G_1, \ldots, G_n\) to the program and replace the query by \(?G(X_1, \ldots, X_m)\). Here \(G\) stands for any predicate symbol not appearing elsewhere in the program, and \(X_1, \ldots, X_m\) are the variables occurring in \(G_1, \ldots, G_n\).

A derivation tree for a query \(Q\) is a tree with \(Q\) at the root. Each node in the tree is a query consisting of a conjunction of atomic formulae, called the goals of the query. If the query is not empty, it has a selected goal. A node \(N\), consisting of the query \(?G_1, \ldots, G_n\) with selected goal \(G_i\) has a child for each clause whose head unifies with \(G_i\). If \(G_i\) unifies with the head of the clause \(A \leftarrow B_1, \ldots, B_m\) with most general unifier \(\theta\), then the corresponding child consists of the query \(?G_1, \ldots, G_{i-1}, B_1, \ldots, B_m, G_{i+1}, \ldots, G_n\)\(\theta\).

A derivation is a path starting from the root in the derivation tree which is either infinite or ends in a leaf node of the derivation tree. A successful derivation is a derivation ending in an empty query, denoted by \(\Box\). A failed derivation is a derivation ending in a non-empty query with no children. It follows from the definition that this only happens if the selected goal does not unify with the head of any clause of the program. A partial derivation is a path starting from the root in the derivation tree. It can end in a non-leaf node of the derivation tree.

It should be noted that Prolog finds its answers by constructing a particular type of derivation tree, the Prolog derivation tree. This derivation tree is obtained by always
selecting the leftmost goal in each query, and by ordering the children of a node in the same way as the corresponding clauses in the program. A successful response by Prolog corresponds to a successful derivation in the Prolog derivation tree, the answer substitution being the composition of all substitutions made in that derivation.

Starting with a program $P$, if there exists a successful derivation of the query $?G$, with $\theta$ being the composition of all substitutions in the derivation, then we say that $G\theta$ is an (unconditional) answer to the query. In this case the answer is a logical consequence of the program $P$, which we write as:

$$P \models \forall G \theta$$

where the universal quantification is over all variables in $G\theta$.

Suppose, that starting from the query $?G$, we have derived a non-empty query $?G_1, \ldots, G_n$, with $\theta$ being the composition of all substitutions so far. Then the clause $(G \leftarrow G_1, \ldots, G_n)\theta$ is a conditional answer to the query. Again, as can easily be shown from the soundness of resolution, we have:

$$P \models \forall(G \leftarrow G_1, \ldots, G_n)\theta$$

where the universal quantification is over all variables occurring in the clause $(G \leftarrow G_1, \ldots, G_n)\theta$.

**Definition 1 (Partial derivation tree)** A partial derivation tree is a finite initial subtree of a derivation tree in which it is possible for non-empty leaf queries not to have a selected goal.

In a partial derivation tree there are three types of leaves: empty queries, failed queries (these have a selected goal, but no children nodes) and non-empty queries with no selected goal. For each empty query, there is a corresponding unconditional answer. Each non-empty query with no selected goal has a corresponding conditional answer.

For example, consider the following program, defining the membership relation using the append relation:

```
% member( E, L ): element E is a member of list L.
% example: member( 3, [1,2,3,4,5] )
member( E, L ) <- append( U, [E|V], L );

% append( U, V, W ): list W is list V appended to list U.
% example: append( [1,2], [3,4,5], [1,2,3,4,5] )
append( [], V, V );
append( [X|U], V, [X|W] ) <- append( U, V, W );
```

A partial derivation tree for the query $?member(X,Y)$ is shown in Figure 1 (the selected goals are underlined).

**Definition 2 (Frontier)** The frontier of a partial derivation tree is the set of all unconditional and conditional answers corresponding to the leaf nodes.

In the above example, the frontier consists of the clauses
member(X, [X|V]);
member(X, [X'|W']) ← append(U', [X|V], W');

where the first clause is the unconditional answer corresponding to the left branch of the partial derivation tree. The second clause is the conditional answer corresponding to the right branch.

The frontier of a partial derivation tree consists of clauses, and as such, we can regard it as a logic program. We would like to replace our original program by a frontier, but if we do that, the resulting program will not be complete. To obtain completeness, we have to consider a suitable set of frontiers, giving rise to a logic program by including the clauses in all of the frontiers. We formalize this idea by defining a complete set of frontiers.

In the following discussion, \( L(F) \) denotes the set of goals appearing in the bodies of the clauses of a frontier \( F \). Similarly, for a set of frontiers \( S \), \( L(S) \) denotes the union of the \( L(F) \) for every frontier \( F \) in \( S \). For a frontier \( F \), \( R(F) \) denotes the root of the partial derivation tree having \( F \) as a frontier. Finally, the goal \( G_1 \) is an instance of the goal \( G_2 \), if there exists a substitution \( \theta \) such that \( G_1 = G_2 \theta \).

**Definition 3 (Complete set of frontiers)** A set of frontiers \( S \) for a query \( Q \) is complete iff the following three conditions hold:

1. each frontier \( F \) in \( S \) is non-trivial, that is, at least the root itself has a selected goal.
2. there is a frontier \( F \) in \( S \) such that \( Q \) is an instance of \( R(F) \).
3. for each goal \( G \) in \( L(S) \), there is a frontier \( F \) in \( S \) such that \( G \) is an instance of \( R(F) \).

The above frontier by itself is not complete. The goal \( \text{append}(U', [X|V], W') \) is not an instance of the root of the partial derivation tree. If we add the frontier obtained by unfolding this goal once, which is

\[
\text{append}(\text{[]}, [X|V], [X|V]);
\text{append}([X'|U'], [X|V], [X'|W']) ← \text{append}(U', [X|V], W');
\]
then we obtain a complete set of frontiers. Note that this is a version of the append program specialized for the purpose of the member program.

Any program $P$ has at least one complete set of frontiers. For example, if we construct a frontier for the most general form of every predicate symbol appearing in $P$, then we have a complete set of frontiers (note that a frontier can be empty, which takes care of undefined calls in $P$). In fact, if we consider the frontiers in which we only select the root and do not select goals for any of the queries appearing at depth 1 in the partial derivation tree, then we obtain our original program as a complete set of frontiers.

The complete sets of frontiers given above are not very useful. The following algorithm suggests a more general way to obtain a complete set of frontiers $S$ for a query $Q$ and a program $P$.

1. Start with the frontier of any partial derivation tree for the query $Q$ as the only element in $S$.

2. Select any goal, $G$, occurring in $L(S)$, but which is not an instance of $R(F)$ for any frontier $F$ in $S$. Add the frontier of any partial derivation tree for $G$ to the set, after removing any frontier $F$ for which $R(F)$ is an instance of $G$ (since the answers in such a frontier will also be included in the frontier of $G$).

3. If no such goal exists, then $S$ is a complete set of frontiers for $Q$ in $P$.

Although we can select any goal which is not an instance of a derivation tree already constructed, it is often more efficient to choose the most general form of all the occurrences of any such goals with the same predicate symbol. The intuition behind a complete set of frontiers is that they are expanded versions of the original program specialized to the query. The following result formalizes this idea.

**Lemma 1** Let $S$ be a complete set of frontiers for a query $Q$ and a program $P$. If the goal $G$ is an instance of $R(F)$ for a frontier $F$ in $S$, and if there is a successful derivation $D$ of $G$ in $P$, then there is a successful derivation $D'$ of $G$ in $S$. Moreover, if $\theta_1$ and $\theta_2$ are the compositions of all substitutions in $D$ and $D'$ respectively, then $G\theta_1$ is an instance of $G\theta_2$.

A proof of this lemma is presented in the appendix.

**Theorem 1 (Frontier Theorem)** If $P$ is a program, $Q$ a query, and $S$ a complete set of frontiers for $Q$, then

\[ [Q] \cap \text{success set of } P = [Q] \cap \text{success set of } S \]

where $[Q]$ is the set of all ground instances of $Q$.

**Proof** By the correctness of SLD-resolution we know that

\[ \text{success set of } P \supseteq \text{success set of } S \]

and hence we also have
\[ \{Q\} \cap \text{success set of } P \supseteq \{Q\} \cap \text{success set of } S. \]

Conversely, if \( G \in \{Q\} \cap \text{success set of } P \), then \( G \in \{Q\} \) and by the definition of a complete set of frontiers we know that \( G \) is an instance of \( R(F) \) for a frontier \( F \) in \( S \). Thus we can apply the previous lemma (\( G \) is a ground goal, so the substitutions that take place during the derivation do not concern us here) to conclude that \( G \in \text{success set of } S \), and hence
\[ \{Q\} \cap \text{success set of } P \subseteq \{Q\} \cap \text{success set of } S \]
and the proof is completed.

It should be noted that the frontier theorem is valid for frontiers of any derivation tree, not just the Prolog derivation tree. In this way, selection methods other than Prolog's can be "compiled into" the frontier.

In the next section, we give a detailed example of how the frontier theorem can be used. To illustrate the ideas involved we give a small example here, similar to one in [3]. Consider the following program to transpose a matrix:

% A matrix is represented as a list of rows, for example  
% [[1,2,3],[4,5,6]].  
% transpose(M1, M2): matrix M2 is the transpose of matrix M1.  
% Example: transpose( [[1,2,3],[4,5,6]], [[1,4],[2,5],[3,6]] )  
transpose( M, [] ) <- nullrows( M );  
transpose( M, [R|Rs] ) <- colMat( R, M, M ) & transpose( M, Rs );

% colMat(C, M, CM): matrix CM has column C as its first column; the  
% remainder of its columns constitute matrix M.  
% Example: colMat( [1,4], [[2,3],[5,6]], [[1,2,3],[4,5,6]] )  
colMat( [], [], [] );  
colMat( [X|Y], [Xs|Ys], [[X|Xs] | T] ) <- colMat( Y, Ys, T );

% nullRows(M): matrix M only has empty rows in it.  
% Example: nullRows( [[]],[],[] )  
nullRows( [] );  
nullRows( [] | Rows ] ) <- nullRows( Rows );

Suppose we know a matrix has two rows; then we obtain a specialized program by calculating a complete set of frontiers for the query \( \text{transpose([R1,R2],T)} \). The frontier of the partial derivation tree in Figure 2 consists of the clauses

\[
\begin{align*}
T1: & \quad \text{transpose( [[],[]], [] );} \\
T2: & \quad \text{transpose( [[X|Xs],[X'|Xs']],[[X,X'] | Rs] } <\text{transpose( [Xs,Xs'], Rs );}
\end{align*}
\]

where \( T1 \) is the unconditional answer corresponding to the derivation ending with the empty query. \( T2 \) is the conditional answer corresponding to right branch of the partial derivation tree. Since the only goal appearing in the body of the clauses is an instance of the root of the derivation tree, we know that this is a complete set of frontiers. Therefore, we have derived a specialized program to transform \( n \times 2 \) matrices.
Figure 2: Partial derivation tree for transpose.

Figure 3: Dataflow network for the Fibonacci problem.

3 Example: specializing a meta-interpreter

Meta programming is a powerful technique in logic programming. An example is a meta-interpreter allowing the programmer to separate the control and the data component of the program. A major problem with meta programming is the inherent lack of efficiency. Partial evaluation can be used to solve this efficiency problem [3,11,10]. In this section we show how we can use partial derivation trees to perform this task. The frontier theorem guarantees us that the resulting program is both correct and complete.

The application we will use is dataflow programming. Consider the dataflow network shown in Figure 3, which finds the sequence of Fibonacci numbers (this type of network was proposed in [6]). To keep the exposition simple, we consider an example with only two nodes; more interesting examples of dataflow programming are shown in [16]. Each node represents a processor, each arc a communication channel. Data flows through the arcs in the direction associated with it. Each processor computes independently of the others, and is activated as soon as enough data is available in its input channels.

The add node adds the two numbers on its input channels, and puts the result on its output channel. The shift node needs two numbers on its input channel; it copies one of these to each of its output channels. It removes only the first number from its input
channel during the computation. The initial state of the network is shown in Figure 3; the channel between add and shift contains a 0 and a 1, the others are empty.

To represent the network in logic (see [13]), we first translate the nodes into a logic program. The definitions for the nodes in the network are

\[
\text{add( } [X|Xs], [Y|Ys], [Z|Zs] \text{ ) } \leftarrow \text{sum( } X, Y, Z \text{ ) } \& \text{add( } Xs, Ys, Zs \text{ ) ;}
\]

\[
\text{shift( } [X1,X2|Xs], [X1|Ys], [X2|Zs] \text{ ) } \leftarrow \text{shift( } [X2|Xs], Ys, Zs \text{ ) ;}
\]

The relation \( \text{sum( } X, Y, Z \text{ )} \) holds if \( Z = X + Y \). To solve the Fibonacci problem, we have to specify how the nodes in the network are connected, and what the initial state of the network is. This is done by the condition in

\[
\text{fib( } [0,1|Z] \text{ ) } \leftarrow \text{shift( } [0,1|Z], X, Y \text{ ) } \& \text{add( } X, Y, Z \text{ ) ;}
\]

The connections are represented by shared variables between the nodes, where the variables represent the stream of data flowing through a particular channel. The initial state is the difference between the arguments of two nodes that are connected. If we now ask the query \( \text{fib(F)} \) we would like \( F \) to be instantiated to the stream of Fibonacci numbers (note that we have an infinite derivation, so that in fact we never obtain a successful answer substitution; so what we want is \( F \) to be instantiated during this infinite computation).

Unfortunately, when we run this query on the standard Prolog interpreter, \( F \) only gets instantiated to a stream of uninstantiated variables. This is because the AND-control required to solve this problem is more complex than the one provided by Prolog, which attempts to prove a goal completely before proving the next goal in a query. One solution to this problem is to transform this program so that the AND-control is replaced by OR-control [14], which is easy to provide in Prolog. In this example we demonstrate the alternative of building a meta-interpreter providing the required AND-control.

In this problem, it is sufficient to treat the goals in a query as a queue rather than a stack; as in the meta-interpreter:

\[
\%
\text{prove( } L \text{ ) : the list of goals } L \text{ can be proven.}
\]

\[
\text{prove( } [] \text{ ) ;}
\]

\[
\text{prove( } [\text{Goal} | \text{Goals}] \text{ ) } \leftarrow
\begin{aligned}
\text{clause( } \text{Goal, Body } \text{ ) } \&
\text{append( } \text{Goals, Body, NewGoals } \text{ ) } \&
\text{prove( } \text{NewGoals } \text{ ) ;}
\end{aligned}
\]

\[
\%
\text{append( } U, V, W \text{ ) : list } W \text{ is list } V \text{ appended to list } U.
\]

\[
\%
\text{example: append( } [1,2], [3,4,5], [1,2,3,4,5] \text{ )}
\]

\[
\text{append( } [], L, L \text{ ) ;}
\]

\[
\text{append( } [X|Xs], L, [X|NL] \text{ ) } \leftarrow \text{append( } Xs, L, NL \text{ ) ;}
\]

More complex dataflow networks require a meta-interpreter based on the “freeze” concept [4].

Now that we are using a meta-interpreter, we have to specify the clauses of our program through the clause predicate. The clauses for the add and shift relation are
% clause( H, B ) asserts that there is a clause with head H and
% body B in the program.
clause( add([X|Xs],[Y|Ys],[Z|Zs]),[add(Xs,Ys,Zs)] ) <- sum( X, Y, Z );
clause( shift([X1,X2|Xs],[X1|Ys],[X2|Zs]),[shift([X2|Xs],Ys,Zs)] );

Note that the sum predicate is moved outside the body as defined by the clause predicate. There are two reasons for this. First, it is a built-in predicate, which cannot be handled by our meta-interpreter as it stands. Moreover, we do not want it to be placed on the queue of goals to be executed. Instead, we want to execute it whenever we use the add clause. This is to make sure that the appropriate values get instantiated for the other clauses. As it turns out, this is not necessary in this case, as the shift clause does not require that the first two variables are instantiated before it can execute.

We also have to change the clause defining the actual fib predicate to

fib( [0,1|Z] ) <- prove( [shift([0,1|Z],X,Y),add(X,Y,Z)] );

If we now ask the query ?fib(F) to Prolog, it will instantiate F to the stream of Fibonacci numbers.

Although the above program solves the Fibonacci problem, the meta-interpreter makes it inefficient. We will now eliminate the overhead of the meta-interpreter by using unfolding to obtain a complete set of frontiers. We are interested in the query ?fib(F). So we first create a frontier for this goal. By taking the partial derivation tree with only one level, we obtain the frontier with the clause

fib( [0,1|Z] ) <- prove( [shift([0,1|Z],X,Y),add(X,Y,Z)] );

which is the original clause defining fib. The goal

prove( [shift([0 1 | Z],X,Y),add(X,Y,Z)] )

is not an instance of the root of the initial partial derivation tree, and so we have to create a frontier for it. We use the query ?prove([shift(U,V,W),add(X,Y,Z)]) with a more general goal as the root of the partial derivation tree. This has the advantage that any goal with the same predicates is an instance of this goal, so we do not have to create any new frontiers when such a goal appears in a frontier. By taking the appropriate partial derivation tree, we obtain the frontier with the single clause

prove( [shift([U1,U2|Us],[U1|Vs],[U2|Ws]),add(X,Y,Z)] ) <-
  prove( [add(X,Y,Z),shift([U2|Us],Vs,Ws)] );

in it. The goal

prove( [add(X,Y,Z),shift([U2|Us],Vs,Ws)] )

is not an instance of any of the roots of the partial derivation trees created thus far. Again, using the query ?prove([add(X,Y,Z),shift(U,V,W)]) with a more general goal, we can obtain the frontier with the clause

prove( [add([X|Xs],[Y|Ys],[Z|Zs]),shift(U,V,W)] ) <-
  sum( X, Y, Z ) & prove( [add(Xs,Ys,Zs),shift(U,V,W)] );
in it.

Now we have a complete set of frontiers (note that the sum predicate is built-in, and we assume the definitions for built-in predicates are included in any set of frontiers). Hence, the program

\[
\text{fib}(\left[0,1\right]Z) \leftarrow \text{prove}(\left[\text{shift}(\left[0,1\right]Z,X,Y),\text{add}(X,Y,Z)\right]) \text{;}
\]
\[
\text{prove}(\left[\text{shift}([U1\,U2|Us],[U1|Vs],[U2|Ws]),\text{add}(X,Y,Z)\right]) \leftarrow
\]
\[
\text{prove}(\left[\text{add}(X,Xs),[Y|Ys],[Z|Zs]),\text{shift}(U,V,W)\right]) \leftarrow
\]
\[
\text{sum}(X,Y,Z) \text{ & } \text{prove}(\left[\text{shift}(U,V,W),\text{add}(Xs,Ys,Zs)\right]) \text{;}
\]

is equivalent to the original program. If we ask the query \(\text{?fib}(F)\) it will instantiate \(F\) to the stream of Fibonacci numbers.

Alternatively, we can obtain the frontier

\[
\text{prove}(\left[\text{shift}([U1\,U2|Us],[U1|Vs],[U2|Ws]),\text{add}([X|Xs],[Y|Ys],[Z|Zs])\right]) \leftarrow
\]
\[
\text{sum}(X,Y,Z) \text{ & } \text{prove}(\left[\text{shift}(U2|Us),Vs,Ws),\text{add}(X,Y,Z)\right]) \text{;}
\]

for the query \(\text{?prove}([\text{shift}(U,V,W),\text{add}(X,Y,Z)])\) by considering a larger partial derivation tree. That way we obtain the program

\[
\text{fib}(\left[0,1\right]Z) \leftarrow \text{prove}(\left[\text{shift}(\left[0,1\right]Z,X,Y),\text{add}(X,Y,Z)\right]) \text{;}
\]
\[
\text{prove}(\left[\text{shift}([U1\,U2|Us],[U1|Vs],[U2|Ws]),\text{add}([X|Xs],[Y|Ys],[Z|Zs])\right]) \leftarrow
\]
\[
\text{sum}(X,Y,Z) \text{ & } \text{prove}(\left[\text{shift}([U2|Us],Vs,Ws),\text{add}(X,Y,Z)\right]) \text{;}
\]

which is equivalent to the original one, and is even more efficient than the previous version since an additional level of the meta-interpreter has been removed.

4 Concluding remarks

We have extended the state of the art in logic-based program transformation by combining a completeness-preserving unfold operation with specialization to a particular query. However, in doing so, we have not included other important program transformations, such as folding, the use of functionality, and the use of various other properties of predicates. Of course, these other transformations can be applied to the complete set of frontiers generated by our method in such a way that Sato and Tamaki’s results guarantee completeness. In another iteration a set of frontiers can be generated which is complete and nonredundant with respect to the query of interest.

It would be more natural to apply the other transformations as soon as applicable, that is, to include them into the algorithm for generating complete sets of frontiers. This is in fact done in the program transformation system implemented by Strooper [9]. Under guidance of the user, this system builds a frontier for a specified query. The user determines interactively whether the current SLD-derivation should be extended, in this way exerting full control over the choice of frontier, while avoiding the error-prone operations such as performing substitutions and recording the resulting frontier. As soon as the frontier is completed, the user specifies any of the transformation rules other than
unfold to be applied to the frontier. The resulting set of frontiers is then tested for completeness and new frontiers are generated, as described in this paper.

As shown in [9], the implemented system has considerable practical potential. Future work is needed to analyze its correctness and completeness properties.
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Appendix: proof of lemma 1

Before we can prove lemma 1, we have to prove another lemma consisting of two parts. The first part is a more general form of the lifting lemma ([7, page 43]) which deals with partial derivations as well as successful derivations.

Lemma 2 Given a program $P$, a goal $G$ and a substitution $\theta$. If there exists a (possibly incomplete) derivation $D$ in $P$ starting from $G\theta$ and ending in $G_1, \ldots, G_m$ with mgu's $\theta_1, \ldots, \theta_n$ appearing along the way. Then:

1. There exists a derivation $D'$ in $P$ starting with $G$, in which the same goals are selected as in the corresponding nodes in $D$, and the same clauses from $P$ are used to resolve these goals. If $\theta'_1, \ldots, \theta'_n$ are the mgu's along the way and $G'_1, \ldots, G'_m$, are the final goals then $m = m'$ and there exists a substitution $\delta$ such that $\theta\theta_1 \ldots \theta_n = \theta'_1 \ldots \theta'_n \delta$ and $(G'_1 \ldots G'_m) \delta = G_1 \ldots G_m$.

2. $G \theta'_1 \ldots \theta'_n$ unifies with $G\theta$, say with mgu $\gamma$, and $G \theta \theta_1 \ldots \theta_n \leftarrow G_1 \ldots G_m$ is an instance of $(G \theta \leftarrow G'_1 \ldots G'_m) \gamma$.

Proof We will prove the first part by induction on the length of $D$.

Base case: length of $D$ is 1. Then $G\theta$ unifies with the head of a clause $F \leftarrow F_1 \ldots F_n$ with mgu $\theta_1$. Thus $F\theta_1 = G\theta \theta_1$ and so $F$ and $G$ unify, say with mgu $\theta'_1$. Moreover, since $\theta'_1$ is the mgu of $F$ and $G$, there exists a substitution $\delta$ such that $\theta'_1 \delta = \theta_1$. Hence $(F_1 \ldots F_n) \theta'_1 \delta = (F_1 \ldots F_n) \theta_1 = (F_1 \ldots F_n) \theta_1$ (we may assume $\theta$ does not act on any variables of $F \leftarrow F_1, \ldots, F_n$).

Induction step: let $D$ be a derivation of length $n + 1$ starting from $G\theta$. Assume that after $n$ steps the goals are $G_1, \ldots, G_m$, and that $G_i$ is the selected goal which unifies with the head of the clause $F \leftarrow F_1, \ldots, F_k$. Let $\theta_1 \ldots \theta_{n+1}$ be the mgu's along the way.

By the induction hypothesis, there exists a derivation $D'$ of length $n$ with mgu's $\theta'_1 \ldots \theta'_n$ ending in $G'_1, \ldots, G'_m$. There also exists a substitution $\delta$ such that $\theta'_1 \ldots \theta'_n \delta = \theta_1 \ldots \theta_n$ and $(G'_1 \ldots G'_m) \delta = G_1 \ldots G_m$. Since $G'_i \delta = G_i$, $G'_i$ also unifies with the head of $F \leftarrow F_1, \ldots, F_k$, say with mgu $\theta'_{n+1}$. Since we also have $G_i \theta_{n+1} = G'_i \delta \theta_{n+1} = F \theta_{n+1}$, there exists a substitution $\delta'$ such that $\theta'_{n+1} \delta' = \delta \theta_{n+1}$, and hence $\theta'_1 \ldots \theta'_{n+1} \delta' = \theta_1 \ldots \theta_{n+1}$. Moreover,
since we may assume that $\delta$ does not act on any variables of $F \leftarrow F_1, \ldots, F_k$, we have $(G_1' \ldots G_{i-1}'_1 F_1 \ldots F_k G_{i+1}' \ldots G_m') \theta_{n+1}' \delta' = (G_1 \ldots G_{i-1} F_1 \ldots F_k G_{i+1} \ldots G_m) \theta_{n+1}$.

For the second part, we note that $G \theta_1' \ldots \theta_n' \delta = G \theta \theta_1 \ldots \theta_n$, which means that $G \theta$ and $G \theta_1' \ldots \theta_n'$ unify. Let $\gamma$ be the mgu.

Since $\gamma$ is the mgu of $G \theta$ and $G \theta_1' \ldots \theta_n'$, there must exist a substitution $\alpha$ such that $G \theta_1' \ldots \theta_n' \gamma \alpha = G \theta_1' \ldots \theta_n'. \delta$. Now, $(G \theta \leftarrow G_1' \ldots G_m') \gamma = (G \theta_1' \ldots \theta_n' \leftarrow G_1' \ldots G_m') \gamma$, and $G \theta_1 \ldots \theta_n \leftarrow G_1 \ldots G_m = (G \theta_1' \ldots \theta_n' \leftarrow G_1' \ldots G_m') \delta$. From which it follows that $(G \theta \leftarrow G_1' \ldots G_m') \gamma \alpha = G \theta \theta_1 \ldots \theta_n \leftarrow G_1 \ldots G_m$, since we may assume that $\gamma$ and $\delta$ do not act on any variables that appear in a body but not the corresponding head of the two clauses.

Using the above lemma we can prove lemma 1.

**Lemma 1** Let $S$ be a complete set of frontiers for a query $Q$ and a program $P$. If the goal $G$ is an instance of $R(F)$ for a frontier $F$ in $S$, and if there is a successful derivation $D$ of $G$ in $P$, then there is a successful derivation $D'$ of $G$ in $S$. Moreover, if $\theta_1$ and $\theta_2$ are the compositions of all substitutions in $D$ and $D'$ respectively, then $G \theta_1$ is an instance of $G \theta_2$.

**Proof** The proof will be by induction on the length of $D$. Let $\theta$ be the substitution such that $G = R(F) \theta$, and let $T$ be the partial derivation tree corresponding to $F$.

We can use the switching lemma [7, page 45] repeatedly to obtain a successful derivation $D''$ of $G$ in $P$ in which the goals are selected in the same way as the corresponding path in $T$ (since $G = R(F) \theta$ we know by the previous lemma that such a corresponding path exists). For the queries beyond the frontier of $T$ we always select the leftmost goal in $D''$. Then $D''$ is of the same length as $D$, and if $\theta_3$ is the composition of all substitutions in $D''$, then $G \theta_3$ and $G \theta_1$ are variants.

There are two cases to consider:

1. We reach success within the frontier (this includes the base case where the length of $D''$ is 1). Since $G$ is $R(F) \theta$, we can use the previous lemma and conclude that $F$ (and hence $S$) contains an unconditional answer of the form $R(F) \theta'$, which unifies with $G$. Thus we can use this unconditional answer to obtain a successful derivation of $G$ in $S$. Moreover, if $\theta_2$ is the mgu of $G$ and $R(F) \theta'$ then we can also use the lemma to conclude that $G \theta_3$ (and hence also $G \theta_1$) is an instance of $G \theta_2$.

2. We cross the frontier at a point with the remaining subgoals $G_1', \ldots, G_n'$. By the previous lemma, the corresponding query in $D''$ contains the goals $G_1, \ldots, G_n$ and there exists a substitution $\delta$ so that $G_1 \ldots G_n = (G_1' \ldots G_n') \delta$. This means that the frontier contains the conditional answer $R(F) \theta' \leftarrow G_1' \ldots G_n'$. Since $R(F) \theta'$ unifies with $G$ we can use this conditional answer to resolve $G$ in $S$ to obtain the goals $(G_1', \ldots, G_n') \gamma$, assuming $\gamma$ is the mgu of $G$ and $R(F) \theta'$. Moreover, $G \alpha \leftarrow G_1 \ldots G_n$ is an instance of $(G \leftarrow G_1' \ldots G_n') \gamma$, where $\alpha$ is the composition of the substitutions in $D''$ before $G_1 \ldots G_n$ is reached.

We always select the leftmost goal in $D''$ from $G_1 \ldots G_n$ on. Hence, it must contain a successful derivation $D_1$ of $G_1$, say with $\alpha_1$ being the composition of the substitutions. Now $G_1$ is an instance of $G_1' \gamma$, and $G_1'$ appears in the frontier of $S$, so $G_1'$,
and hence $G_1$, must be the instance of a root of a frontier of $S$. Since $D_1$ is also shorter than $D$, we can use the induction hypothesis to conclude that there is a successful derivation of $G_1$ in $S$. But $G_1$ is an instance of $G'_1 \gamma_1$, and so there is a derivation $D'_1$ of $G'_1 \gamma$ in $S$. Moreover, if $\gamma_1$ is the composition of the substitutions in $D'_1$, then $G_1 \alpha_1$ is an instance of $G'_1 \gamma \gamma_1$.

Similarly, $D''$ must contain a successful derivation $D_i$ of $G_i \alpha_1 \ldots \alpha_{i-1}$, with $\alpha_i$ being the composition of the substitutions. By the induction hypothesis, there must exist derivations $D'_i$ of $G'_i \gamma_1 \ldots \gamma_{i-1}$ in $S$ such that $G_i \alpha_1 \ldots \alpha_i$ is an instance of $G'_i \gamma \gamma_1 \ldots \gamma_i$, where $\gamma_i$ is the composition of the substitutions in $D'_i$.

So we obtain a successful derivation of $G$ in $S$ by first using the rule $R(F') \gamma' \leftarrow G'_1 \ldots G'_n$, and then using the derivations $D'_1, \ldots, D'_n$. Moreover, $G \alpha_1 \alpha_2 \ldots \alpha_n$ is an instance of $G \gamma \gamma_1 \ldots \gamma_n$. \hfill \blacksquare