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Abstract

The continuing need for a superior declarative programming language can be met to an important degree by amalgamating functional and relational programming, the two major methods of declarative programming. This frees the programmer of the awkwardness that may arise in either style alone, and opens a wider variety of programming paradigms in a single language. This dissertation presents a theoretical basis for the amalgamation of functional and relational programming within the framework of Horn clauses with equality, advancing the thesis that the amalgamation can be had by adding equality axioms to Horn clause relational programs.

We first discuss the semantics of logic programs with equality, namely a generalization of the model-theoretic and fixpoint semantics of logic programs due to van Emde Boeijen and Kowalski to the case where logic programs may contain equations. Within this semantical framework, we reconstruct an example of the initial models of logic programs with equality, namely the standard models due to Goguen and Meseguer.

For computing with a logic program with equality, we propose the use of SLD-resolution for equality axioms, dispensing with any separate inference rules for equality. For the purpose of term evaluation, an SLD-refutation procedure requires the ability to test whether a given term is canonical; thus we propose SLD-resolution with the canonicality test.

In the presence of equations with conditions, the set of canonical terms as irreducible terms becomes undecidable. We therefore construct a semantical model whose domain is a decidable set of constructor terms which we regard as canonical, and then propose SLD-resolution with the constructor term test as a means of computing the denotation of a program determined by this new semantical model.

We incorporate higher-order functions into Horn clauses with equality by using the Schönfinkel-Curry function application operator, constructing a simple but adequate semantical model by means of functional domains, and showing that our equality axioms can be used to compute logic programs into which higher-order functions are incorporated.
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Chapter 1

Functional and Relational Programming

In this chapter we examine the aims of functional and relational programming, justify the desire for the amalgamation of functional and relational programming, and state the purpose of this dissertation and provide a preview of it.

In Chapters 1 and 2, we use ‘relational programming’ for programming by Horn clauses, instead of the usual ‘logic programming’, which we reserve for programming by a certain logical system, i.e., programming in which a program is a sentence of the logical system and computation is deduction in the logical system. Logic programming in the sense of programming by Horn clauses will be restored in Chapters 3–8.

1.1 Aims of Functional and Relational Programming

The conventional programming languages in widespread use today, such as FORTRAN, Pascal, and C, have come to maturity; they are now being used to build commercial software systems as well as for education and experimentation in laboratories. There has been a
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growing recognition, however, that the productivity of programmers using such conventional languages is stagnating, and these languages will be unsuitable for machines with a large number of processors running in parallel, made possible by the emerging VLSI technologies. The analysis has revealed that this is because of the inherently imperative nature of the conventional languages; they are the languages to tell the computer how to compute, usually in terms of change of the contents of the store and sequencing of the commands to be executed. The programmer is stymied by the burden of solving such control problems, and the rigid total ordering of commands is inappropriate for exploitation of parallelism.

As an alternative to imperative programming, the idea of declarative programming has emerged. A programmer states what is to be computed, with no concern about how, in a certain mathematical or logical notation easily understandable by humans. Declarative programming languages free programmers from the control problems and promise to increase programmer productivity. Since a declarative program does not commit itself to how it should be executed, parallelism can be exploited for its execution on a large scale.

As a step toward the ultimate declarative programming, two styles of programming have evolved: functional and relational programming. We shall now provide a brief review of both.

1.2 A Brief Review of Functional Programming

A program in a functional programming language typically consists of a set of function definitions, expressions intended by the user of the language to define and name functions to be computed. Computation in functional programming consists in evaluation of expressions.

From the viewpoint of declarative programming, the most important functional programming languages are those that use equational logic. Goguen [36] designed OBJ, a language based on many-sorted first-order equational logic, as a tool for testing algebraic abstract data type specifications. It was subsequently implemented by Tardo [41]. Later, it
was developed into a full-fledged functional language incorporating parameterized generic modules and subsorts [33]. O'Donnell [48,80] designed and implemented an “equational programming language”, also based on first-order equational logic. A program in these languages is a set of universally quantified first-order equations that can be used as a term rewriting system. Computation in these languages is a special equational deduction called reduction. These languages have model-theoretic semantics.

The oldest functional programming language is Lisp [73,74]. Lisp's functions are defined over a domain of objects called symbolic expressions (“S-expressions”), using the five elementary functions \textit{atom}, \textit{eq}, \textit{car}, \textit{cdr}, \textit{cons}, conditional expressions, and recursive function definition. The unique feature of Lisp is that programs themselves are S-expressions, so that any Lisp program can be manipulated as data of a Lisp program.

Lisp has spawned many descendants over the years, notably Scheme [94] and Lispkit Lisp [45]. In these languages, the recognized error of the original Lisp (i.e., the use of dynamic scoping instead of static scoping) was corrected, and it is possible to program with higher-order functions using lambda expressions, which is only possible to a limited degree in the original Lisp.

In his Turing Award Lecture [3], Backus bolstered the general interest in functional programming, introducing the language called FP. In FP, functions are defined from primitive functions using a set of combining forms called functional forms, without using variables. Backus also introduced the “algebra” of FP programs in order to transform, and prove the correctness of, FP programs.

Turner has designed and implemented three functional programming languages: SASL [100], KRC [99], and Miranda [97]. In all these languages, functions are defined by means of “recursion equations”. Higher-order functions are defined purely equationally, without lambda expressions. Turner also invented a new way of implementing functional languages [98], a method of compiling function definitions into combinators, which had been introduced by Schönfinkel [90] and Curry [19]. For the last few years, this method has been the
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subject of intensive research (e.g., [53,18]), in the hope of finding compilation methods producing optimized combinators and ways of efficiently reducing the produced combinators.

Burstall et al. designed HOPE [10] and Milner et al. designed ML [44,78]. Like Turner’s languages, they are based on “recursion equations”. In HOPE, higher-order functions are defined using lambda expressions. In ML, higher-order functions may be defined purely equationally or using lambda expressions.

1.3 A Brief Review of Relational Programming

Relational programming [63] emerged as an outgrowth of the research on resolution theorem proving spurred by Robinson’s pioneer paper [85]; it is realized in the programming language Prolog first designed and implemented by Colmerauer and Roussel [88].

A Prolog program is a set of first-order sentences of the form:

\[ \text{for all } x_1, \ldots, x_n, \text{ A if } B_1 \text{ and } \cdots \text{ and } B_m, \]

where \( x_1, \ldots, x_n \) are the variables in the atomic formulas \( A \) and \( B_i \). Computation is activated by an attempt to prove as a theorem of the program a “goal” sentence of the form:

\[ \text{there exist } y_1, \ldots, y_n \text{ such that } G_1 \text{ and } \cdots \text{ and } G_m, \]

where \( y_1, \ldots, y_n \) are the variables in the atomic formulas \( G_i \), and consists in an \( SLD\)-refutation of the program plus the negation of the goal sentence.

Kowalski and van Emden [25] studied three kinds of semantics of relational programs: model-theoretic, fixpoint, and operational, showing that they are equivalent. Warren [102] invented a compilation method of Prolog programs and showed that Prolog can be implemented efficiently.
1.4 Why Amalgamation?

Although neither functional nor relational programming has achieved the ultimate declarative programming, each has contributed in its own way. In functional programming, for example, there are well-understood theories and implementation techniques of higher-order functions, the so-called infinite data structures like streams, and delayed ("lazy") evaluation of the terms representing those infinite data structures. In relational programming, one can use, at least in principle, any arguments of a predicate as input or output in the form of questions and answers, a feature suitable for database applications.

In functional programming every object of computation must be cast in terms of functions even if functional notation is clumsy; e.g., relations which are not functions must be treated as truth-valued functions. In relational programming every object of computation must be cast in terms of relations even if relational notation is clumsy; e.g., defining functions in relational form is unacceptably awkward.

The notion of function and the notation to express functional application are ubiquitous in all technical thinking; programmers gain from thinking in terms of functions as much as any mathematicians, scientists, and engineers ever have. Yet relations, as is evidenced by our experience with relational databases, are an important formalism of computer science that cannot be replaced by functions.

Since the primitive notions and their notation mold the way the programmer thinks in formulating and solving problems, the proponents of either programming style have tended to adhere to the style on which they have been reared, and may be blinded to more effective programming paradigms—to a new way of conceiving and solving the problems engendered by the amalgamation of both programming styles. Even a programmer fluent in both styles has had eventually to choose between the two. The division of declarative programming into functional and relational has hampered progress in declarative programming.

To make further progress, we need a programming language that amalgamates functional
and relational programming—a language that allows a programmer to express the objects of computation in functional or relational style at will, to invent and use programming methods made possible only through the mixture of the both styles.

The purpose of this dissertation is to provide a theoretical framework within which such programming languages can be designed. The thesis of the dissertation is that the amalgamation of functional and relational programming can be had by adding equality axioms to Horn clause relational programs, and extending SLD-resolution with a canonicality test.

1.5 A Preview of the Dissertation

In Chapter 2 we provide a background for the amalgamation of functional and relational programming through the use of the equality relation. We explain why and how the equality relation can be used to amalgamate functional and relational programming, and justify why Horn clauses with equality are a promising language for the amalgamation. We then justify our use of equality axioms as opposed to use of special inference rules for equality. We review the literature on the proposed amalgamation and some fundamental work of logicians.

In Chapter 3 we give some technical preliminaries: the definitions of the concepts used in this dissertation as well as a survey of the previous work on which this dissertation depends.

In Chapter 4 we investigate the semantics of logic programs with equality. We generalize the model-theoretic and fixpoint semantics of logic programs studied by van Emden and Kowalski [25] to deal with logic programs with equality, adopting the E-interpretations for clausal logic with equality as defined by J.A. Robinson [84] and G. Robinson and Wos [83]. We prove the existence of the least E-models of logic programs (Theorem 4.6) and their equality to the standard models of logic programs constructed by Goguen and Meseguer [40] (Theorem 4.7). To provide a fixpoint semantics for logic programs with equality, we define a new function from E-interpretations to E-interpretations associated with a logic program with equality and prove that its least fixpoint is equal to the least E-model of the
logic program (Theorem 4.15). We compare our semantics with the one proposed by Jaffar et al. [56,58].

The purpose of Chapter 5 is to amalgamate term evaluation with logic programming by means of equality axioms and show that SLD-resolution of equality axioms is an alternative to narrowing. After arguing that the standard equality axioms are computationally infeasible, we replace the standard equality axioms by two sets of equality axioms where equations are operationally interpreted as confluence to a common term. We prove their correctness (Theorem 5.4), and completeness under ground confluence (Theorems 5.8 and 5.10): a condition in terms of reduction associated with logic programs. Although the two sets of equality axioms are computationally feasible, they are still inadequate for the purpose of term evaluation, because the search space typically contains refutations yielding computed answers that do not reduce terms to their canonical terms. To prune such refutations, we introduce SLD-resolution with the canonicality test, and show that it can be incorporated into the Prolog interpreter to evaluate terms efficiently (Theorems 5.15 and 5.17). Finally, we show that SLD-resolution of our equality axioms gives the operational effect of narrowing, thus demonstrating that SLD-resolution of our equality axioms is an alternative to narrowing.

In Chapter 6, motivated by the undecidability of canonical terms as irreducible terms, we propose a semantical model based on a decidable set of constructor terms, which we regard as canonical terms, for logic programs with equality. This semantical model will be constructed by means of a new continuous function associated with a logic program. We characterize the relations over constructor terms defined by a logic program as the least fixpoint of this function. To compute the least fixpoint of this new function, we propose SLD-resolution with the constructor term test, and prove its correctness (Theorem 6.8) and completeness under ground confluence (Theorem 6.10) with respect to the least fixpoint of the function.

In Chapter 7 we propose logic programming with the Curried Herbrand universe (LPCH),
a method to introduce higher-order functions within the framework of logic programs with equality without use of higher-order logic. In LPCH, every term is built up solely of variables, constant symbols, and the binary functor denoting the Schönfinkel-Curry function application operator. We construct functional domains from the domains of the least $E$-models of LPCH programs to provide a simple but adequate semantical model for LPCH where every ground term is taken to represent a unary function. We show that, when the equality predicate is interpreted as the intensional equality, the equality axioms shown in Chapter 5 can be used to compute programs in LPCH.

Finally in Chapter 8, we conclude, and suggest some possible directions of future research.

Appendix A contains the fundamentals of first-order logic that are necessary for understanding this dissertation. The index lists the important terms and acronyms appearing in this dissertation.
Chapter 2

Amalgamation and Equality

2.1 Why Horn Clauses with Equality?

We may view functional and relational programming as contributing to the realization of logic programming: programming in which a program is a sentence in a certain logical system and computation is deduction in the logical system.\(^1\) Logic programming in such a sense is an instance of declarative programming and has the advantage that programs are intuitively ascertainable, computed answers can be justified in terms of logical semantics, and reasoning about programs can be done using the formalism of the logical system itself. Relational programming uses a restricted form of sentences in first-order logic, i.e., Horn clauses. Functional programming may use equational logic, as has been proposed by some researchers [33,41,48,80].

Goguen and Meseguer [40] recognized that the amalgamation of functional and relational programming is best done by amalgamating the logic that relational programming uses (i.e., Horn clause logic) and the logic that functional programming may use (i.e., equational logic).

\(^1\)Goguen [38] uses the term 'logical programming' for programming in which a program is a sentence in an institution and computation is deduction in the institution. Institution [39] is proposed as a mathematically rigorous definition of a logical system.
logic), proposing Horn clause logic with equality. Their proposal set a sound framework for amalgamation—a framework within which to make a further step toward the ultimate logic programming.

The semantic notion on which a functional programmer relies is that of values of expressions. Computation in functional programming languages consists in evaluation of expressions. The semantic notion on which a relational programmer relies is that of truth and logical implication. Computation in relational programming languages consists in proof of theorems. Superficially, this difference appears to draw a fundamental distinction between functional and relational programming. The distinction disappears, however, once we employ Horn clauses with equality. It is a logical implication of a program (i.e., a set of Horn clauses with equations) that a term and its value (in the sense of normal form) are equal. An evaluation of a term becomes a proof of the theorem that the term is equal to its value. By making explicit equational reasoning implicit in term evaluation, we can amalgamate functional and relational programming within the framework of Horn clauses with equality.

### 2.2 Why Equality Axioms?

Having argued that Horn clauses with equality are a promising language for the amalgamation, we must address the issue of proof method for Horn clause logic with equality. Since computation in a logic programming language is deduction in a logical system, it is imperative that a proposed proof method be efficiently implementable.

Horn clauses admit efficient computation by means of a special-purpose resolution rule called SLD-resolution.\(^2\) Equations admit efficient computation by means of a special-purpose equational deduction called term reduction (or term rewriting).\(^3\) Observing this,

\(^2\)See Chapter 3, §3.3.2.
\(^3\)See Chapter 3, §3.4.2.
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Goguen and Meseguer [40] proposed as a proof method for Horn clauses with equality the combination of SLD-resolution and a special-purpose equational deduction called narrowing,\(^4\) which is a generalized version of term reduction.

In this dissertation, we propose to adjoin equality axioms to Horn clauses with equations, using SLD-resolution as a sole proof method and dispensing with separate inference rules for equality such as narrowing. We propose this because

1. SLD-resolution of our equality axioms is at least as efficient as narrowing,

2. we dispense with the burden of implementing some separate inference rules for equality, and of interfacing them with SLD-resolution,

3. we can exploit Prolog implementation techniques,

4. our method generalizes to other useful binary relations such as inequality and partial orderings by axiomatizing those relations, rather than by inventing and implementing new inference rules for those relations.

2.3 Literature Review

In the literature on the amalgamation of functional and relational programming, five approaches may be distinguished:

1. combination of relational programming and Lisp,

2. introduction of logical variables or unification in functional programming,

3. use of conditional rewrite rules,

4. use of extended unification,

\(^4\)See Chapter 3, §3.4.2.
5. use of Horn clauses with equality.

An example of (1) is LOGLISP, designed by Robinson and Sibert [87,86]. It is a programming language amalgamating LOGIC and LISP. LOGIC is a relational programming system implemented in LISP. In LOGLISP, the user can invoke LOGIC from LISP and vice versa. Other examples in this category are Scheme/L designed by Srivastava et al. [93], which combines relational programming and Scheme, and APPLOG designed by Cohen [15].

Abramson [1], Darlington et al. [20], Lindstrom [65], Sato and Sakurai [89], Smolka [92], and You and Subrahmanyan [103] proposed functional programming languages incorporating logical variables by means of unification. Reddy [82] investigated narrowing as the operational semantics of languages in this category. These languages are, however, too inexpressive for full amalgamation.

Fribourg [30,31], Dershowitz and Plaisted [21] proposed programming languages that combine functional and relational programming languages by using conditional rewrite rules. In these papers relations are treated as truth-valued functions, so that the SLD-resolution of relational programming can be obtained as a special case of reduction or narrowing. Our approach is the opposite: we treat equation-based computation (i.e. reduction and narrowing) as a special case (where the theory contains equality axioms) of SLD-resolution.

A more interesting approach to the amalgamation of functional and relational programming is the use of extended unification, i.e., replacement of unification by equation solving. In the context of relational programming, Colmerauer [17] was the first to take this approach in Prolog II, replacing unification by equation solving over a domain of infinite trees. Later he extended his method to deal with other relations, e.g., inequality [16]. Lloyd and van Emden [26] showed that Prolog II can be regarded as a logic programming language. Barbutti et al. [5], Bert and Echahed [8], Dincbas and Vanhentenryck [22], Furbach and Hölldobler [32], Kahn [59], Kornfeld [61], Newton [79], Subrahmanyan and You [95], and Tamaki [96] attempted to incorporate extended unification into relational programming. Elcock and Hoddinott [23,24] studied extended unification by means of the standard equality axioms.
Jaffar et al. [56,58] studied relational programs with extended unification over equational theories axiomatized in Horn equality clauses.

Goguen and Meseguer [40] proposed Eqlog, a language based on Horn clauses with equality. This language is given a model-theoretic semantics and subsumes more ad hoc languages mentioned above. Computation in Eqlog is done by the combination of narrowing and SLD-resolution. Gallier and Raatz [34,35] showed a correct and complete refutation method for Horn clauses with equality combining SLD-resolution and extended unification procedures. Levi et al. [4] proposed LEAF, also based on Horn clauses with equality; this language is more restrictive than Eqlog, being a subset of Horn clauses with equality. Computation in LEAF is done by translating a LEAF program into a canonical program to which are applied resolution and another inference rule called atom elimination.

Finally we mention a language outside of the five categories listed above: TABLOG proposed by Malachi et al. [68], a language based on first-order predicate logic with equality. It goes beyond Horn clause logic and allows negation, disjunction, and biconditional. Computation is accomplished by the deductive-tableau method. Although this language is more expressive than any of the above, its practicability as a programming language has not been demonstrated.

Mathematicians have done important related work.

A Soviet mathematician Mal'cev studied algebraic systems [69,70]. An algebraic system consists of a nonempty set $S$, a set of functions over $S$, and a set of relations over $S$. The two books cited above contain studies on algebraic systems axiomatized in Horn clauses, and specifically, in quasi-identities, which are Horn clauses containing only equations. Work on algebraic systems is closely related to the theory of models, and bears on the project of amalgamation, since any model of Horn clauses with equality can be thought of as an algebraic system in the sense of Mal'cev.

Selman [91] proposed a deductive system for what he calls equation conjunction implication languages, which are Horn clauses containing only equations, and showed its corn-
pleteness. He also characterized the algebras definable in equation conjunction implication languages. McNulty [75] studied several aspects of “universal Horn logic”: equivalence of structures, definability, consistency property, decision problems. He also showed a deductive system for universal Horn logic and proved its completeness. Makowsky [67] proved that a first-order theory admits an initial term model if and only if it is equivalent to a set of universal Horn sentences.
Chapter 3

Preliminaries

This chapter contains the definitions of the concepts used in the dissertation as well as a survey of the previous work on which this dissertation depends. We have to assume some familiarity with the fundamentals of first-order logic, which are included in Appendix A.

In this dissertation we shall call a statement due to the author a theorem or a lemma, and a statement due to the others a proposition.

3.1 Preliminaries on Substitution and Unification

In this section we review the most frequently used syntactic notions. We assume that a first-order language is given.

Definition 3.1 Two expressions $e_1$ and $e_2$ are said to be identical, written $e_1 \equiv e_2$, if they are the same string of symbols.

Definition 3.2 A term or formula is said to be ground if it contains no variables.

Definition 3.3 A substitution $\theta$ is a finite set of ordered pairs, written $\{x_1/t_1, \ldots, x_n/t_n\}$, where $x_i$ is a variable, $t_i$ is a term distinct from $x_i$, and all $x_i$'s are distinct from one another.
\(\theta\) is said to be a \textit{ground substitution} if all \(t_i\)'s are ground.

**Definition 3.4** The \textit{identity substitution} is the substitution given by the empty set.

**Definition 3.5** Let \(\alpha\) be a term or quantifier-free formula and \(\theta = \{x_1/t_1, \ldots, x_n/t_n\}\) a substitution. The \textit{instance} \(\alpha\theta\) of \(\alpha\) by \(\theta\) is the term or formula obtained from \(\alpha\) by simultaneously replacing every occurrence of \(x_i\) in \(\alpha\) by \(t_i\) for all \(1 \leq i \leq n\). If \(\alpha\theta\) is ground, it is said to be a \textit{ground instance} of \(\alpha\).

**Proposition 3.1** Let \(\theta\) and \(\sigma\) be substitutions. Then there is a unique substitution \(\gamma\) such that for all terms or quantifier-free formulas \(\alpha\), \(\alpha\gamma \equiv (\alpha\theta)\sigma\).

**Definition 3.6** The substitution \(\gamma\) given in Proposition 3.1 is called the \textit{composition} of \(\theta\) and \(\sigma\), written \(\theta\sigma\).

**Definition 3.7** Two terms or quantifier-free formulas \(\alpha_1\) and \(\alpha_2\) are said to be a \textit{variant} of each other if there exist substitutions \(\theta_1\) and \(\theta_2\) such that \(\alpha_1\theta_1 \equiv \alpha_2\) and \(\alpha_2\theta_2 \equiv \alpha_1\).

**Definition 3.8** Let \(\alpha\) be a term or quantifier-free formula, \(t\) an occurrence of a term in \(\alpha\),\(^1\) and \(u\) a term. The \textit{replacement} of \(t\) by \(u\) in \(\alpha\), written \(\alpha[t \leftarrow u]\), is the term or formula obtained from \(\alpha\) by replacing the occurrence \(t\) by the term \(u\).

**Definition 3.9** Let \(S\) be a finite set of terms or atomic formulas. A substitution \(\theta\) is said to be a \textit{unifier} for \(S\) if for all \(x, y \in S, x\theta \equiv y\theta\). A unifier \(\theta\) for \(S\) is said to be a most general unifier for \(S\), if for all unifiers \(\sigma\) for \(S\), there is a substitution \(\gamma\) such that \(\sigma = \theta\gamma\).

For all finite sets of terms or atomic formulas, a most general unifier exists if a unifier exists and is unique up to variable renaming. Various efficient algorithms are known for computing most general unifiers for a finite set of terms or atomic formulas [7,71,81,85].

**Definition 3.10** Let \(t\) and \(u\) be terms. A substitution \(\theta\) is said to be a \textit{matcher} of \(t\) to \(u\) if \(t\theta \equiv u\).

\(^1\)Note that \(t\) is an occurrence of a term, not the term itself. In this dissertation, a more rigorous definition for occurrence, such as by means of access paths, is not given.
Note that a matcher of $t$ to $u$ is not necessarily a unifier for $t$ and $u$. E.g., $\{x/f(x)\}$ is a matcher of $x$ to $f(x)$, but is not a unifier of $x$ and $f(x)$; $x$ and $f(x)$ are not unifiable.

### 3.2 Preliminaries on Clausal Logic

#### 3.2.1 Syntax

Throughout this dissertation we use Kowalski’s syntax [62].

A clausal sentence is a possibly infinite set of clauses. A clause is a pair of sets of atomic formulas (hereafter abbreviated as atoms) written as:

$$A_1, ..., A_m \leftarrow B_1, ..., B_n, \ m \geq 0, n \geq 0.$$

The set $\{A_1, ..., A_m\}$ is the conclusion of the clause; $\{B_1, ..., B_n\}$ is the premise of the clause. A Horn clause is positive or negative. A positive Horn clause (or definite clause) is a clause where $m = 1$. A negative Horn clause (or goal clause) is a clause where $m = 0$ and $n \geq 1$. The empty clause is a clause where $m = 0$ and $n = 0$; it is written ‘\(\square\)’.

#### 3.2.2 Semantics

Informally, a clausal sentence is to be understood as a conjunction of its clauses. A clause:

$$A_1, ..., A_m \leftarrow B_1, ..., B_n, \ m \geq 1, n \geq 0, \quad (3.1)$$

is to be understood as:

for all $x_1, ..., x_k$, $A_1$ or $\cdots$ or $A_m$ if $B_1$ and $\cdots$ and $B_n$,

where $x_1, ..., x_k$ are the variables in the clause. A negative Horn clause:

$$\leftarrow B_1, ..., B_n, \ n \geq 1, \quad (3.2)$$
is to be understood as:

for all $x_1, \ldots, x_k$, it is not the case that $B_1$ and $\cdots$ and $B_n$,

where $x_1, \ldots, x_k$ are the variables in the clause. The empty clause is to be understood as a contradiction.

It may be helpful to the readers not familiar with clausal form to remark that clauses (3.1) and (3.2) can be written as, respectively:

$$\forall x_1 \cdots \forall x_k (A_1 \lor \cdots \lor A_m \leftarrow B_1 \land \cdots \land B_n)$$

and

$$\forall x_1 \cdots \forall x_k (\neg B_1 \land \cdots \land B_n)$$

in the standard syntax of first-order logic. Consequently, a clausal sentence can be regarded as a sentence in first-order logic and can be given the standard Tarskian model-theoretic semantics. However, the notion of Herbrand model plays an especially important role in clausal logic.

The Herbrand universe $U_L$ of a first-order language $L$ is the set of all ground terms of the language; if $L$ has no constant symbols, an arbitrary one is added to it. The Herbrand base $B_L$ of a language $L$ is the set of all ground atoms of the language. A Herbrand interpretation of $L$ is a subset of $B_L$. Given a clausal sentence $S$, we often identify the underlying language with the usual logical symbols plus the relation and function symbols appearing in $S$; in this case, we write $U_S$ and $B_S$ and speak of a Herbrand interpretation of $S$.

The definition of truth in Herbrand interpretations is given as follows.

**Definition 3.11** Let $I$ be a Herbrand interpretation of a language $L$.

1. A clausal sentence of $L$ is true in $I$ iff each of its clauses is true in $I$.

2. A clause is true in $I$ iff each of its ground instances is true in $I$. 
3. A ground clause

\[ A_1, \ldots, A_m \leftarrow B_1, \ldots, B_n \]

is true in \( I \) iff at least one of \( A_1, \ldots, A_m \) is true in \( I \) or at least one of \( B_1, \ldots, B_m \) is not true in \( I \).

4. A ground atom is true in \( I \) iff it is a member of \( I \).

**Definition 3.12** Let \( S \) be a clausal sentence of a language \( L \). A Herbrand model of \( S \) is a Herbrand interpretation of \( L \) in which \( S \) is true.

The following proposition shows the special importance of Herbrand model in clausal logic.

**Proposition 3.2** A clausal sentence \( S \) has a model iff it has a Herbrand model.

Finally, we note one more important proposition of clausal logic. We denote by \( M(S) \) the set of all Herbrand models of a sentence \( S \).

**Proposition 3.3** Let \( S \) be a clausal sentence and \( A \) a ground atom.

\[ A \in \bigcap M(S) \quad \iff \quad S \models A. \]

### 3.3 Preliminaries on Logic Programs

The material contained in this section is taken from [2,25]. For a more comprehensive and detailed treatment of logic programs, see [66].

#### 3.3.1 Semantics

A logic program is a set of positive Horn clauses. Logic programs have several important semantical properties not shared by a general clausal sentence.
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Proposition 3.4 (Model intersection property) Let $M$ be a nonempty set of Herbrand models of a set $S$ of Horn clauses. $\bigcap M$ is a Herbrand model of $S$. 

This proposition implies that, for all consistent sets $S$ of Horn clauses, $\bigcap M(S)$ is a Herbrand model of $S$. Clearly, $\bigcap M(S)$ is a subset of every Herbrand model. It is therefore called the least Herbrand model of $S$.

Proposition 3.5 (Existence of least Herbrand model) Let $S$ be a consistent set of Horn clauses. Then $\bigcap M(S) \in M(S)$. 

In addition to model-theoretic semantics, there is another important semantics of logic programs, namely fixpoint semantics. Associated with a logic program $P$ is a function $T_P$ from Herbrand interpretations to Herbrand interpretations. The denotation of $P$ as determined by fixpoint semantics is taken to be the least fixpoint of $T_P$, which coincides with the least Herbrand model $\bigcap M(P)$.

Definition 3.13 Let $P$ be a logic program. The function $T_P$ associated with $P$ from Herbrand interpretations to Herbrand interpretations is defined as follows:

$$T_P(I) = \{A \in B_P : \text{there is a ground instance } A \leftarrow B_1, \ldots, B_n, n \geq 0, \text{ of a clause in } P \text{ such that } \{B_1, \ldots, B_n\} \subseteq I\}.$$ 

Proposition 3.6 The function $T_P$ is continuous, i.e., for all increasing sequences

$$I_0 \subseteq I_1 \subseteq \cdots \subseteq I_n \subseteq I_{n+1} \subseteq \cdots$$

of Herbrand interpretations,

$$T_P\left(\bigcup_{n=0}^{\infty} I_n\right) = \bigcup_{n=0}^{\infty} T_P(I_n).$$

The power set of a Herbrand base $B_P$, namely the set of all Herbrand interpretations of $P$, forms a complete lattice under set inclusion $\subseteq$. It is well known that a continuous function $f$ over a complete lattice has the least fixpoint $\text{lf}(f)$ equal to $\bigcup_{n=0}^{\infty} f^n(\perp)$, where $\perp$ is the least element of the complete lattice.
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Proposition 3.7 Let \( P \) be a logic program.

\[
\text{lfp}(T_P) = \bigcup_{n=0}^{\infty} T^n_P(\emptyset). \quad \blacksquare
\]

To link model-theoretic and fixpoint semantics, we characterize Herbrand models in terms of \( T_P \).

Proposition 3.8 Let \( P \) be a logic program and \( I \) a Herbrand interpretation. \( I \) is a Herbrand model of \( P \) iff \( T_P(I) \subseteq I \).

\( \blacksquare \)

Proposition 3.8 implies that the least Herbrand model of a logic program is equal to the least fixpoint of the associated function.

Proposition 3.9 Let \( P \) be a logic program.

\[
\bigcap M(P) = \text{lfp}(T_P). \quad \blacksquare
\]

The following proposition summarizes important semantical properties of logic programs.

Proposition 3.10 Let \( P \) be a logic program and \( A \) a ground atom.

\[
\{ A \in B_P : P \models A \} = \bigcap M(P) = \text{lfp}(T_P) = \bigcup_{n=0}^{\infty} T^n_P(\emptyset). \quad \blacksquare
\]

In the subsequent chapters, the following notation will be frequently used.

Definition 3.14 Let \( f \) be a monotonic function over a complete lattice and \( \bot \) the least element of the lattice. We define:

\[
\begin{align*}
f \uparrow 0 & = \bot, \\
f \uparrow n & = f(f \uparrow (n-1)), \text{ for positive integers } n, \\
f \uparrow \omega & = \bigcup_{n=0}^{\infty} f^n(\bot). 
\end{align*}
\]
3.3.2 SLD-Resolution

To compute the least Herbrand model of a logic program, a special-purpose resolution theorem prover called *SLD-resolution* is used. To demonstrate that \( P \models A \) where \( A \) is a ground atom, one uses an *SLD-refutation procedure* to demonstrate that \( P \cup \{ \leftarrow A \} \) is unsatisfiable.

**Definition 3.15** Let \( G_i \equiv \leftarrow A_1, ..., A_m, C_{i+1} \equiv A \leftarrow B_1, ..., B_n \). \( G_{i+1} \) is said to be **derived** from \( G_i \) and \( C_{i+1} \) by a substitution \( \theta_{i+1} \) if

1. \( A\theta_{i+1} \equiv A_j\theta_{i+1} \) for some \( j = 1, ..., m \) (hence \( \theta_{i+1} \) is a unifier of \( A \) and \( A_j \)),

2. \( G_{i+1} \equiv \leftarrow (A_1, ..., A_j-1, B_1, ..., B_n, A_{j+1}, ..., A_m)\theta_{i+1} \).

The atom \( A_j \) is called the **selected atom**.

**Definition 3.16** Let \( P \) be a logic program and \( G \) a goal clause. An *SLD-derivation* of \( P \cup \{ G \} \) consists of

1. a (finite or infinite) sequence \( G \equiv G_0, G_1, ... \) of goal clauses each with a selected atom,

2. a sequence \( C_1, C_2, ... \) of variants of definite clauses in \( P \) (called the *input clauses* of the derivation),

3. a sequence \( \theta_1, \theta_2, ... \) of substitutions,

such that for all \( i \geq 0 \), \( G_{i+1} \) is derived from \( G_i \) and \( C_{i+1} \) by \( \theta_{i+1} \). The variants \( C_i \) are such that for all \( j \geq 1 \), \( C_j \) contains no variables appearing in \( G_0, ..., G_{j-1} \) or \( C_1, ..., C_{j-1} \).

**Definition 3.17** An *SLD-refutation* is a finite SLD-derivation that has the empty clause \( \square \), which must be the last clause of the derivation. If \( G_n \equiv \square \), the refutation has **length** \( n \).

**Definition 3.18** A *failed* SLD-derivation is a finite SLD-derivation ending with a
nonempty clause whose selected atom does not unify with any conclusion of a clause in the program.

The following proposition due to [2] is a weak form of the correctness and completeness of SLD-resolution for goal clauses containing only a single ground atom.

**Proposition 3.11** Let $P$ be a logic program and $A$ a ground atom. $P \models A$ iff there is an SLD-refutation of $P \cup \{ \leftarrow A \}$.

**Definition 3.19** Let $P$ be a logic program and $G$ a goal clause. Let $\theta_1, \theta_2, \ldots, \theta_n$ be the sequence of substitutions used in an SLD-refutation of $P \cup \{G\}$. The composition $\theta = \theta_1 \cdots \theta_n$ restricted to the variables of $G$ is called a computed answer substitution for $P \cup \{G\}$.

In logic programming, a goal clause is intended to be a question representing a computational problem and usually contains variables. A computed answer substitution for $P \cup \{G\}$ is interpreted as an answer to the question $G$. The following two propositions are due to [14].

**Proposition 3.12 (Correctness of SLD-resolution)** Let $P$ be a logic program, $G \equiv \leftarrow B_1, \ldots, B_n$ a goal clause, and $\theta$ a computed answer substitution for $P \cup \{G\}$. Then $P \models \forall[(B_1 \land \cdots \land B_n)\theta].$

**Proposition 3.13 (Completeness of SLD-resolution)** Let $P$ be a logic program, $G \equiv \leftarrow B_1, \ldots, B_n$ a goal clause, and $\theta$ be a substitution for the variables of $G$ such that $P \models \forall[(B_1 \land \cdots \land B_n)\theta]$. Then there is an SLD-refutation of $P \cup \{G\}$ with the computed answer substitution $\sigma$ such that $\theta = \sigma \gamma$ for some substitution $\gamma$.

---

*We express the universal and existential closure of a formula by prefixing $\forall$ and $\exists$ respectively.*
3.4 Preliminaries on Equational Logic and Term Rewriting Systems

The material contained in this section is taken from [42] and [52].

### 3.4.1 Algebras and Equational Logic

Throughout this dissertation, the term ‘equational logic’ refers to that part of first-order logic which deals with theories consisting of equations.

**Definition 3.20** An equation is an atomic formula of the form \( = (t, u) \); for convenience, it is written as \( t = u \).

**Definition 3.21** An algebra \( A \) is a pair \( \langle A, F \rangle \) where \( A \) is a nonempty set called the domain, universe, or carrier of \( A \) and \( F \) is a family of \( n \)-ary operations \( f : A^n \to A, n \geq 0 \).

An equational language is a first-order language whose sole relation symbol is the equality predicate \( = \) that is a logical symbol denoting the identity relation over the domain. An interpretation \( I \) of an equational language \( L \) therefore consists of a universe \( |I| \) and an assignment of \( n \)-ary functions \( f^I : |I|^n \to |I| \) to the \( n \)-ary function symbols \( f \) in \( L \). Thus any interpretation \( I \) of an equational language determines the corresponding algebra \( \langle |I|, F \rangle \) where \( F = \{ f^I : f \text{ is a function symbol in } L \} \). Henceforth, each equation in a set of equations is assumed to be universally quantified with respect to its variables.

**Definition 3.22** Let \( E \) be a set of equations. If \( E \models \forall(t = u) \), the equation \( t = u \) is said to be valid in \( E \).

**Definition 3.23** Let \( L \) be an equational language and \( E \) a set of equations in \( L \). Then \( \equiv_E \) is the finest congruence relation over the set of terms in \( L \) containing \( \{ (t\theta, u\theta) : \theta \text{ is a substitution and } t = u \in E \} \).
Proposition 3.14 Let $E$ be a set of equations. Then the equation $t = u$ is valid in $E$ iff $t \cong_E u$.

Definition 3.24 Let $L$ be an equational language and $E$ a set of equations. Then $\cong_{EG}$ is the congruence relation over the Herbrand universe $U_L$ defined by $t \cong_{EG} u \iff E \models t = u$.

Clearly, $\cong_{EG}$ is $\cong_E$ restricted to $U_L$. The relation $\cong_{EG}$ is used to construct an initial model of a set of equations. (For the definition of initiality, see Appendix A.)

Proposition 3.15 Let $L$ be an equational language and $E$ a set of equations. Let $I$ be an interpretation of $L$ such that $|I| = U_L/\cong_{EG}$ and $f^I([t_1]_{\cong_{EG}}, \ldots, [t_n]_{\cong_{EG}}) = [f(t_1, \ldots, t_n)]_{\cong_{EG}}$ for all $n$-place function symbols $f$ in $L$. Then $I$ is an initial model of $E$.

In universal algebra (e.g. [9]), the Herbrand universe of an equational language is called a term algebra generated by the empty set of variables. The initial model $I$ in Proposition 3.15 is in fact the quotient algebra of that term algebra by the congruence relation $\cong_{EQ}$.

3.4.2 Term Rewriting Systems, Reduction, and Narrowing

An important application of equations to computer science is to use them as directed rewrite rules, e.g., functional programming, symbolic computation, and equational theorem proving.

Definition 3.25 A term rewriting system is a set of equations such that for all equations $t = u$ in the set, all the variables occurring in $u$ occur in $t$.

Definition 3.26 Let $E$ be a term rewriting system. The reduction relation $\rightarrow_E$ associated with $E$ is defined on the set of terms as follows. For all terms $t$ and $u$, $t \rightarrow_E u$ iff there exist

1. an equation $t' = u'$ in $E$,

2. an occurrence $s$ of a subterm of $t$, 

3. a matcher $\theta$ of $t'$ to $s$,

such that $u \equiv t[s \leftarrow u'\theta]$. The term $t$ is said to be reducible at occurrence $s$.

**Definition 3.27** Let $E$ be a term rewriting system. The narrowing relation $\Rightarrow_E$ associated with $E$ is defined on the set of terms as follows [54]. For all terms $t$ and $u$, $t \Rightarrow_E u$ iff there exist

1. a variant $t' = u'$ of an equation in $E$ that has no variables in common with $t$,

2. an occurrence $s$ of a non-variable subterm of $t$,

3. a unifier $\theta$ of $t'$ and $s$,

such that $u \equiv t\theta[s\theta \leftarrow u'\theta]$. The term $t$ is said to be narrowable at occurrence $s$.

For example, if $E = \{0 + x = x, s(x) + y = s(x + y)\}$, then $u + 0$ is not in the domain of $\Rightarrow_E$ and $u + 0 \Rightarrow_E 0$. For ground terms, reduction and narrowing coincide. $\Rightarrow_E$ is not always a subset of $\Rightarrow_E$. E.g., let $E = \{x = a\}$. Then $f(y) \Rightarrow_E f(a)$ but $f(y) \not\Rightarrow_E f(a)$.

Let $\rightarrow_E$ be the transitive-reflexive closure of $\Rightarrow_E$. A term $t$ is an $E$-canonical (or $E$-normal) term iff there is no term $u$ such that $t \rightarrow_E u$. For all terms $t$ and $u$, $u$ is an $E$-canonical form of $t$ iff $u$ is $E$-canonical and $t \rightarrow^*_E u$. We omit the prefix $E$- when the term rewriting system is apparent from the context.

**Definition 3.28** $\Rightarrow_E$ is Noetherian or terminating iff for all terms $t$, there is no infinite reduction sequence starting from $t$.

**Definition 3.29** $\rightarrow_E$ is confluent iff for all terms $t, u, s \rightarrow^*_E t$ and $s \rightarrow^*_E u$ imply that there is a term $v$ such that $t \rightarrow^*_E v$ and $u \rightarrow^*_E v$.

A term rewriting system $E$ is said to be Noetherian (confluent) iff $\Rightarrow_E$ is Noetherian (confluent), respectively.

**Definition 3.30** A Noetherian and confluent term rewriting system is said to be canonical.
Both confluence and the Noetherian property are undecidable properties of term rewriting systems.

The following propositions show the importance of confluence and the Noetherian property of term rewriting systems.

**Proposition 3.16** Let $E$ be a Noetherian term rewriting system. Then for all terms $t$, any reduction sequence starting from $t$ leads to a canonical form of $t$.

**Proposition 3.17** Let $E$ be a confluent term rewriting system. Then for all terms $t$, a canonical form of $t$, if it exists, is unique.

**Proposition 3.18** Let $E$ be a canonical term rewriting system. Then for all terms $t$, any reduction sequence starting from $t$ leads to the unique canonical form of $t$.

**Proposition 3.19** Let $E$ be a canonical term rewriting system. Then $E \models \forall(t = u)$ iff the canonical forms of $t$ and $u$ are the same. The validity problem in a canonical term rewriting system is decidable.

Proposition 3.19 shows that term reduction is a complete inference system for the validity problem in canonical term rewriting systems. The following two propositions are the correctness and completeness of narrowing for equation solving in canonical term rewriting systems. They are taken from [54].

**Proposition 3.20** (Correctness of narrowing) Let $E$ be a canonical term rewriting system. Suppose that $\theta_1, \ldots, \theta_n$ is the sequence of substitutions used in a finite narrowing sequence:

$$h(t_0, u_0) \Rightarrow_{E} h(t_1, u_1) \Rightarrow_{E} \cdots \Rightarrow_{E} h(t_n, u_n)$$

such that $t_n$ and $u_n$ are unifiable by a unifier $\sigma$, where $h$ is a function symbol not occurring in $t_0$ or $u_0$ or $E$. Let $\theta = \theta_1 \cdots \theta_n \sigma$. Then $E \models \forall[(t_0 = u_0)\theta]$.
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Let \( E \) be a set of equations, \( \theta_1 \) and \( \theta_2 \) substitutions, and \( V \) a set of variables. We write \((\theta_1 =_E \theta_2)[V]\) iff for all \( x \in V, E \models \forall(x \theta_1 = x \theta_2)\).

**Proposition 3.21 (Completeness of narrowing)** Let \( E \) be a canonical term rewriting system and \( V \) be the set of variables appearing in two terms \( t_0 \) and \( u_0 \). Let \( \sigma \) be a substitution for \( V \) such that \( E \models \forall([(t_0 = u_0)\sigma]] \). Then there is a finite narrowing sequence:

\[
h(t_0, u_0) \Rightarrow_E h(t_1, u_1) \Rightarrow_E \cdots \Rightarrow_E h(t_n, u_n)
\]

with the substitutions \( \theta_1, \ldots, \theta_n \) such that \( t_n \) and \( u_n \) are unifiable by some unifier \( \delta \), where \( h \) is a function symbol not occurring in \( t_0 \) or \( u_0 \) or \( E \), and (letting \( \theta \) be \( \theta_1 \cdots \theta_n \delta \) restricted to \( V \)) \((\sigma =_E \theta \gamma)[V]\) for some substitution \( \gamma \).

\[\square\]

3.4.3 Reduction Strategies

When a term rewriting system is used for functional programming, reduction is used to evaluate terms. Reduction strategies therefore have important effects on the efficiency and termination of term evaluation. We define two well-known reduction strategies: innermost and outermost. When \( t \) is a subterm of a term \( u \), we say that \( u \) is a superterm of \( t \).

**Definition 3.31** A reduction rule is said to be innermost if, given a reducible term \( t \), it always reduces a subterm of \( t \) whose proper subterms are all irreducible.

**Definition 3.32** A reduction rule is said to be outermost if, given a reducible term \( t \), it always reduces a subterm \( u \) of \( t \) such that \( t \) is irreducible at any proper superterm of \( u \).
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Semantics of Logic Programs with Equality

4.1 Introduction

In the standard literature on the semantics of logic programs [2,25,66], two kinds of semantics have been studied: model-theoretic and fixpoint semantics. Model-theoretic semantics gives meaning to logic programs as sentences in first-order logic. In fixpoint semantics, a logic program is regarded as a function from Herbrand interpretations to Herbrand interpretations whose least fixpoint is taken to be the denotation of the program. Moreover, they determine the same denotation: the least Herbrand model of a logic program coincides with the least fixpoint of the function associated with the logic program (cf. § 3.3.1). This semantical duality has proved indispensable in the semantical analysis of logic programs; in particular fixpoint semantics has been used to discover and prove various properties of the least Herbrand models and of SLD-resolution.

In this chapter we show that the semantical duality of logic programs can be carried over to logic programs with equality by using the special kind of interpretation for clausal logic with equality as defined by J.A. Robinson [84] and G. Robinson and Wos [83]. This
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will be done in such a way that if a logic program contains no equations, the proposed model-theoretic and fixpoint semantics reduces to the one shown in [25], with an inessential difference necessitated by the presence of equality. Goguen and Meseguer [40] have shown that logic programs with equality possess initial models, by constructing an example of initial models called the standard models. The initial models of a logic program are determined uniquely up to isomorphism, and thus are representation-independent. Our treatment of model-theoretic semantics can be seen as a reconstruction of the standard models within the framework of [25], relating them to the fixpoint semantics that we propose. Jaffar et al. [58,56] have studied a semantics of a restricted class of logic programs with equality. Apart from this restriction, their semantics is motivated by a viewpoint different from ours. Consequently, there are differences in formulation. A comparison will be made in § 4.5.

Throughout this dissertation, $Eq$ will be the following set of equality axioms: reflexivity, symmetry, transitivity, and substitutivity for function and relation symbols.

\[ Eq = \{ \begin{array}{l}
  x = x \leftrightarrow \\
  x = y \leftrightarrow y = x \\ (4.2) \\
  x = z \leftrightarrow x = y, y = z \\ (4.3) \\
  f(x_1, \ldots, x_i, \ldots, x_{n_f}) = f(x_1, \ldots, y_i, \ldots, x_{n_f}) \leftrightarrow x_i = y_i \\ (4.4) \\
  p(x_1, \ldots, y_i, \ldots, x_{n_p}) \leftrightarrow x_i = y_i, p(x_1, \ldots, x_i, \ldots, x_{n_p}) \\ (4.5) \\
\end{array} \} \]

(4.4) is included for all non-constant function symbols $f$ with arity $n_f$ in the language and the $i$-th argument, for all $1 \leq i \leq n_f$. (4.5) is included for all non-equality relation symbols $p$ with arity $n_p$ in the language and for the $i$-th argument, for all $1 \leq i \leq n_p$. $Eq$ is a standard axiomatization of equality.

Hereafter, $\models_E$ will be used for logical implication under the truth definition where $'='$, has the fixed interpretation of the identity relation (i.e., $'='$, is a logical symbol), while $\models$ will be used for logical implication under the truth definition where $'='$, receives no special
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interpretation at all (i.e., '=' is a relation symbol open to interpretation). For example, $\models_E \forall x(x = x)$ but $\not\models \forall x(x = x)$. The following proposition shows that the two are related through the standard equality axioms $Eq$.

**Proposition 4.1** Let $S$ be a set of sentences and $\varphi$ a sentence. Then

$$S \cup Eq \models \varphi \iff S \models_E \varphi.$$ 

\[ \blacksquare \]

4.2 Clausal Logic with Equality

The purpose of this section is to describe the special kind of interpretation for clausal logic with equality defined by J.A. Robinson [84] and G. Robinson and Wos [83]. Some definitions and theorems used in later parts of the dissertation will also be given.

4.2.1 Syntax

The syntax of clausal logic with equality is the same as that of clausal logic, except that there is a distinguished predicate '=' denoting the identity relation over a domain. A positive Horn clause whose conclusion is an equation will be called an *equational clause*.

We will assume that '=' is a distinguished predicate of *every* language. The Herbrand base of a language therefore always contains all ground instances of all equations. When the convention is adopted of identifying the underlying language with the usual logical symbols plus the relation and function symbols appearing in a clausal sentence, all ground instances of all equations must be included in the Herbrand base, even if '=' does not appear in the sentence at all.

---

1Most textbooks on mathematical logic use $\models$ for our $\models_E$. 
4.2.2 Semantics

In clausal logic without equality, the importance of Herbrand interpretations lies in the fact that a clausal sentence has a model if and only if it has a Herbrand model [46]. We naturally seek a special kind of interpretation that plays a role analogous to that of Herbrand interpretations in clausal logic without equality. Two such interpretations have been proposed. One is by J.A. Robinson [84], the other by G. Robinson and Wos [83]. They are two different manifestations of the same method using a congruence relation associated with the equality predicate, which will now be described.

An interpretation $I$ of a first-order language $L$

1. specifies a nonempty set $|I|$ as the universe of discourse,

2. assigns an $n$-ary relation $p^I \subseteq |I|^n$ to each $n$-place relation symbol $p$,

3. assigns a member $c^I$ of $|I|$ to each constant symbol $c$,

4. assigns an $n$-ary function $f^I$ from $|I|^n$ to $|I|$ to each $n$-place function symbol $f$.

A Herbrand interpretation $I$ of a language $L$ is an interpretation of $L$ such that

1. $|I|$ is the Herbrand universe $U_L$,

2. $c^I = c$ for all constant symbols $c$,

3. $f^I$ is the function such that

\[ f^I(t_1, \ldots, t_n) = f(t_1, \ldots, t_n) \]

for all $n$-place function symbols $f$.

Given a language $L$, only the assignment of relations to the relation symbols varies from one Herbrand interpretation to another. Each Herbrand interpretation $I$ therefore determines uniquely the corresponding subset $I'$ of the Herbrand base $B_L$:

\[ I' = \{ p(t_1, \ldots, t_n) \in B_L : (t_1, \ldots, t_n) \in p^I \}. \]
Conversely, each subset $I'$ of $B_L$ determines uniquely the corresponding Herbrand interpretation $I$ in which the assignment of relations to the relation symbols is:

$$p^I = \{ (t_1, ..., t_n) : p(t_1, ..., t_n) \in I' \}.$$ 

Because of this existence of a bijective mapping between the Herbrand interpretations and the subsets of the Herbrand base, it is customary to identify a Herbrand interpretation with the corresponding subset of the Herbrand base and to use a simplified definition of truth (§3.2.2).

In clausal logic with equality, the special kind of interpretation as defined by J.A. Robinson [84] (henceforth E-interpretation) plays a role analogous to that of the Herbrand interpretations. Just as a Herbrand interpretation can be identified with the corresponding subset of the Herbrand base, an E-interpretation can be identified with the corresponding subset of the Herbrand base that forms a congruence closure. Such was the line taken by G. Robinson and Wos [83].

**J.A. Robinson's E-Interpretations**

J.A. Robinson's E-interpretations are defined using partitions of the Herbrand universe.

A partition $\pi$ of a set $S$ is a set of nonempty subsets of $S$ with the property that for all $x \in S$, $x$ is a member of exactly one $B \in \pi$. The members of a partition $\pi$ are called the blocks of $\pi$. We denote by $[x]_\pi$ the block of which $x$ is a member, omitting the subscript ' $\pi$' when the partition is apparent from the context.

Let $L$ be a language and $\Pi_L$ be the set of all partitions $\pi$ of the Herbrand universe $U_L$ such that for all $n$-place function symbols $f$, if terms $t_i$ and $u_i$ are members of the same block of $\pi$ for all $1 \leq i \leq n$, then $f(t_1, ..., t_n)$ and $f(u_1, ..., u_n)$ are members of the same block of $\pi$. An E-interpretation $I$ of a language $L$ is an interpretation of $L$ such that

1. $|I|$ is a $\pi \in \Pi_L$,

2. $c^I = [c]_\pi$ for all constant symbols $c$. 
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3. \( f^I \) is the function such that
\[
f^I([t_1]_\pi, \ldots, [t_n]_\pi) = [f(t_1, \ldots, t_n)]_\pi
\]
for all \( n \)-place function symbols \( f \). Note that the right-hand side is unique because of the condition on the partitions in \( \Pi_L \).

The interpretation of the relation symbols varies from E-interpretation to E-interpretation. An E-model of a sentence \( S \) is an E-interpretation in which \( S \) is true. (See Appendix A for the definition of truth in non-Herbrand interpretations.)

Example 4.1 Let \( S \) be the clausal sentence \( \{a = b \leftarrow \} \). There are two E-interpretations \( I \) and \( J \): \( I \) with the partition \( \{ \{a\}, \{b\} \} \) as universe, \( J \) with the partition \( \{ \{a, b\} \} \) as universe. Note that \( '=' \) denotes the identity relation. \( I \) is not an E-model of \( S \), since \( a^I = \{a\} \neq b^I = \{b\} \). \( J \) is an E-model of \( S \), since \( a^J = b^J = \{a, b\} \).

Let \( S \) be any clausal sentence and \( M \) any model of \( S \). Let \( \cong_M \) be the binary relation over the Herbrand universe \( U_S \) such that \( t \cong_M u \) iff \( t = u \) is true in \( M \), namely iff \( t \) and \( u \) receive the identical denotation in \( M \). The relation \( \cong_M \) is easily seen to be a congruence relation over \( U_S \), and therefore the set of all congruence classes induced by \( \cong_M \), \( U_S/\cong_M \), is a partition in \( \Pi_S \). Let \( M' \) be the E-interpretation defined by

1. \( |M'| = U_S/\cong_M \),
2. \( p^{M'} = \{ ([t_1]_{\cong_M}, \ldots, [t_n]_{\cong_M}) : p(t_1, \ldots, t_n) \text{ is true in } M \} \), for all relation symbols \( p \).

Note that the assignment of the constant and function symbols is fixed by \( U_S/\cong_M \). It is routine to check that \( M' \) is an E-model of \( S \). Hence we have a proposition due to [84].

**Proposition 4.2** A clausal sentence \( S \) has a model iff it has an E-model.

This theorem is a generalization of a theorem due to Herbrand (Proposition 3.2) to clausal logic with equality, and implies that theorem by identifying with a Herbrand interpretation.
an E-interpretation in which the universe is the partition whose blocks are all singleton sets containing a member of the Herbrand universe.

G. Robinson and Wos's E-Interpretations

Given a language $L$, only the partition $\pi$ assigned as the universe and the assignment of relations over $\pi$ to the relation symbols vary from one E-interpretation to another. Now there is a bijective mapping between the E-interpretations (in the sense of J.A. Robinson) and those subsets of the Herbrand base which form a congruence closure.\(^2\)

**Definition 4.1** Let $L$ be a first-order language and $I$ a subset of $B_L$. $I$ is said to be a congruence closure iff it satisfies the following conditions:

1. for all $t \in U_L$, $t = t \in I$,

2. for all $t, u \in U_L$, if $t = u \in I$ then $u = t \in I$,

3. for all $s, t, u \in U_L$, if $s = t \in I$ and $t = u \in I$ then $s = u \in I$,

4. for all function symbols $f$, if $t_i = u_i \in I$ for some $1 \leq i \leq n_f$, then $f(t_1, ..., t_i, ..., t_{n_f}) = f(t_1, ..., u_i, ..., t_{n_f}) \in I$,

5. for all non-equality predicates $p$, if $t_i = u_i \in I$ for some $1 \leq i \leq n_p$, and $p(t_1, ..., t_i, ..., t_{n_p}) \in I$, then $p(t_1, ..., u_i, ..., t_{n_p}) \in I$. ■

**Definition 4.2** Let $I$ be a subset of $B_L$ that is a congruence closure. We define on $U_L$ the congruence relation associated with $I$, $\equiv_I$, by

$$\forall t, u \in U_L, \ t \equiv_I u \iff t = u \in I.$$ ■

The existence of a bijection between the E-interpretations and the congruence closures is seen as follows. Let $I$ be an E-interpretation with a partition $\pi$ as universe. Let $I'$ be the subset of $B_L$,

\(^2\)The term 'congruence closure' was not used by Robinson and Wos and is introduced by the author.
$I' = \{ A \in B_L : A \text{ is true in } I \} = \{ t = u : t \text{ and } u \text{ are members of the same block of } \pi \} \cup \{ p(t_1, ..., t_n) : ([t_1]_\pi, ..., [t_n]_\pi) \in p' \}.$

It is easy to see that $I'$ is a uniquely determined congruence closure.

Conversely, let $I$ be a congruence closure and $\cong_I$ the associated congruence relation. Clearly, the set of all congruence classes induced by $\cong_I$, $U_I/\cong_I$, is a partition in $\Pi_L$. We define the E-interpretation $I'$ corresponding to $I$:

1. $|I'| = U_I/\cong_I$,
2. $p' = \{ ([t_1]_{\cong_I}, ..., [t_n]_{\cong_I}) : p(t_1, ..., t_n) \in I \}.$

Thus, there is indeed a bijective mapping between the E-interpretations and those subsets of the Herbrand base which form a congruence closure.

**Example 4.2** Let $S$ be the clausal sentence $\{a = b \leftarrow \}$ in Example 4.1. The congruence closure $\{a = a, b = b\}$ corresponds to the E-interpretation $I$. The congruence closure $\{a = a, b = b, a = b, b = a\}$ corresponds to the E-interpretation $J$.

Now that there is a bijective mapping between the E-interpretations and those subsets of the Herbrand base which form a congruence closure, we identify an E-interpretation with the corresponding congruence closure, just as we identify a Herbrand interpretation with the corresponding subset of the Herbrand base. This was the line taken by Robinson and Wos [83]. Moreover, for all ground equations $t = u$ and E-interpretations $I$ with $|I| = \pi$,

$t = u \text{ is true in } I \text{ iff } [t]_\pi = [u]_\pi \text{ iff } t = u \text{ is a member of the congruence closure corresponding to } I,$

and for all non-equational ground atoms $p(t_1, ..., t_n)$ and E-interpretations $I$ with $|I| = \pi$, the following holds:
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\[ p(t_1, ..., t_n) \text{ is true in } I \iff \langle [t_1]_\pi, ..., [t_n]_\pi \rangle \in p' \iff \]
\[ p(t_1, ..., t_n) \text{ is a member of the congruence closure corresponding to } I. \]

Hence a clausal sentence \( S \) is true in an E-interpretation \( I \) iff \( S \) is true in the congruence closure corresponding to \( I \) regarded as a Herbrand interpretation. To determine the truth of a clausal sentence \( S \) in an E-interpretation \( I \), it suffices to determine the truth of \( S \) in the corresponding congruence closure using the simplified truth definition for Herbrand interpretations. The identification of an E-interpretation with the corresponding congruence closure therefore brings a special benefit of being able to treat an E-interpretation simply as a subset of the Herbrand base that is a congruence closure and to use the simplified truth definition for Herbrand interpretations. Since this identification greatly facilitates the formal development of our semantical theory of logic programs with equality (§4.4), we shall adopt the identification throughout the rest of this dissertation, unless otherwise stated.

We now redefine E-interpretations, truth, and E-models.

**Definition 4.3** Let \( L \) be a first-order language. An E-interpretation of \( L \) is a subset of \( B_L \) which is a congruence closure.

We will speak of an E-interpretation of a clausal sentence \( S \) when the convention is adopted of identifying the underlying language with the usual logical symbols plus the relation and function symbols appearing in \( S \). The definition of truth in E-interpretations is the same as that for clauses without equality.

**Definition 4.4** Let \( S \) be a clausal sentence of a language \( L \). An E-model of \( S \) is an E-interpretation of \( L \) in which \( S \) is true.

We have completed the description of E-interpretations due to J.A. Robinson and to G. Robinson and Wos. In the rest of this chapter, we discuss our contribution: a generalization of the semantical theory in [25] to deal with equality by means of E-interpretations.

E-interpretations and E-models can be characterized in terms of the standard equality
axioms $Eq$.

**Theorem 4.1** Let $L$ be a language and $I$ a subset of $B_L$.

$I$ is an E-interpretation of $L$ $\iff$
$I$ is a Herbrand model of $Eq$ $\iff$
$I = T_{Eq}(I)$.

**Proof** The first equivalence is obvious. We prove the second equivalence.

if: Suppose that $I = T_{Eq}(I)$. By Proposition 3.8, $I$ is a Herbrand model of $Eq$.

only if: Suppose that $I$ is a Herbrand model of $Eq$. By Proposition 3.8, $T_{Eq}(I) \subseteq I$. Thus it suffices to show that $I \subseteq T_{Eq}(I)$. Suppose that $t = u \in I$. Since $I$ is a Herbrand model of $Eq$, $t = t \in I$ by the reflexivity axiom (4.1). The ground clause $t = u \iff t = t, t = u$ is a ground instance of the transitivity axiom (4.3). Hence $t = u \in T_{Eq}(I)$. Suppose that a non-equational atom $p(t_1, \ldots, t_n) \in I$. Since $I$ is a Herbrand model of $Eq$, $t_1 = t_1 \in I$.

By the substitutivity axioms for the relation symbols (4.5), $p(t_1, \ldots, t_n) \in T_{Eq}(I)$. Thus $I \subseteq T_{Eq}(I)$.

**Theorem 4.2** Let $S$ be a clausal sentence and $I$ a subset of $B_S$. $I$ is an E-model of $S$ iff $I$ is a Herbrand model of $S \cup Eq$.

**Proof**

$I$ is an E-model of $S$ $\iff$
$I$ is a Herbrand model of $S$ and is an E-interpretation $\iff$ (by Theorem 4.1)
$I$ is a Herbrand model of $S$ and of $Eq$ $\iff$
$I$ is a Herbrand model of $S \cup Eq$.

To conclude this section, we state two theorems for later use.

**Theorem 4.3** Let $I$ be a nonempty set of E-interpretations. $\bigcap I$ is an E-interpretation.
Proof. By Theorem 4.1, \( I \) is a nonempty set of Herbrand models of \( Eq \). By the model intersection property of Horn clauses (Proposition 3.4), \( \bigcap I \) is a Herbrand model of \( Eq \). By Theorem 4.1, \( \bigcap I \) is an \( E \)-interpretation.

We denote by \( M_E(S) \) the set of all \( E \)-models of a sentence \( S \). The following theorem is a generalization of the first theorem in \$5\$ of [25] (cf. Proposition 3.3) to clausal logic with equality.

**Theorem 4.4** Let \( S \) be a clausal sentence and \( A \) a ground atom.

\[
A \in \bigcap M_E(S) \iff S \models_E A.
\]

Proof

\[
A \in \bigcap M_E(S) \iff \text{(by Theorem 4.2)}
\]

\[
A \in \bigcap M(S \cup Eq) \iff \text{(by Proposition 3.3)}
\]

\[
S \cup Eq \models A \iff \text{(by Proposition 4.1)}
\]

\[
S \models_E A.
\]

4.3 The Standard Model

Goguen and Meseguer [40] have shown that a logic program with equality possesses an initial model, which is determined uniquely up to isomorphism; because of this uniqueness up to isomorphism, an initial model of a logic program is proposed as its intended model which is representation-independent. To show the existence of an initial model, Goguen and Meseguer constructed an example of the initial models, called the standard models. In [40], the standard model of a logic program is constructed in the same way as an initial model of a set of equations (i.e., the quotient algebra of a term algebra by the congruence relation determined by the set of equations; see Proposition 3.15), namely by replacing the Herbrand universe by the quotient of the Herbrand universe with respect to the congruence relation determined by all ground equations logically implied by the logic program.
Let $S$ be a clausal sentence. We define the congruence relation $\equiv_S$ over $U_S$ by:

$$\forall t, u \in U_S, \ t \equiv_S u \iff S \models_E t = u.$$ 

Let $M_S$ be an interpretation where

1. $|M_S| = U_S/\equiv_S$,

2. $p^{M_S} = \{ ([t_1]_{\equiv_S}, \ldots, [t_n]_{\equiv_S}) : S \models_E p(t_1, \ldots, t_n) \}$ for all non-equality relation symbols $p$.

3. $c^{M_S} = [c]_{\equiv_S}$ for all constant symbols $c$,

4. $f^{M_S}([t_1]_{\equiv_S}, \ldots, [t_n]_{\equiv_S}) = [f(t_1, \ldots, t_n)]_{\equiv_S}$ for all function symbols $f$.

The following proposition is due to Goguen and Meseguer [40], where its proof can be found.

**Proposition 4.3** Let $S$ be a consistent set of Horn clauses. $M_S$ is an initial model of $S$.  

4.4 Semantics of Logic Programs with Equality

4.4.1 Model Intersection Property and Least E-Models

We state two semantical properties peculiar to sets of Horn clauses.

**Theorem 4.5** (Model intersection property) Let $\mathcal{M}$ be a nonempty set of E-models of a set $S$ of Horn clauses. $\bigcap \mathcal{M}$ is an E-model of $S$.

**Proof** By Theorem 4.2, $\mathcal{M}$ is a nonempty set of Herbrand models of $S \cup \mathit{Eq}$. By the model intersection property of Horn clauses (Proposition 3.4), $\bigcap \mathcal{M}$ is a Herbrand model of $S \cup \mathit{Eq}$. By Theorem 4.2, $\bigcap \mathcal{M}$ is an E-model of $S$.  

This theorem implies that, for all consistent sets $S$ of Horn clauses, $\bigcap M_E(S)$ is an E-model of $S$.
Theorem 4.6 (Existence of least E-model) Let $S$ be a consistent set of Horn clauses. Then $\bigcap M_E(S) \subseteq M_E(S)$.

Proof By Theorem 4.5. ■

Clearly, $\bigcap M_E(S)$ is a subset of every E-model of $S$. We therefore call $\bigcap M_E(S)$ the least E-model of $S$. The following theorem shows that $\bigcap M_E(S)$ is a reconstruction of the standard model by Goguen and Meseguer [40].

Theorem 4.7 Let $S$ be a clausal sentence. Let $\equiv_{\bigcap M_E(S)}$ be the congruence relation associated with $\bigcap M_E(S)$, namely the one defined by:

$$\forall t, u \in U_S, t \equiv_{\bigcap M_E(S)} u \iff t = u \in \bigcap M_E(S).$$

Then $\equiv_S$ is equal to $\equiv_{\bigcap M_E(S)}$. Recall that

$$\forall t, u \in U_S, t \equiv_S u \iff S \models_E t = u.$$ 

Proof

\begin{align*}
t \equiv_S u & \iff \\
S \models_E t = u & \iff \text{(by Theorem 4.4)} \\
t = u & \in \bigcap M_E(S) \iff \\
t \equiv_{\bigcap M_E(S)} u.
\end{align*}

■

4.4.2 Fixpoint Semantics of Logic Programs

In logic programs without equality, associated with a logic program $P$ is a function $T_P$ from Herbrand interpretations to Herbrand interpretations. The denotation of $P$ as determined by fixpoint semantics is taken to be the least fixpoint of $T_P$, which coincides with the least Herbrand model $\bigcap M(P)$. 
In this section we propose a new function $F_P$ from E-interpretations to E-interpretations associated with a logic program $P$ to provide a fixpoint semantics for logic programs with equality. The goal is to define $F_P$ so that the least fixpoint of $F_P$ coincides with the least E-model of $P$ and so that $F_P$ can be used to prove various properties of the least E-models and of proof methods for logic programs with equality.

To provide fixpoint semantics, we need a suitable partial ordering over the set of all E-interpretations. Here, taking advantage of the identification of the E-interpretations and the corresponding congruence closures, we simply use the set inclusion relation between congruence closures, which turns out to be a suitable partial ordering.

Let $I_1, I_2$ be congruence closures and $I'_1, I'_2$ be the corresponding E-interpretations (in the sense of J.A. Robinson), respectively. Since $I_1$ and $I_2$ are the sets of ground atoms (including equations) true in $I'_1$ and $I'_2$ respectively, we have that $I_1 \subseteq I_2$ iff

$$\forall A \in B_L, \text{ if } A \text{ is true in } I'_1 \text{ then } A \text{ is true in } I'_2.$$ 

This allows us to translate the set inclusion relation between congruence closures into the relation between the corresponding E-interpretations (in the sense of J.A. Robinson).

Before defining $F_P$, it is necessary to prove the existence of the function that maps an arbitrary subset $I$ of $B_P$ to the least E-interpretation containing $I$. It is well known in elementary algebra that for every binary relation $R$ over a set, the least equivalence relation containing $R$ exists and is equal to the intersection of all equivalence relations containing $R$. A similar result holds for congruence relations over the Herbrand universe. We prove the existence of the least congruence closure containing $I$, for any given subset $I$ of the Herbrand base. For any subset $I$ of the Herbrand base, let $I' = \{ A \leftarrow: A \in I \}$.

**Theorem 4.8** Let $L$ be a language and $I \subseteq B_L$. The least congruence closure containing $I$ exists and is equal to $\bigcap M_E(I')$.

**Proof** For all $J \subseteq B_L$, $J$ is a congruence closure containing $I$ iff $J$ is an E-interpretation containing $I$ iff $J$ is an E-model of $I'$. By Theorem 4.6, $\bigcap M_E(I')$ is the least E-model of $I'$
and hence is the least congruence closure containing $I$. 

$\bigcap M_E(I')$ can be characterized by $T_{Eq}$.

**Theorem 4.9** Let $L$ be a language and $I \subseteq B_L$.

$$\bigcap M_E(I') = \bigcup_{n=0}^{\infty} T^n_{Eq}(I \cup \{t = t : t \in U_L\}).$$

**Proof**

$$\bigcap M_E(I') = \text{(by Theorem 4.2)}$$

$$\bigcap M(I' \cup Eq) = \text{(by Proposition 3.10)}$$

$$\bigcup_{n=0}^{\infty} T^n_{I \cup Eq}(\emptyset).$$

We now prove by induction that for all $n \geq 0$,

$$T_{I \cup Eq}^{n+1}(\emptyset) = T^n_{Eq}(I \cup \{t = t : t \in U_L\}). \quad (4.6)$$

**basis:** $T_{I \cup Eq}(\emptyset) = I \cup \{t = t : t \in U_L\} = T^0_{Eq}(I \cup \{t = t : t \in U_L\}).$

**induction step:** Let $J = I \cup \{t = t : t \in U_L\}$. We note that

$$J = T^0_{Eq}(J) \subseteq \cdots \subseteq T^i_{Eq}(J) \subseteq T^{i+1}_{Eq}(J) \subseteq \cdots. \quad (4.7)$$

(4.7) is easily proved by induction. By (4.7), for all $i \geq 0$

$$I \subseteq T^i_{Eq}(J).$$

Hence, for all $i \geq 0$

$$T_{I \cup Eq}(T^i_{Eq}(J)) = T_{Eq}(T^i_{Eq}(J)). \quad (4.8)$$

Suppose that (4.6) is true for all $n \leq m$. Consider the case where $n = m + 1$.

$$T_{I \cup Eq}^{m+2}(\emptyset) =$$

$$T_{I \cup Eq}(T_{I \cup Eq}^{m+1}(\emptyset)) = \text{(by the induction hypothesis)}$$

$$T_{I \cup Eq}(T^m_{Eq}(I \cup \{t = t : t \in U_L\})) = \text{(by (4.8))}$$

$$T^{m+1}_{Eq}(I \cup \{t = t : t \in U_L\}).$$
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This completes the proof of (4.6). So by (4.6),

\[ \bigcup_{n=0}^{\infty} T_{I_n \cup E_0}^{n+1}(0) = \bigcup_{n=0}^{\infty} T_{E_0}^{n}(I \cup \{t = t : t \in U_L\}). \]

So,

\[ \bigcap M_E(I') = \bigcup_{n=0}^{\infty} T_{E_0}^{n}(I \cup \{t = t : t \in U_L\}). \]

The above two theorems tell us that, given a subset \( I \) of the Herbrand base, there is the least superset of \( I \) which is a congruence closure. Hence, there is the function which maps a subset \( I \) of the Herbrand base to the least superset of \( I \) that is a congruence closure.

**Definition 4.5**  Let \( L \) be a language and \( I \) a subset of \( B_L \). The function congruence closure of \( I \), \( cl(I) \), is the one that maps \( I \) to the least superset of \( I \) which is a congruence closure, i.e.,

\[ cl(I) = \bigcap M_E(I') = \bigcup_{n=0}^{\infty} T_{E_0}^{n}(I \cup \{t = t : t \in U_L\}). \]

**Theorem 4.10**  Let \( L \) be a language. The function \( cl(I) \) is continuous, i.e., for all increasing sequences

\[ I_0 \subseteq I_1 \subseteq \cdots \subseteq I_n \subseteq I_{n+1} \subseteq \cdots \]

of subsets of \( B_L \),

\[ cl(\bigcup_{n=0}^{\infty} I_n) = \bigcup_{n=0}^{\infty} cl(I_n). \]

**Proof**  Let \( REF \) be \( \{t = t : t \in U_L\} \). We prove that

\[ \bigcup_{n=0}^{\infty} T_{E_0}(\bigcup_{j=0}^{\infty} I_j \cup REF) = \bigcup_{n=0}^{\infty} (\bigcup_{j=0}^{\infty} T_{E_0}(I_j \cup REF)). \]

Obviously,

\[ (\bigcup_{j=0}^{\infty} I_j \cup REF) = \bigcup_{j=0}^{\infty} (I_j \cup REF). \]

Since \( T_{E_0} \) is continuous, the \( n \)-fold composition of \( T_{E_0}, T_{E_0}^n, \) is continuous for all \( n \geq 0 \). So,

\[ T_{E_0}^n((\bigcup_{j=0}^{\infty} I_j) \cup REF) = \]

\[ T_{E_0}^n(\bigcup_{j=0}^{\infty}(I_j \cup REF)) = \]

\[ \bigcup_{j=0}^{\infty} T_{E_0}(I_j \cup REF). \]
CHAPTER 4. SEMANTICS OF LOGIC PROGRAMS WITH EQUALITY

So,

\[
\bigcup_{n=0}^{\infty} T_{E}^{n}(I_{j} \cup REF) = \\
\bigcup_{n=0}^{\infty} \bigcup_{j=0}^{\infty} T_{E}^{n}(I_{j} \cup REF) = \\
\bigcup_{j=0}^{\infty} \bigcup_{n=0}^{\infty} T_{E}^{n}(I_{j} \cup REF).
\]

The set of all E-interpretations of a language forms a complete lattice under the set inclusion relation \(\subseteq\).

**Theorem 4.11** The set of all E-interpretations of a language \(L\) forms a complete lattice under the set inclusion relation \(\subseteq\), with \(\{ t = t : t \in U_{L} \}\) as the least element and \(B_{L}\) as the greatest element.

**Proof** Clearly, \(\subseteq\) is a partial ordering on the set of all E-interpretations. Let \(I\) be any set of E-interpretations. The greatest lower bound of \(I\) is \(\bigcap I\), because \(\bigcap I\) is an E-interpretation by Theorem 4.3. The least upper bound of \(I\) is \(cl(\bigcup I)\). To see this, consider an upper bound \(I_{0}\) of \(I\). \(I_{0}\) is an E-interpretation and \(I \subseteq I_{0}\) for all \(I \in I\). Hence, \(\bigcup I \subseteq I_{0}\) and \(I_{0}\) is a congruence closure. By Definition 4.5, \(cl(\bigcup I) \subseteq I_{0}\).

Consider, for example, the least E-interpretation \(\{ t = t : t \in U_{L} \}\). This corresponds to the E-interpretation (in the sense of J.A. Robinson) in which the universe is the partition whose blocks are all singleton sets each containing a member of the Herbrand universe, and no non-equality relations hold among any objects whatever. The greatest E-interpretation \(B_{L}\) corresponds to the E-interpretation (in the sense of J.A. Robinson) in which the universe is the partition containing only one element which is the denotation of every ground term, and all relations hold among this single object.

We are now in a position to define the function \(F_{P}\) associated with a logic program \(P\).

**Definition 4.6** Let \(P\) be a logic program. The function \(F_{P}\) associated with \(P\) from E-interpretations to E-interpretations is defined as follows. Let \(I\) be an E-interpretation.

\[
F_{P}(I) = cl(T_{P}(I)).
\]
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Given an E-interpretation \( I \), \( T_P(I) \) contains all ground atoms obtainable from \( I \) by a one-step application of modus ponens; \( T_P(I) \) by itself is not in general an E-interpretation. The function \( cl \) then closes \( T_P(I) \) with respect to equality, extending \( T_P(I) \) to the least E-interpretation containing it. Hence the equality relation is "built into" \( F_P \), so that, e.g., if atoms \( s = t \) and \( t = u \) are obtained from \( I \) by an application of \( T_P \), then \( F_P(I) \) contains \( s = u \), regardless of how \( s = u \) is actually deduced.

**Theorem 4.12** The function \( F_P \) is continuous.

**Proof** By definition, \( F_P \) is the composition of two continuous functions \( cl \) and \( T_P \). Hence, \( F_P \) is continuous.

It is well known that a continuous function \( f \) over a complete lattice has the least fixpoint \( lfp(f) \) equal to \( \bigcup_{n=0}^{\infty} f^n(\bot) \), where \( \bot \) is the least element of the lattice. Since the least element of the lattice of E-interpretations is \( \{ t = t : t \in U_P \} \), \( lfp(F_P) \) is equal to \( \bigcup_{n=0}^{\infty} F_P^n(\{ t = t : t \in U_P \}) \), which we take to be the denotation of \( P \) as determined by fixpoint semantics.

**Theorem 4.13** Let \( P \) be a logic program.

\[
lfp(F_P) = \bigcup_{n=0}^{\infty} F_P^n(\{ t = t : t \in U_P \}).
\]

To link model-theoretic and fixpoint semantics, we characterize E-models in terms of \( F_P \). The following theorem is a generalization of the theorem in §7 of [25] (cf. Proposition 3.8) to logic programs with equality.

**Theorem 4.14** Let \( P \) be a logic program and \( I \) an E-interpretation. \( I \) is an E-model of \( P \) iff \( F_P(I) \subseteq I \).

**Proof** only if: Suppose that \( I \) is an E-model of \( P \). By Theorem 4.2, \( I \) is a Herbrand model of \( P \cup Eq \). So, \( I \) is a Herbrand model of \( P \). So, \( T_P(I) \subseteq I \) by Proposition 3.8. By
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Theorem 4.10, the function $cl$ is continuous and hence monotonic, implying that $cl(T_P(I)) \subseteq cl(I) = I$. Hence, $F_P(I) \subseteq I$.

if: Suppose that $I$ is not an E-model of $P$. $P$ is not true in $I$. So, there is a ground instance:

$$A \leftarrow B_1, \ldots, B_m$$

of a clause in $P$ such that it is not true in $I$. Hence, $A \notin I$ and $B_i \in I$ for all $1 \leq i \leq m$. But, $A \in T_P(I) \subseteq F_P(I)$. Thus, $F_P(I) \not\subseteq I$.

Finally, we can prove the desired result, i.e., that the least E-model of a logic program is equal to the least fixpoint of the associated function.

**Theorem 4.15** Let $P$ be a logic program.

$$\bigcap M_E(P) = \text{lfp}(F_P).$$

**Proof**

$$\bigcap M_E(P) = \ (\text{by Theorem 4.14})$$

$$\bigcap \{I : I \text{ is an E-interpretation and } F_P(I) \subseteq I\} =$$

$$\text{lfp}(F_P).$$

By Theorems 4.4, 4.13, and 4.15, we get

**Theorem 4.16** Let $P$ be a logic program and $A$ a ground atom.

$$\{A : P \models_E A\} = \bigcap M_E(P) = \text{lfp}(F_P) = \bigcup_{n=0}^{\infty} F_P^n(\{t = t : t \in U_P\}).$$

Suppose that no equations appear in a logic program $P$. Then it is clear that

$$\bigcap M_E(P) = \bigcap M(P) \cup \{t = t : t \in U_P\}$$

and

$$F_P(I) = T_P(I) \cup \{t = t : t \in U_P\}.$$
CHAPTER 4. SEMANTICS OF LOGIC PROGRAMS WITH EQUALITY

The necessity to add \( \{ t = t : t \in U_P \} \) arises from the fact that \( \models_E \forall (x = x) \); hence the two equations above show that our treatment of the semantics of logic programs is a generalization of the one in [25] to the case where a logic program may contain equations.

4.5 A Comparison with the Semantics of Jaffar et al.

In this section we compare our semantics of logic programs with equality with that studied by Jaffar et al. [58,56]. Jaffar et al. [58] studied the semantics of logic programs augmented with Horn clause equality theory (see below). Later, they proposed a logic programming language scheme [56] based on the theory in [58]—a scheme for logic programming languages whose instances are obtained by supplying unification complete equality theories for the scheme’s parameter.

A logic program as defined by Jaffar et al. [58,56] is a pair \((P, E)\) where \(P\) is a definite clause logic program and \(E\) is a consistent Horn clause equality theory. A definite clause logic program is a finite set of definite clauses:

\[
A \leftarrow e_1, \ldots, e_n, B_1, \ldots, B_m
\]

where \(A\) and \(B_i\) \((1 \leq i \leq m)\) are atoms other than equations, and \(e_j\) \((1 \leq j \leq n)\) are equations. A Horn clause equality theory is a possibly infinite set of Horn equality clauses. A Horn equality clause is a Horn clause containing only equations.

Let \((P, E)\) be a logic program. \(E\) induces the associated congruence relation \(\equiv_E\) over \(U_{(P,E)}\) defined by:

\[
\forall t, u \in U_{(P,E)}, \ t \equiv_E u \iff E \models_E t = u.
\]

The \(E\)-base of \((P, E)\) is defined to be the set

\[
\{ p([t_1]_{\equiv_E}, \ldots, [t_n]_{\equiv_E}) : [t_i]_{\equiv_E} \in U_{(P,E)}/\equiv_E \text{ and } p \text{ is a non-equality predicate} \}.
\]

An \(E\)-interpretation (in their sense) is a subset of the \(E\)-base. Truth in \(E\)-interpretation is defined in an obvious way, leading to the existence of least \(E\)-models.
The function $T_{(P,E)}$ associated with $(P,E)$ from E-interpretations to E-interpretations is defined by

$$T_{(P,E)}(I) = \{ p([t_1]_{\equiv_E}, \ldots, [t_l]_{\equiv_E}) : \text{there is a ground instance } p(u_1, \ldots, u_l) \leftarrow e_1, \ldots, e_n, B_1, \ldots, B_m \text{ of a clause in } P \text{ such that } [t_i]_{\equiv_E} = [u_i]_{\equiv_E} \text{ for all } 1 \leq i \leq l \\
\text{and } E \models_E e_j \text{ for all } 1 \leq j \leq n \text{ and } [B_k]_{\equiv_E} \in I \text{ for all } 1 \leq k \leq m \}.$$ 

$T_{(P,E)}$ is continuous and its least fixpoint is equal to $\bigcup_{n=0}^{\infty} T_{(P,E)}^n(\emptyset)$, which coincides with the least E-model of $(P,E)$.

It is clear that their least E-models coincide with our least E-models, for all logic programs in their sense. (cf. § 4.4.1). There are, however, differences between their E-interpretations and the function $T_{(P,E)}$, and our E-interpretations and the function $F_P$. It seems that in their logic programs, a Horn clause equality theory $E$ is intended to specify a certain predetermined algebra which is to be superimposed by a user program $P$ [55,57]. Since the Horn clause equality theory is independent of $P$ and hence its models can be constructed without regard to $P$, it is possible to define E-interpretations and $T_{(P,E)}$ in terms of the quotient domain predetermined by $E$.

In our logic programs, equations and non-equational atoms have the same status: equations can appear anywhere in a program and equality and other relations can be defined mutually recursively. The E-interpretations are defined using partitions over the Herbrand universe, and the function $F_P$ is defined in such a way as to accumulate logically implied equations (namely the congruence relation) as well as other atoms, rather than to define them in terms of the congruence relation predetermined by all ground equations logically implied by $P$. 
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Amalgamation

5.1 Introduction

Having studied the semantics of logic programs with equality, we address the question how to compute with them. Although the standard equality axioms qualify as a logic program, their use as such is computationally infeasible because the SLD-resolution search space contains many refutations yielding useless answers and many infinite derivations. We therefore replace the standard equality axioms by two sets of equality axioms where equations are operationally interpreted as *confluence to a common term*. After proving the correctness of the two sets of equality axioms, we prove their completeness under a condition given in terms of *reduction* associated with logic programs, namely that of *ground confluence*. Though computationally feasible, the two sets of equality axioms are still inadequate to the purpose of term evaluation, because the search space contains refutations yielding answers that do not reduce terms to their canonical forms. To amalgamate term evaluation with logic programming by pruning such refutations, we propose *SLD-resolution with the canonicality test* and show that its search spaces are amenable to search by the Prolog interpreter. Finally, we show that SLD-resolution of our equality axioms gives the operational effect of narrowing, thus demonstrating that it is an alternative to narrowing.
5.2 Computational Intractability of the Standard Equality Axioms

The standard set \( \text{Eq} \) of equality axioms:

\[
\text{Eq} = \{ \quad x = x \leftarrow \quad (5.1) \\
\quad , \quad x = y \leftarrow y = x \quad (5.2) \\
\quad , \quad x = z \leftarrow x = y, y = z \quad (5.3) \\
\quad , \quad f(x_1, \ldots, x_i, \ldots, x_n) = f(x_1, \ldots, y_i, \ldots, x_n) \leftarrow x_i = y_i \quad (5.4) \\
\quad , \quad p(x_1, \ldots, y_i, \ldots, x_n) \leftarrow x_i = y_i, p(x_1, \ldots, x_i, \ldots, x_n) \quad (5.5) \\
\}
\]

is a set of positive Horn clauses.\(^1\) Hence, by the correctness and completeness of SLD-resolution, for all sets \( P \) of positive Horn clauses and for all goal clauses \( G \), there is an SLD-refutation of

\[
P \cup \text{Eq} \cup \{ G \} \quad (5.6)
\]

if and only if (5.6) is unsatisfiable. However, the SLD-resolution search space of (5.6) typically contains many refutations yielding useless answers and numerous infinite derivations. It is not amenable to efficient search by SLD-refutation procedures using, like Prolog interpreters, the depth-first search strategy.

Take, for example, the following logic program \( P \) defining addition:

\[
P = \{ \quad 0 + x = x \leftarrow \quad (5.7) \\
\quad , \quad s(x) + y = s(x + y) \leftarrow \quad (5.8) \\
\}
\]

and the standard equality axioms \( \text{Eq} \):

\[
\text{Eq} = \{ \quad x = x \leftarrow \quad (5.9)
\]

\(^{1}\)Note that (5.4) and (5.5) are an axiom schema; see page 30.
\[ x = y \leftarrow y = x \]  \hfill (5.10)
\[ x = z \leftarrow x = y, y = z \]  \hfill (5.11)
\[ s(x) = s(y) \leftarrow x = y \]  \hfill (5.12)
\[ x_1 + x_2 = y_1 + x_2 \leftarrow x_1 = y_1 \]  \hfill (5.13)
\[ x_1 + x_2 = x_1 + y_2 \leftarrow x_2 = y_2 \]  \hfill (5.14)
\}

Suppose that \( s(0) + 0 \) is to be "evaluated", i.e., a substitution \( \theta = \{ x/t \} \) is to be found such that

\[ P \cup Eq \models (s(0) + 0 = x)\theta. \]

There are many answers, some of which are not informative, such as \( \{ x/s(0) + 0 \} \) and \( \{ x/s(0 + 0) \} \). Typically, the user wants \( x \) to be instantiated to a canonical form of \( s(0) + 0 \). However, canonical forms have no special status in the SLD-refutation procedure so that the user can do no better than to force the procedure to generate answers until a canonical form is encountered. Consider one of many SLD-refutations of \( P \cup Eq \cup \{ \leftarrow s(0) + 0 = x \} \).

\[ \leftarrow s(0) + 0 = x \]
\[ (5.11) \mid \]
\[ \leftarrow s(0) + 0 = y_1, y_1 = x \]
\[ (5.8) \mid \{ y_1/s(0 + 0) \} \]
\[ \leftarrow s(0 + 0) = x \]
\[ (5.11) \mid \]
\[ \leftarrow s(0 + 0) = y_2, y_2 = x \]
\[ (5.12) \mid \{ y_2/s(y_3) \} \]
\[ \leftarrow 0 + 0 = y_3, s(y_3) = x \]
\[ (5.7) \mid \{ y_3/0 \} \]
\[ \leftarrow s(0) = x \]
\[ (5.9) \mid \{ x/s(0) \} \]
This refutation, which reduces the term to its canonical form, is found by the right choice of the equality axioms and the equations defining functions, among a large number of alternatives. The need for the right choice of the axioms and equations also arises in equation solving, as the following SLD-refutation of $P \cup Eq \cup \{\leftarrow x + s(0) = s(s(0))\}$ shows.

\[
\begin{align*}
\leftarrow x + s(0) &= s(s(0)) \\
(5.11) &| \\
\leftarrow x + s(0) &= y_1, y_1 = s(s(0)) \\
(5.8) &|\{x/s(x_1), y_1/s(x_1 + s(0))\} \\
\leftarrow s(x_1 + s(0)) &= s(s(0)) \\
(5.12) &| \\
\leftarrow x_1 + s(0) &= s(0) \\
(5.7) &|\{x_1/0\} \\
\leftarrow x/s(0) \\
\end{align*}
\]

5.3 The Equality Axioms

We have seen that the standard equality axioms $Eq$ are computationally intractable and that there is need for controlled search. What are adequate controls, i.e., rules for the choice of the equality axioms and equations? It seems that there is no single set of all-purpose controls; evaluation of terms and equation solving, for example, may require radically different search strategies.

For the purpose of functional programming, with which this dissertation is concerned, equations are used directionally as left-to-right rewrite rules. An adequate set of control
rules for that purpose is therefore one which, when acted upon SLD-refutation procedures, performs rewriting of terms efficiently.

How are we to implement such controlled rules? One possibility is to express the required control in a metalanguage and to impose it on the standard equality axioms and a logic program. We adopt a different method, which we regard as being more in spirit of logic programming: to use different predicates denoting the same relation, namely equality. The different predicates are so used as to result in a small SLD-resolution search space, while preserving the correctness of the clauses with respect to the intended relation.

In the following, two sets of equality axioms, called $E_{q1}$ and $E_{q2}$, will be presented. The explanation of the axioms will follow immediately after the presentation of the axioms. In §5.9, $E_{q1}$ and $E_{q2}$ will be modified into a form executable by a Prolog interpreter augmented with the ability to test for canonical forms. When executed by such a Prolog interpreter, the two different substitutivity axioms in $E_{q1}$ and $E_{q2}$ give rise to different evaluation rules.

As explained above, the predicates of the form $eq_i$, $1 \leq i \leq 3$, will be used. They all denote the same relation: equality.

**The Equality Axioms $E_{q1}$**

The equality axioms $E_{q1}$ is defined as follows.

\[
E_{q1} = \{ \quad eq_1(x, y) \leftarrow eq_2(x, z), eq_2(y, z) \\
, \quad eq_2(x, x) \leftarrow \\
, \quad eq_2(x, z) \leftarrow eq_3(x, y), eq_2(y, z) \\
, \quad eq_3(x, y) \leftarrow x = y \\
, \quad eq_3(f(x_1, ..., x_i, ..., x_{n_f}), f(x_1, ..., y_i, ..., x_{n_f})) \leftarrow eq_3(x_i, y_i) \quad (5.19) \\
\}
\]

(5.19) is included for all non-constant function symbols $f$ in the language and the $i$-th argument, for all $1 \leq i \leq n_f$. 

The Equality Axioms $Eq_2$

The equality axioms $Eq_2$ is defined as follows.

$$Eq_2 = \{ \text{eq}_1(x, y) \leftarrow eq_2(x, z), eq_2(y, z) \} \quad (5.20)$$

$$, \text{eq}_2(x, x) \leftarrow \quad (5.21)$$

$$, \text{eq}_2(x, z) \leftarrow \text{eq}_3(x, y), eq_2(y, z) \quad (5.22)$$

$$, \text{eq}_2(x, y) \leftarrow x = y \quad (5.23)$$

$$, \text{eq}_3(f(x_1, ..., x_n), f(y_1, ..., y_n)) \leftarrow$$

$$\text{eq}_2(x_1, y_1), ..., eq_2(x_n, y_n) \quad (5.24)$$

(5.24) is included for all non-constant function symbols in the language.

The predicate ‘$=$’ is the one that appears in the conclusions of equational clauses. Hence the relation $eq_3$ as determined by (5.18) is one-step reduction at outermost functors. The substitutivity axiom (5.19) adds one-step reduction at subterms, however deeply nested, to one-step reduction at outermost functors. The relation $eq_3$ in $Eq_1$ is therefore one-step reduction.\(^2\) The clauses (5.16) and (5.17) say that $eq_2$ is the reflexive-transitive closure of $eq_3$, hence of one-step reduction. In $Eq_2$, the substitutivity axiom (5.24) uses $eq_2$ and so $eq_3$ is no longer one-step reduction; $eq_2$ comes out to be the reflexive-transitive closure of one-step reduction. The clauses (5.15) and (5.20) say that the relation $eq_1$ holds of $x$ and $y$ if $x$ and $y$ reduce to a common term. These two clauses add some equation solving capabilities to $Eq_1$ and $Eq_2$ while preserving the directional use of equations. In fact, because of the addition of these clauses, it becomes possible to generalize the reduction relation as usually defined for term rewriting systems to logic programs, and to prove the completeness of $Eq_1$ and $Eq_2$ under ground confluence (§§5.7 and 5.8).

\(^2\)A precise definition of reduction for logic programs will be given in §5.5.
5.4 Transformed Programs

To use $Eq_1$ and $Eq_2$ for computing with a logic program with equality, we use the transformed program of it. First, it is necessary to define homogeneous forms of logic programs [26].

**Definition 5.1** The homogeneous form of a non-equational clause\(^3\)

$$p(t_1, ..., t_n) \leftarrow B_1, ..., B_m \quad (m, n \geq 0)$$

is

$$p(x_1, ..., x_n) \leftarrow x_1 = t_1, ..., x_n = t_n, B_1, ..., B_m$$

where $x_1, ..., x_n$ are $n$ different variables not occurring in the original clause. The homogeneous form of an equational clause is itself.

**Definition 5.2** The homogeneous form of a logic program is the set of the homogeneous forms of its clauses.

Homogeneous forms of logic programs dispense with the need for the substitutivity axioms for predicates.\(^4\)

**Example 5.1** Shown below is a logic program defining the addition function and the relation less than or equal to.

$$P = \{ \quad 0 + x = x \leftarrow \\
\quad , \quad s(x) + y = s(x + y) \leftarrow \\
\quad , \quad leq(0, u) \leftarrow \\
\quad , \quad leq(s(u), s(v)) \leftarrow leq(u, v) \\
\}.$$

\(^3\)Recall that an equational clause is a positive Horn clause whose conclusion is an equation.

\(^4\)Precisely speaking, it means that the least Herbrand model of $P \cup Eq$ coincides with that of $P_{hom} \cup Eq'$, where $P_{hom}$ is the homogeneous form of $P$ and $Eq'$ is $Eq$ minus all the substitutivity axioms for the predicates, not that $P \cup Eq$ is logically equivalent to $P_{hom} \cup Eq'$, which is in general false.
Its homogeneous form is

\[ P' = \{ \begin{array}{l}
0 + x = x \leftarrow \\
, \quad s(x) + y = s(x + y) \leftarrow \\
, \quad leq(x, y) \leftarrow x = 0, y = u \\
, \quad leq(x, y) \leftarrow x = s(u), y = s(v), leq(u, v)
\end{array} \} \]

To use \( Eq_1 \) or \( Eq_2 \), we replace by \( eq_1(M, N) \) each equation \( M = N \) in the condition of a clause in the homogeneous form.

**Definition 5.3** The transformed equation of an equation \( M = N \) is \( eq_1(M, N) \). The transformed atom of a non-equational atom \( A \) is \( A \) itself. The transformed clause \( C_T \) of a Horn clause \( C \):

\[ A \leftarrow B_1, ..., B_m \]

where \( A \) may be absent, is obtained from \( C \) by replacing every \( B_i \) by its transformed atom. The transformed program \( P_T \) of a logic program \( P \) is the set of the transformed clauses of the clauses in the homogeneous form of \( P \).

**Example 5.2** The transformed program \( P_T \) of \( P \) shown in Example 5.1 is:

\[ P_T = \{ \begin{array}{l}
0 + x = x \leftarrow \\
, \quad s(x) + y = s(x + y) \leftarrow \\
, \quad leq(x, y) \leftarrow eq_1(x, 0), eq_1(y, u) \\
, \quad leq(x, y) \leftarrow eq_1(x, s(u)), eq_1(y, s(v)), leq(u, v)
\end{array} \} \]

Given a logic program \( P \) and a goal clause \( G \), computation is achieved by the SLD-resolution of \( P_T \cup Eq_1 \cup \{G_T\} \) or of \( P_T \cup Eq_2 \cup \{G_T\} \), where \( P_T \) is the transformed program of \( P \) and \( G_T \) is the transformed goal clause of \( G \). In the following, the subscript \( _T \) will be used for transformed atoms, clauses, and programs.
5.5 Reduction Associated with Logic Programs

Under what condition are transformed programs and $Eq_1$ or $Eq_2$ complete? In other words, under what condition does $eq_1$ in $P_T \cup Eq_1$ or $P_T \cup Eq_2$ coincide with $=$ in the least $E$-model of $P$? An answer will be provided in terms of a condition on the reduction relation associated with a logic program, namely the condition of ground confluence (see below). In this section we define the reduction relation associated with a logic program.

In term rewriting systems, a ground term $t$ is reducible if there is a subterm of $t$ matching the left-hand side of some equation (§3.4.2, Definition 3.26). The same definition is not useful in the case of logic programs because of the presence of equational clauses:

$$M = N \leftarrow B_1, \ldots, B_m.$$  \hspace{1cm} (5.25)

Even if a subterm of $t$ matches $M$ by a matcher $\theta$, we would not like to call $t$ reducible unless all $B_i\theta$'s are satisfied. This observation suggests the following definition of reduction in logic programs: a ground term $t$ is reducible using (5.25) if a subterm of $t$ matches $M$ by a matcher $\theta$ and

$$P \models_E \exists(B_1 \wedge \cdots \wedge B_m)\theta.$$  \hspace{1cm} (5.26)

But this definition induces a computational difficulty; if some $B_i$ is an equation $M' = N'$ then (5.26) requires, in general, two-way rewriting to see if $(M' = N')\theta$ holds. This difficulty has indeed been observed by Kaplan [60] in the context of conditional rewrite rules.\footnote{A conditional rewrite rule in the sense of Kaplan is a positive Horn clause:

$$M = N \leftarrow M_1 = N_1, \ldots, M_n = N_n$$

such that all the variables occurring in $M_i, N_i$ for all $1 \leq i \leq n$, and $N$ occur in $M$.} We agree with Kaplan that the operational interpretation of an equation that is computationally feasible yet as close semantically to equality as possible is confluence to a common term.

This is the reason for our adopting the clauses (5.15) and (5.20) in $Eq_1$ and $Eq_2$. Such an interpretation of equations seems to lead to a complicated definition of reduction, as in [60] in the case of conditional rewrite rules. Now the interpretation of an equation
as confluence to a common term is what \( eq_1 \) in \( Eq_1 \) and \( Eq_2 \) is. The desired reduction relation can therefore be defined in terms of transformed programs and \( Eq_1 \) or \( Eq_2 \). We use \( Eq_1 \).

Let \( P \) be a logic program. The reduction relation \( \rightarrow_P \) associated with \( P \) is defined on the set of all ground terms, i.e., the Herbrand universe of \( P \), as follows.

**Definition 5.4** For all ground terms \( M \) and \( N \),

\[
M \rightarrow_P N \overset{\text{def}}{\iff} P_T \cup Eq_1 \models eq_3(M, N),
\]

where \( P_T \) is the transformed program of \( P \).

**Definition 5.5** For all ground terms \( M \) and \( N \),

\[
M \leftarrow_P N \overset{\text{def}}{\iff} M \rightarrow_P N \text{ or } N \rightarrow_P M.
\]

Let \( \ast_P \) \((\ast_P)\) be the transitive-reflexive closure of \( \rightarrow_P \) \((\rightarrow_P)\). We omit the subscript when the logic program is apparent from the context.

**Definition 5.6** \( \rightarrow_P \) is said to be ground confluent iff for all ground terms \( M, N, \) and \( S \), \( S \rightarrow_P M \) and \( S \rightarrow_P N \) imply that there is a ground term \( T \) such that \( M \ast_P T \) and \( N \ast_P T \). A logic program \( P \) is said to be ground confluent iff \( \rightarrow_P \) is ground confluent.

The following property is a well-known property of confluence, often called the Church-Rosser property.

**Proposition 5.1** Suppose that \( \rightarrow_P \) is ground confluent. Then \( M \ast_P N \) iff there is a ground term \( L \) such that \( M \ast_P L \) and \( N \ast_P L \).

**Definition 5.7** \( \rightarrow_P \) is said to be ground Noetherian (or ground terminating) iff for all ground terms \( M \), there is no infinite reduction sequence starting from \( M \). A logic program \( P \) is said to be ground Noetherian iff \( \rightarrow_P \) is ground Noetherian.

**Definition 5.8** A ground term \( M \) is a \( P \)-canonical (or \( P \)-normal) term iff there is no
term $N$ such that $M \rightarrow_P N$. For all ground terms $M$ and $N$, $N$ is a $P$-canonical form of $M$ iff $N$ is $P$-canonical and $M \rightarrow_P N$.

We omit the prefix $P$- when the logic program is apparent from the context. (We also omit ‘ground’ when no confusion should arise.) When a logic program is a term rewriting system, the reduction $\rightarrow_P$ coincides with the usual reduction for term rewriting systems [49,52], restricted to ground terms. When a logic program is a set of conditional rewrite rules as defined by Kaplan [60], $\rightarrow_P$ coincides with the reduction as defined by Kaplan for conditional rewrite rules, restricted to ground terms.

The following theorem shows that $\rightarrow_P$ and $eq_2$ in $Eq_1$ coincide.

**Theorem 5.1** Let $P$ be a logic program. Then for all ground terms $M$ and $N$,

$$M \rightarrow_P N \iff P_T \cup Eq_1 \models eq_2(M,N).$$

**Proof** \(\rightarrow\) By induction on the $n$ of $\rightarrow_P$.

**basis:** Suppose $M \rightarrow^0_P N$. Then $M \equiv N$. Hence by (5.16), $P_T \cup Eq_1 \models eq_2(M,N)$.

**induction step:** Suppose the theorem is true for reduction of less than $m + 1$ steps, $m \geq 0$. Consider $M$ and $N$ such that $M \rightarrow^{m+1}_P N$. Then $M \rightarrow Q \rightarrow^m N$ for some ground term $Q$. By Def. 5.4,

$$P_T \cup Eq_1 \models eq_3(M,Q).$$

By the induction hypothesis,

$$P_T \cup Eq_1 \models eq_2(Q,N).$$

Hence by (5.17),

$$P_T \cup Eq_1 \models eq_2(M,N).$$

\(\leftarrow\) By induction on the $n$ of $T_{P_T \cup Eq_1 \uparrow n}$.

**basis:** Suppose $eq_2(M,N) \in T_{P_T \cup Eq_1 \uparrow 1}$. Then it must be an instance of (5.16) and hence $M \equiv N$. Thus $M \rightarrow^0 N$. 

induction step: Suppose that the theorem is true for the atoms \( eq_2(M, N) \in T_{P_T \cup Eq_1} \uparrow n \) where \( n \leq m \). Consider \( eq_2(M, N) \in T_{P_T \cup Eq_1} \uparrow (m + 1) \). If \( eq_2(M, N) \) is an instance of (5.16) then \( M \equiv N \) and therefore \( M \not\rightarrow N \). Otherwise there is a ground instance:

\[
eq_2(M, N) \leftarrow eq_3(M, Q), eq_2(Q, N)
\]

of the clause (5.17) such that \( eq_3(M, Q), eq_2(Q, N) \in T_{P_T \cup Eq_1} \uparrow m \). By Def. 5.4, \( M \rightarrow Q \). By the induction hypothesis, \( Q \not\rightarrow N \). Thus \( M \not\rightarrow N \).

5.6 Correctness of Eq₁, Eq₂, and Transformed Programs

Before proving the correctness of \( P_T \cup Eq_1 \) with respect to \( P \cup Eq \), we need a lemma. Let \( P_{hom} \) be the homogeneous form of a logic program \( P \).

**Lemma 5.1** Let \( P \) be a logic program. Then

\[
P \cup Eq \models P_{hom}.
\]

**Proof** It suffices to show that every clause in \( P_{hom} \) is logically implied by \( P \cup Eq \). Any equational clause in \( P_{hom} \) is logically implied by \( P \cup Eq \) because it is in \( P \). Consider a non-equational clause in \( P_{hom} \):

\[
p(x_1, ..., x_n) \leftarrow x_1 = t_1, ..., x_n = t_n, B_1, ..., B_n.
\]

Clearly,

\[
P \models [p(t_1, ..., t_n) \leftarrow B_1, ..., B_n].
\]

By the substitutivity axioms for predicates (5.5),

\[
Eq \models [p(x_1, ..., x_n) \leftarrow t_1 = x_1, ..., t_n = x_n, p(t_1, ..., t_n)].
\]

Thus,

\[
P \cup Eq \models [p(x_1, ..., x_n) \leftarrow x_1 = t_1, ..., x_n = t_n, B_1, ..., B_n].
\]
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We are now in a position to prove the correctness of $P_T \cup E_{q_1}$ with respect to $P \cup E_q$. We express by the following sentences that the intended interpretation of ‘$e_{qi}$’ ($1 \leq i \leq 3$) is equality:

\begin{align}
\forall x \forall y (e_{q_1}(x, y) &\iff x = y), \\
\forall x \forall y (e_{q_2}(x, y) &\iff x = y), \\
\forall x \forall y (e_{q_3}(x, y) &\iff x = y).
\end{align}

(5.27) 
(5.28) 
(5.29)

**Theorem 5.2** Let $P$ be a logic program. Then

$$P \cup E_q \cup \{(5.27), (5.28), (5.29)\} \models P_T \cup E_{q_1}.$$ 

**Proof** By Lemma 5.1, $P \cup E_q \models P_{hom} \cup E_q$. Hence it suffices to show that

$$P_{hom} \cup E_q \cup \{(5.27), (5.28), (5.29)\} \models P_T \cup E_{q_1}.$$ 

Since $P_T$ is obtained from $P_{hom}$ by replacing $M = N$ in the conclusions by $e_{q_1}(M, N)$, $P_{hom} \cup \{(5.27)\} \models P_T$. Hence it suffices to show that

$$E_q \cup \{(5.27), (5.28), (5.29)\} \models E_{q_1}.$$ 

It is easy to see that ($(5.1) =$ reflexivity, $(5.2) =$ symmetry, $(5.3) =$ transitivity, $(5.4) =$ functor substitutivity):

\begin{align}
\{(5.2), (5.3), (5.27), (5.28)\} &\models (5.15), \\
\{(5.1), (5.28)\} &\models (5.16), \\
\{(5.3), (5.28), (5.29)\} &\models (5.17), \\
\{(5.29)\} &\models (5.18), \\
\{(5.4), (5.29)\} &\models (5.19).
\end{align}

Thus

$$E_q \cup \{(5.27), (5.28), (5.29)\} \models E_{q_1}.$$ 

Thus the theorem holds. \[\blacksquare\]
Corollary 5.1 Let $P$ be a logic program. For all ground atoms $A$ other than those of the form $eq_i(M, N) \ (1 \leq i \leq 3)$,

$$P_T \cup Eq_1 \models A \quad \rightarrow \quad P \cup Eq \models A$$

and for all ground terms $M$ and $N$,

$$P_T \cup Eq_1 \models eq_1(M, N) \quad \rightarrow \quad P \cup Eq \models M = N.$$

Proof Suppose

$$P_T \cup Eq_1 \models A.$$  

By Theorem 5.2,

$$P \cup Eq \cup \{(5.27), (5.28), (5.29)\} \models A.$$  

Since the predicates $eq_i \ (1 \leq i \leq 3)$ do not occur in $A$ or $P$ or $Eq$,

$$P \cup Eq \models A.$$  

Suppose

$$P_T \cup Eq_1 \models eq_1(M, N).$$  

By Theorem 5.2,

$$P \cup Eq \cup \{(5.27), (5.28), (5.29)\} \models eq_1(M, N).$$

Hence $eq_1(M, N)$ is true in every model of $P \cup Eq \cup \{(5.27), (5.28), (5.29)\}$. But in every model of $P \cup Eq \cup \{(5.27), (5.28), (5.29)\}$, the relations $eq_1$ and $=$ are the same, because of (5.27). So $M = N$ is true in every model of $P \cup Eq \cup \{(5.27), (5.28), (5.29)\}$, and hence

$$P \cup Eq \cup \{(5.27), (5.28), (5.29)\} \models M = N.$$  

Since the predicates $eq_i \ (1 \leq i \leq 3)$ do not occur in $M = N$ or $P$ or $Eq$,

$$P \cup Eq \models M = N. \blacksquare$$
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Theorem 5.3 Let $P$ be a logic program. For all atoms $A$ other than those of the form $eq_i(M, N)$ ($1 \leq i \leq 3$),

$$P_T \cup E_q \models \forall A \quad \rightarrow \quad P \cup E_q \models \forall A$$

and for all terms $M$ and $N$,

$$P_T \cup E_q \models \forall(eq_1(M, N)) \quad \rightarrow \quad P \cup E_q \models \forall(M = N).$$

Proof Suppose that $P_T \cup E_q \models \forall A$. Let $x_1, ..., x_n$ be all the variables occurring in $A$. Let $a_1, ..., a_n$ be some distinct constant symbols not occurring in $P_T$ or $A$. Let $\theta = \{x_1/a_1, ..., x_n/a_n\}$. Then $A\theta$ is ground and

$$P_T \cup E_q \models A\theta.$$

By Corollary 5.1,

$$P \cup E_q \models A\theta.$$

Hence by the completeness of SLD-resolution, there is an SLD-refutation of $P \cup E_q \cup \{\leftarrow A\theta\}$. Since $a_i$’s do not occur in $P$ or $E_q$ or $A$, by textually replacing $a_i$ by $x_i$ ($1 \leq i \leq n$) in this refutation, we obtain an SLD-refutation of $P \cup E_q \cup \{\leftarrow A\}$ with the identity substitution as the computed answer substitution. Hence by the correctness of SLD-resolution,

$$P \cup E_q \models \forall A.$$

The case for equations is proved analogously.

Theorem 5.4 (Correctness of $E_q$ and transformed programs) Let $P$ be a logic program and $G$ a goal clause $\leftarrow B_1, ..., B_m$. Let $\theta$ be any computed answer substitution for $P_T \cup E_q \cup \{G_T\}$. Then

$$P \models_E \forall(B_1 \land \cdots \land B_m)\theta.$$
Proof  Let $G_T \equiv B_1^T, \ldots, B_m^T$. Let $\theta$ be a computed answer substitution for $P_T \cup \text{Eq}_1 \cup \{G_T\}$. By the correctness of SLD-resolution,

$$P_T \cup \text{Eq}_1 \models \forall(B_1^T \land \cdots \land B_m^T)\theta.$$ 

So $P_T \cup \text{Eq}_1 \models \forall(B_i^T\theta)$ for all $1 \leq i \leq m$. By Theorem 5.3, $P \cup \text{Eq} \models \forall(B_i\theta)$. So

$$P \cup \text{Eq} \models \forall(B_1 \land \cdots \land B_m)\theta.$$ 

By Proposition 4.1,

$$P \models_E \forall(B_1 \land \cdots \land B_m)\theta. \quad \blacksquare$$ 

The correctness of $P_T \cup \text{Eq}_2$ with respect to $P \cup \text{Eq}$ can be proved analogously.

5.7  Completeness of $\text{Eq}_1$ and Transformed Programs under Ground Confluence

The goal of this section is to prove the completeness under ground confluence of $P_T \cup \text{Eq}_1$ with respect to $P \cup \text{Eq}$. The first theorem to be proved is the converse of Corollary 5.1 on the assumption that $P$ is ground confluent, i.e., that for all non-equational ground atoms $A$,

$$P \cup \text{Eq} \models A \quad \rightarrow \quad P_T \cup \text{Eq}_1 \models A$$

and for all ground terms $M$ and $N$,

$$P \cup \text{Eq} \models M = N \quad \rightarrow \quad P_T \cup \text{Eq}_1 \models \text{eq}_1(M, N).$$

By Proposition 4.1 and Theorem 4.16, it suffices to show that

$$A \in F_P \uparrow \omega \quad \rightarrow \quad P_T \cup \text{Eq}_1 \models A$$

and

$$M = N \in F_P \uparrow \omega \quad \rightarrow \quad P_T \cup \text{Eq}_1 \models \text{eq}_1(M, N).$$

We first need a lemma.
Lemma 5.2 Let $P$ be a logic program and $I \subseteq B_P$. Suppose that $M = N \in F_P(I)$. Then there are ground terms $K_i$

$$M \equiv K_0, \ldots, K_i, \ldots, K_n \equiv N, \quad n \geq 0,$$

such that for every pair of $K_i$ and $K_{i+1}$, $0 \leq i \leq n - 1$, $K_{i+1} \equiv K_i[s \leftarrow t]$ and either $s = t \in T_P(I)$ or $t = s \in T_P(I)$ for some ground terms $s$ and $t$.

Proof By Definitions 4.5 and 4.6,

$$F_P(I) = \bigcup_{n=0}^{\infty} T_{E_q}^n(T_P(I) \cup \{t = t : t \in U_P\}).$$

We prove the lemma by induction on the power $n$ of $T_{E_q}$ above.

basis: Suppose that $M = N \in T_{E_q}^0(T_P(I) \cup \{t = t : t \in U_P\}) = T_P(I) \cup \{t = t : t \in U_P\}$. If $M = N \in T_P(I)$ then we can take $K_0 \equiv M, K_1 \equiv N, s \equiv M$, and $t \equiv N$. If $M = N \in \{t = t : t \in U_P\}$ then $M \equiv N$ and we can take $K_0 \equiv M \equiv N$.

induction step: Suppose that the lemma is true for all $n \leq m$. Consider $M$ and $N$ such that

$$M = N \in T_{E_q}^{m+1}(T_P(I) \cup \{t = t : t \in U_P\}).$$

Then there is a ground instance:

$$M = N \leftarrow B_1, \ldots, B_k$$

of a clause in $E_q$ such that

$$\{B_1, \ldots, B_k\} \subseteq T_{E_q}^m(T_P(I) \cup \{t = t : t \in U_P\}).$$

Four cases must be considered.

case 1: Suppose (5.30) is an instance of the reflexivity axiom. We can take $K_0 \equiv M \equiv N$.

case 2: Suppose (5.30) is an instance of the symmetry axiom,

$$M = N \leftarrow N = M.$$
By the induction hypothesis, there are ground terms

\[ N \equiv K_0, ..., K_n \equiv M \]

such that \( K_{i+1} \equiv K_i[s \leftarrow t] \) and either \( s = t \in T_P(I) \) or \( t = s \in T_P(I) \). Hence there are terms

\[ M \equiv K_n, ..., K_0 \equiv N \]

such that \( K_i \equiv K_{i+1}[t \leftarrow s] \) and either \( s = t \in T_P(I) \) or \( t = s \in T_P(I) \).

**case 3:** Suppose (5.30) is an instance of the transitivity axiom,

\[ M = N \leftarrow M = L, L = N. \]

By the induction hypothesis, there are ground terms

\[ M \equiv K_0, ..., K_i \equiv L \equiv K_l, ..., K_n \equiv N \]

such that \( K_{i+1} \equiv K_i[s \leftarrow t] \) and either \( s = t \in T_P(I) \) or \( t = s \in T_P(I) \).

**case 4:** Suppose (5.30) is an instance of a substitutivity axiom for functors,

\[ f(..., M', ...) = f(..., N', ...) \leftarrow M' = N' \]

where \( M \equiv f(..., M', ...) \) and \( N \equiv f(..., N', ...) \). By the induction hypothesis, there are ground terms

\[ M' \equiv K_0, ..., K_n \equiv N' \]

such that \( K_{i+1} \equiv K_i[s \leftarrow t] \) and either \( s = t \in T_P(I) \) or \( t = s \in T_P(I) \). Then there are ground terms

\[ f(..., M', ...) \equiv f(..., K_0, ...), ..., f(..., K_n, ...) \equiv f(..., N', ...) \]

such that \( f(..., K_{i+1}, ...) \equiv f(..., K_i, ...) \leftarrow t \) and either \( s = t \in T_P(I) \) or \( t = s \in T_P(I) \).

This completes the induction step.

The lemma therefore holds.
Theorem 5.5 Let $P$ be a ground confluent logic program. For all non-equational ground atoms $A$,

$$A \in F_P \uparrow \omega \implies P_T \cup E_{q_1} \models A$$

and for all ground terms $M$ and $N$,

$$M = N \in F_P \uparrow \omega \implies P_T \cup E_{q_1} \models e_{q_1}(M, N).$$

Proof By induction on the $n$ of $F_P \uparrow n$.

basis: We note $F_P \uparrow 0 = \{t = t : t \in U_P\}$. Clearly, $P_T \cup E_{q_1} \models e_{q_1}(t, t)$ for all $t \in U_P$, because of (5.15) and (5.16).

induction step: Suppose that the theorem is true for all $n \leq m$. We treat equations first.

Suppose that $M = N \in F_P \uparrow (m + 1)$. By Lemma 5.2, there are ground terms $K_i$

$$M \equiv K_0, ..., K_n \equiv N, \quad n \geq 0,$$

such that for every pair of $K_i$ and $K_{i+1}$, $0 \leq i \leq n - 1$, $K_{i+1} \equiv K_i[s \leftarrow t]$ and either $s = t \in T_P(F_P \uparrow m)$ or $t = s \in T_P(F_P \uparrow m)$ for some ground terms $s$ and $t$.

Suppose that $s = t \in T_P(F_P \uparrow m)$. Then there is a ground instance:

$$s = t \leftarrow B_1, ..., B_k$$

of a clause in $P$ such that $\{B_1, ..., B_k\} \subseteq F_P \uparrow m$. By the induction hypothesis, $P_T \cup E_{q_1} \models B_i^T$ for all $1 \leq i \leq k$, where $B_i^T$ is the transformed atom of $B_i$. Hence $P_T \cup E_{q_1} \models s = t$.

So $P_T \cup E_{q_1} \models e_{q_3}(s, t)$ by (5.18) and hence $P_T \cup E_{q_1} \models e_{q_3}(K_i, K_{i+1})$ by (5.19). Using a similar argument, we see that $t = s \in T_P(F_P \uparrow m)$ implies $P_T \cup E_{q_1} \models e_{q_3}(K_{i+1}, K_i)$.

So the terms $K_i$'s are such that $P_T \cup E_{q_1} \models e_{q_3}(K_i, K_{i+1})$ or $P_T \cup E_{q_1} \models e_{q_3}(K_{i+1}, K_i)$. Hence by Definition 5.4, the terms are such that $K_i \rightarrow_P K_{i+1}$ or $K_{i+1} \rightarrow_P K_i$. By Definition 5.5, $K_i \leftrightarrow_P K_{i+1}$ for all $1 \leq i \leq n - 1$, hence $M \equiv K_0 \leftrightarrow_P K_n \equiv N$. By the ground confluence of $P$ and Proposition 5.1, there is a ground term $L$ such that $M \rightarrow_P L$ and $N \rightarrow_P L$. By
Theorem 5.1, $P_T \cup E_{q_1} \models e_{q_2}(M, L)$ and $P_T \cup E_{q_1} \models e_{q_2}(N, L)$. By the clause (5.15) in $E_{q_1}$, $P_T \cup E_{q_1} \models e_{q_1}(M, N)$.

Next, we treat non-equational atoms. Suppose that $p(t_1, ..., t_k) \in F_P \uparrow (m + 1)$. Since $F_P \uparrow (m + 1) = F_P(F_P \uparrow m) = cl(T_P(F_P \uparrow m))$, there is a ground instance:

$$p(u_1, ..., u_k) \leftarrow B_1, ..., B_l$$

(5.31)

of a clause in $P$ such that $t_i = u_i \in F_P \uparrow (m + 1)$ for all $1 \leq i \leq k$ and $\{B_1, ..., B_l\} \subseteq F_P \uparrow m$.

By the proof above for the case of equations, $P_T \cup E_{q_1} \models e_{q_1}(t_i, u_i)$. By the induction hypothesis, $P_T \cup E_{q_1} \models B_i^T$ for all $1 \leq i \leq l$, where $B_i^T$ is the transformed atom of $B_i$. The ground clause:

$$p(t_1, ..., t_k) \leftarrow e_{q_1}(t_1, u_1), ..., e_{q_1}(t_k, u_k), B_1^T, ..., B_l^T$$

is a ground instance of a clause in $P_T$, because (5.31) is a ground instance of a clause in $P$.

Hence $P_T \cup E_{q_1} \models p(t_1, ..., t_k)$. This completes the induction step.

Thus the theorem holds.

Theorem 5.6 Let $P$ be a ground confluent logic program. For all non-equational ground atoms $A$,

$$P \cup E \models A \quad \rightarrow \quad P_T \cup E_{q_1} \models A$$

and for all ground terms $M$ and $N$,

$$P \cup E \models M = N \quad \rightarrow \quad P_T \cup E_{q_1} \models e_{q_1}(M, N).$$

Proof By Proposition 4.1, Theorems 4.16 and 5.5.

Theorem 5.7 Let $P$ be a ground confluent logic program. For all non-equational atoms $A$,

$$P \cup E \models \forall A \quad \rightarrow \quad P_T \cup E_{q_1} \models \forall A$$

and for all terms $M$ and $N$,

$$P \cup E \models \forall(M = N) \quad \rightarrow \quad P_T \cup E_{q_1} \models \forall(e_{q_1}(M, N)).$$
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Proof Let $x_1, ..., x_n$ be all the variables occurring in $A$. Let $a_1, ..., a_n$ be some distinct constant symbols not occurring in $P$ or $A$. Let $\theta = \{x_1/a_1, ..., x_n/a_n\}$. Then $A\theta$ is ground and

$$P \cup Eq \models A\theta.$$  

By Theorem 5.6,

$$P_T \cup Eq_1 \models A\theta.$$  

Hence by the completeness of SLD-resolution, there is an SLD-refutation of $P_T \cup Eq_1 \cup \{\leftarrow A\theta\}$. Since $a_i$'s do not occur in $P_T$ or $Eq_1$ or $A$, by textually replacing $a_i$ by $x_i$ ($1 \leq i \leq n$) in this refutation, we obtain an SLD-refutation of $P_T \cup Eq_1 \cup \{\leftarrow A\} \cup \{\text{the identity substitution as the computed answer substitution}\}$. Hence by the correctness of SLD-resolution,

$$P_T \cup Eq_1 \models \forall A.$$  

The case for equations is proved analogously. \[\square\]

We are now in a position to prove the completeness of $Eq_1$ and transformed programs under ground confluence, in a form similar to Clark's strong completeness of SLD-resolution [14].

Theorem 5.8 (Completeness under ground confluence of $Eq_1$ and transformed programs) Let $P$ be a ground confluent logic program and $G$ a goal clause $\leftarrow B_1, ..., B_m$. Let $\theta$ be any substitution for the variables of $G$ such that

$$P \models_E \forall (B_1 \land \cdots \land B_m) \theta.$$  

Then there is an SLD-refutation of $P_T \cup Eq_1 \cup \{G_T\}$ with the computed answer substitution $\sigma$ such that $\theta = \sigma \gamma$ for some substitution $\gamma$.

Proof By Proposition 4.1,

$$P \cup Eq \models \forall (B_1 \land \cdots \land B_m) \theta.$$
So $P \cup Eq \models \forall(B_i \theta)$ for all $1 \leq i \leq m$. Hence by Theorem 5.7, $P_T \cup Eq_1 \models \forall(B_i^T \theta)$ for all $1 \leq i \leq m$, where $B_i^T$ is the transformed atom of $B_i$. So

$$P_T \cup Eq_1 \models \forall(B_i^T \land \cdots \land B_m^T)\theta.$$ 

By the completeness of SLD-resolution, there is an SLD-refutation of $P_T \cup Eq_1 \cup \{G_T\}$ with the computed answer substitution $\sigma$ such that $\theta = \sigma \gamma$ for some substitution $\gamma$. 

5.8 Completeness of $Eq_2$ and Transformed Programs under Ground Confluence

The completeness under ground confluence of $P_T \cup Eq_2$ with respect to $P \cup Eq$ is an immediate consequence of the completeness of $Eq_1$ and the following lemma, a proof of which is omitted because it is lengthy but straightforward.

**Lemma 5.3** Let $P$ be a logic program. For all ground atoms $A$ other than those of the form $eq_i(M, N)$ (1 \leq i \leq 3),

$$P_T \cup Eq_1 \models A \iff P_T \cup Eq_2 \models A$$

and for all ground terms $M$ and $N$,

$$P_T \cup Eq_1 \models eq_1(M, N) \iff P_T \cup Eq_2 \models eq_1(M, N).$$

**Theorem 5.9** Let $P$ be a ground confluent logic program. For all non-equational ground atoms $A$,

$$P \cup Eq \models A \rightarrow P_T \cup Eq_2 \models A$$

and for all ground terms $M$ and $N$, 

$$P \cup Eq \models M = N \rightarrow P_T \cup Eq_2 \models eq_1(M, N).$$
Proof By Theorem 5.6 and Lemma 5.3.

Theorem 5.10 (Completeness under ground confluence of Eq2 and transformed programs) Let $P$ be a ground confluent logic program and $G$ a goal clause $\leftarrow B_1, \ldots, B_m$. Let $\theta$ be any substitution for the variables of $G$ such that

$$P \models_E \forall(B_1 \land \cdots \land B_m)\theta.$$

Then there is an SLD-refutation of $P_T \cup Eq_1 \cup \{G_T\}$ with the computed answer substitution $\sigma$ such that $\theta = \sigma \gamma$ for some substitution $\gamma$.

Proof By Theorem 5.9 and the same argument that derived Theorem 5.8 from Theorem 5.6.

5.9 Canonicality

The equality axioms $Eq_1$ or $Eq_2$ adjoined to a transformed program are not in general complete with respect to $P \cup Eq$; we have shown a sufficient condition for completeness: ground confluence. However, the SLD-resolution search space of $P_T \cup Eq_1 \cup \{G_T\}$ and of $P_T \cup Eq_2 \cup \{G_T\}$ is considerably smaller than that of $P \cup Eq \cup \{G\}$. The search space is reduced by interpreting an equation operationally as confluence to a common term. Still $Eq_1$ and $Eq_2$ are inadequate for the purpose of term evaluation; the search space spanned by $Eq_1$ or $Eq_2$ for a goal clause $\leftarrow eq_1(t, x)$ or $\leftarrow eq_1(x, t)$, where $t$ is a ground term to be evaluated, has in general refutations instantiating $x$ to a term that is equal to $t$ but not canonical. For term evaluation, the refutation procedure must avoid such refutations by using the reflexivity axiom (5.16) or (5.21) only when a term has been reduced to a canonical term.

To prune refutations yielding such useless answers for the purpose of term evaluation, we propose SLD-resolution with the canonicality test (hereafter called SLDC-resolution):
SLD-resolution with the ability to test, given a term $t$, whether there is a ground instance of $t$ that is canonical or noncanonical. The test will be done when and only when an atom of the form $eq_2(s, t)$ has been resolved.

The function of SLDC-resolution is best described by means of the following two logic programs, which are derived from the equality axioms shown in [27]. Let $Eq_1'$ be the following logic program.

$$Eq_1' = \{ \quad eq_1(x, y) \leftarrow eq_2(x, z), eq_2(y, z) \quad (5.32)$$

$$, \quad eq_2(x, x) \leftarrow \text{canonical}(x) \quad (5.33)$$

$$, \quad eq_2(x, z) \leftarrow \text{non\_canonical}(x), eq_3(x, y), eq_2(y, z) \quad (5.34)$$

$$, \quad eq_3(x, y) \leftarrow x = y \quad (5.35)$$

$$, \quad eq_3(f(x_1, ..., x_i, ..., x_{n_f}), f(x_1, ..., y_i, ..., x_{n_f})) \leftarrow eq_3(x_i, y_i) \quad (5.36)$$

\}

(5.36) is included for all non-constant function symbols $f$ in the language and the $i$-th argument, for all $1 \leq i \leq n_f$.

Let $Eq_2'$ be the following logic program.

$$Eq_2' = \{ \quad eq_1(x, y) \leftarrow eq_2(x, z), eq_2(y, z) \quad (5.37)$$

$$, \quad eq_2(x, x) \leftarrow \text{canonical}(x), \quad (5.38)$$

$$, \quad eq_2(x, z) \leftarrow \text{non\_canonical}(x), eq_3(x, y), eq_2(y, z) \quad (5.39)$$

$$, \quad eq_3(x, y) \leftarrow x = y \quad (5.40)$$

$$, \quad eq_3(f(x_1, ..., x_{n_f}), f(y_1, ..., y_{n_f})) \leftarrow$$

$$eq_2(x_1, y_1), ..., eq_2(x_{n_f}, y_{n_f}) \quad (5.41)$$

\}

(5.41) is included for all non-constant function symbols in the language.

There are no clauses for the predicates 'canonical' and 'non\_canonical', which denote, respectively, the ground canonical terms and the ground noncanonical terms. Their proce-
dural interpretation is: when an atom of the form \textit{canonical}(t) or \textit{non.canonical}(t) is to be resolved,

1. \textit{canonical}(t) succeeds iff there is a ground instance of \textit{t} that is canonical, \textit{without instantiating t},

2. \textit{non.canonical}(t) succeeds iff \textit{t} is not a variable and there is a ground instance of \textit{t} that is noncanonical, \textit{without instantiating t}.

The non-variable checking done by the \textit{non.canonical} predicate is to prevent infinite derivations that are likely to be caused by an attempt to reduce a variable. Since a term \textit{t} is never instantiated, the effect of the two predicates is strictly to control the choice between the clauses (5.16) and (5.17) ((5.21) and (5.22)). This circumstance and the correctness of \textit{Eq}_1 and \textit{Eq}_2 (§5.6) guarantee that \textit{Eq}_1' and \textit{Eq}_2' are still correct with respect to \textit{Eq} even with the above procedural interpretation of \textit{canonical}(t) and \textit{non.canonical}(t) where \textit{t} is never instantiated. An SLDC-refutation procedure is defined as an SLD-refutation procedure using \textit{Eq}_1' or \textit{Eq}_2'. An SLD-derivation (SLD-refutation) using \textit{Eq}_1' or \textit{Eq}_2' will be called an SLDC-derivation (SLD-refutation).

5.10 The SLDC-Resolution Search Space of \textit{Eq}_1' and \textit{Eq}_2'

SLDC-resolution does not have completeness under ground confluence. The gain, from the viewpoint of term evaluation, is that the search space is further reduced so that it contains no refutations yielding a noncanonical term. In this section we substantiate this claim and show that \textit{Eq}_1' and \textit{Eq}_2' are amenable to interpretation by a Prolog interpreter into which the effect of the predicates ‘\textit{canonical}’ and ‘\textit{non.canonical}’ are incorporated.

First, we prove that any SLDC-refutation via \textit{R}, where \textit{R} is the computation rule always selecting the leftmost atom, of \textit{P}_\textit{T} \cup \textit{Eq}_1' \cup \{\leftarrow \textit{eq}_1(M, x)\} or of \textit{P}_\textit{T} \cup \textit{Eq}_1' \cup \{\leftarrow \textit{eq}_1(x, M)\},

where \textit{M} is ground, instantiates \textit{x} to a term \textit{N} that is a canonical form of \textit{M} if \textit{N} is ground (Theorem 5.12). We need an auxiliary theorem about the relation \textit{eq}_2.
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Theorem 5.11 Let \( P \) be a logic program. Let \( \theta \) be any computed answer substitution obtained from an SLDC-refutation of \( P_T \cup Eq_1 \cup \{ \leftarrow eq_2(M,N) \} \) via \( R \), where \( R \) is the computation rule always selecting the leftmost atom, and \( M \) and \( N \) are any terms. Then there is a ground substitution \( \sigma \) of \( M \theta \) and \( N \theta \) such that \( N \theta \sigma \) is a canonical form of \( M \theta \sigma \).

Proof By induction on the length of an SLDC-refutation.

basis: Suppose that the length of a refutation is two. Then the clause (5.33) is used. Hence \( M \theta \equiv N \theta \) and it has a canonical ground instance.

induction step: Suppose that the theorem holds for the SLDC-refutations of the length less than or equal to \( m \), \( m \geq 2 \). Consider a refutation of the length \( m+1 \). The clause (5.34) must be the first input clause. Hence the goal \( \leftarrow eq_3(M,L), eq_2(L,N) \) appears in the refutation, where \( L \) is some term. Let \( \theta_1 \) be a computed answer substitution for \( P_T \cup Eq_1 \cup \{ \leftarrow eq_3(M,L) \} \). Since the relation \( eq_3 \) is the one-step reduction, \( M \theta_1 \gamma \rightarrow_P L \theta_1 \gamma \) for any ground substitution \( \gamma \) of \( M \theta_1 \) and \( L \theta_1 \). The next goal to be solved is \( \leftarrow eq_2(L \theta_1, N \theta_1) \). Let \( \theta_2 \) be a computed answer substitution for \( P_T \cup Eq_1 \cup \{ \leftarrow eq_2(L \theta_1, N \theta_1) \} \). The length of this refutation is less than \( m \). By the induction hypothesis, there is a ground substitution \( \sigma \) of \( L \theta_1 \theta_2 \) and \( N \theta_1 \theta_2 \) such that \( L \theta_1 \theta_2 \sigma \rightarrow_p N \theta_1 \theta_2 \sigma \) and \( N \theta_1 \theta_2 \sigma \) is canonical. The substitution \( \sigma \) can be extended to a substitution \( \sigma' \) such that \( M \theta_1 \theta_2 \sigma' \) is ground and \( M \theta_1 \theta_2 \sigma' \rightarrow_P L \theta_1 \theta_2 \sigma' \). Hence \( M \theta_1 \theta_2 \sigma' \rightarrow_p N \theta_1 \theta_2 \sigma' \) and \( N \theta_1 \theta_2 \sigma' \) is canonical. As \( \theta_1 \theta_2 \) is a computed answer substitution for \( \leftarrow eq_1(M,N), \sigma' \) is the desired substitution.

Corollary 5.2 Let \( P \) be a logic program. Let \( \theta = \{ x/N \} \) be any computed answer substitution obtained from an SLDC-refutation of \( P_T \cup Eq_1 \cup \{ \leftarrow eq_2(M,x) \} \) via \( R \) where \( R \) is the computation rule always selecting the leftmost atom and \( M \) is a ground term. If \( N \) is ground then it is a canonical form of \( M \).

Proof By Theorem 5.11.

Theorem 5.12 Let \( P \) be a logic program. Let \( \theta = \{ x/N \} \) be any computed answer substitution obtained from an SLDC-refutation of \( P_T \cup Eq_1 \cup \{ \leftarrow eq_1(M,x) \} \) or of \( P_T \cup Eq_1 \cup \{ \leftarrow
eq_1(x, M) \} via R where R is the computation rule always selecting the leftmost atom and M is a ground term. If N is ground then it is a canonical form of M.

**Proof** The goal \( \leftarrow eq_1(M, x) \) derives the goal \( \leftarrow eq_2(M, y), eq_2(x, y) \). Let \( \sigma = \{ y/N \} \) be a computed answer substitution for \( P_T \cup E_q^1 \cup \{ \leftarrow eq_2(M, y) \} \). By Theorem 5.11, there is a ground instance of N that is a canonical form of M. The next goal is \( \leftarrow eq_2(x, N) \). By the clause (5.33), x is instantiated to N. Clearly, if N is ground then it is a canonical form of M. The goal \( \leftarrow eq_2(x, N) \) resolves with the clause (5.34) but the non-variable test fails because x is a variable. The case for \( \leftarrow eq_1(x, M) \) can be proved similarly.

Theorem 5.12 shows that if an SLDC-refutation of \( P_T \cup E_q^1 \cup \{ \leftarrow eq_1(M, x) \} \) or of \( P_T \cup E_q^1 \cup \{ \leftarrow eq_1(x, M) \} \) is found instantiating x to a ground term N, then N is a canonical form of M. It would be desirable if the Prolog interpreter could always find an SLDC-refutation of \( P_T \cup E_q^1 \cup \{ \leftarrow eq_1(M, x) \} \) and of \( P_T \cup E_q^1 \cup \{ \leftarrow eq_1(x, M) \} \) for any ground terminating logic program P and for any ground term M. This is seen to be impossible, because solving an atom in the premise of a clause may lead to an infinite derivation, even if the program is ground terminating. Hereafter, therefore, only logic programs that are ground terminating sets of equations will be considered.

**Lemma 5.4** Let P be a ground terminating logic program which is a set of equations. For all equations \( M = N \) in P, all the variables occurring in N occur in M.

**Proof** Suppose otherwise and let \( M = \ldots x \ldots \) be some equation in P where x is a variable not occurring in M. Let \( \theta \) be a substitution instantiating all the variables in the equation except x to some ground terms. Then it is clear that there is an infinite reduction sequence

\[
M\theta \rightarrow_P (\ldots M\ldots)\theta \rightarrow_P (\ldots(\ldots M\ldots)\theta \ldots)\theta \rightarrow_P \ldots
\]

This contradicts the assumption that P is ground terminating.

**Theorem 5.13** Let P be a ground terminating logic program which is a set of equations. Any SLDC-refutation of \( P_T \cup E_q^1 \cup \{ \leftarrow eq_1(M, x) \} \) or of \( P_T \cup E_q^1 \cup \{ \leftarrow eq_1(x, M) \} \) via
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$R$, where $R$ is the computation rule always selecting the leftmost atom and $M$ is a ground term, instantiates $x$ to a canonical form of $M$.

**Proof** By Lemma 5.4 and the fact that the relation eq$_3$ is the one-step reduction, solving the goal $\leftarrow$ eq$_3(M, x)$, where $M$ is a ground, instantiates $x$ to a ground term $N$ such that $M \rightarrow P N$. Using this fact, it is straightforward to prove that any SLDC-refutation of $P_T \cup Eq'_1 \cup \{ \leftarrow eq_1(M, x) \}$ or of $P_T \cup Eq'_1 \cup \{ \leftarrow eq_1(x, M) \}$ via $R$ instantiates $x$ to a ground term. By Theorem 5.12, it is a canonical form of $M$. ■

In what follows in this section, we assume that the effect of the predicates 'canonical' and 'non_canonical' is incorporated into the Prolog interpreter. Theorem 5.13 guarantees that any SLDC-refutation of $P_T \cup Eq'_1 \cup \{ \leftarrow eq_1(M, x) \}$ or of $P_T \cup Eq'_1 \cup \{ \leftarrow eq_1(x, M) \}$ via the Prolog interpreter's computation rule instantiates $x$ to a canonical form of $M$ for a ground terminating set $P$ of equations. We prove that the Prolog interpreter finds one (Theorem 5.15).

**Theorem 5.14** Let $P$ be a ground terminating logic program which is a finite set of equations. The Prolog interpreter finds an SLDC-refutation of $P_T \cup Eq'_1 \cup \{ \leftarrow eq_2(M, x) \}$ where $M$ is ground, and instantiates $x$ to a canonical form of $M$.

**Proof** We assign to each ground term $M$ a natural number by the following function $\alpha$:

$$\alpha(M) = \text{the sum of the numbers of the steps of all the possible reduction sequences of } M.$$  

The finiteness of $P$ and Lemma 5.4 guarantee that for all ground terms $M$, there are at most finitely many ground terms $N$ such that $M \rightarrow P N$. Because of this fact and ground termination, the function $\alpha$ is well defined, i.e., every ground term is assigned a unique natural number. We now prove the theorem by induction on $\alpha(M)$.

**basis:** If $\alpha(M) = 0$, $M$ is canonical. By (5.33), the Prolog interpreter finds a refutation and
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instantiates \( x \) to \( M \).

\textit{induction step}: Suppose that the theorem holds for all terms \( M \) such that \( \alpha(M) \leq m, m \geq 0 \). Consider a term \( M \) such that \( \alpha(M) = m + 1 \). \( M \) must be noncanonical. Hence the canonicality test fails and the following goal clause is derived:

\[
\leftarrow eq_3(M, y), eq_2(y, x).
\]

Since \( M \) is noncanonical and the relation \( eq_3 \) is the one-step reduction, the goal \( \leftarrow eq_3(M, y) \) succeeds and instantiates \( y \) to a ground term \( N \) such that \( M \rightarrow_P N \), by Lemma 5.4. Clearly \( \alpha(N) < \alpha(M) \) because \( M \) has now reduced to \( N \). By the induction hypothesis, the goal \( \leftarrow eq_2(N, x) \) succeeds and instantiates \( x \) to a canonical form of \( N \), i.e., of \( M \).

\[\Box\]

\textbf{Theorem 5.15} Let \( P \) be a ground terminating logic program which is a finite set of equations. The Prolog interpreter finds an SLD-refutation of \( P_T \cup Eq_1 \cup \{\leftarrow eq_1(M, x)\} \) and of \( P_T \cup Eq_1 \cup \{\leftarrow eq_1(x, M)\} \), where \( M \) is ground, and instantiates \( x \) to a canonical form of \( M \).

\textbf{Proof} The goal \( \leftarrow eq_1(M, x) \) derives the goal \( \leftarrow eq_2(M, y), eq_2(y, x) \). By Theorem 5.14, \( \leftarrow eq_2(M, y) \) succeeds and instantiates \( y \) to a canonical form \( N \) of \( M \). Thus the next goal is \( eq_2(x, N) \). By the clause (5.32), \( x \) is instantiated to \( N \). The case for \( P_T \cup Eq_1 \cup \{\leftarrow eq_1(x, M)\} \) is proved similarly.

\[\Box\]

Theorems 5.11-5.15 and Corollary 5.2 remain true when ‘\( Eq_2 \)’ is substituted for ‘\( Eq_1 \)’. For \( Eq_2 \), Theorems 5.14 and 5.15 can be strengthened to guarantee that the length of all the failed branches of the first SLD-refutations by the Prolog interpreter is one.

\textbf{Theorem 5.16} Let \( P \) be a ground terminating logic program which is a finite set of equations. The Prolog interpreter finds an SLD-refutation of \( P_T \cup Eq_2 \cup \{\leftarrow eq_2(M, x)\} \), where \( M \) is ground, and instantiates \( x \) to a canonical form of \( M \). Moreover, all the failed branches constructed in the course of finding the first refutation are caused by failure of canonicality test (5.38) or nonexistence of matching equations (5.40). The length of any failed branch constructed in the course of finding that refutation is one.
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Proof We assign to each ground term $M$ a natural number by the following function $\alpha$:

$$\alpha(M) = \text{the sum of the numbers of the steps of all the possible reduction sequences of } M \text{ plus the sum of the heights of all the terms appearing in those reduction sequences.}$$

The finiteness of $P$ and Lemma 5.4 guarantee that for all ground terms $M$, there are at most finitely many ground terms $N$ such that $M \rightarrow_P N$. Because of this fact and ground termination, the function $\alpha$ is well defined, i.e., every ground term is assigned a unique natural number. We now prove the theorem by induction on $\alpha(M)$.

basis: If $\alpha(M) = 0$, $M$ is a constant canonical term. By (5.38), the Prolog interpreter instantiates $x$ to $M$. There are no failed branches.

induction step: Suppose that the theorem holds for all terms $M$ such that $\alpha(M) \leq m$, $m \geq 0$. Consider a term $M$ such that $\alpha(M) = m + 1$. If $M$ is canonical, by (5.38) $x$ is instantiated to $M$. No failed branches are constructed. If $M$ is noncanonical, then by (5.39) the Prolog interpreter derives the goal:

$$\leftarrow eq_2(M, y), eq_2(y, x),$$

after failing the canonicality test and constructing a failed branch of length one. Suppose that $M$ unifies with the left-hand side of an equation $K = L$ by a most general unifier $\theta$. $M$ is $K\theta$. By (5.40), the next goal to be solved is $\leftarrow eq_2(L\theta, x)$. Clearly, $\alpha(L\theta) < \alpha(M)$ because $M$ has now reduced to $L\theta$. By the induction hypothesis, the Prolog interpreter instantiates $x$ to a canonical form of $L\theta$, i.e., of $M$, and all the failed branches constructed in that process satisfy the condition stated in the theorem. Thus the induction step is checked for the case where $M$ unifies with the left-hand side of an equation.

Suppose that $M$ does not unify with any left-hand side. By (5.41), the next goal is

---

6The height of a term $t$, $h(t)$, is defined as follows. For a variable or a constant symbol $t$, $h(t) = 0$. $h(f(t_1, \ldots, t_n)) = \max_{1 \leq i \leq n} h(t_i) + 1$. 

---
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derived (letting \( M \) be \( f(M_1, \ldots, M_n) \)):

\[
\leftarrow eq_2(M_1, y_1), \ldots, eq_2(M_n, y_n), eq_1(f(y_1, \ldots, y_n), x)
\]

after constructing a failed branch of length one. Clearly, \( \alpha(M_i) < \alpha(M) \) for all \( 1 \leq i \leq n \). By the induction hypothesis, each \( y_i \) is instantiated to a canonical form \( N_i \) of \( M_i \), and all the failed branches constructed in that process satisfy the condition stated in the theorem. Hence the next goal to be solved is:

\[
\leftarrow eq_1(f(N_1, \ldots, N_n), z).
\]  (5.42)

Since \( M \) is noncanonical and irreducible at the top level, at least one \( M_i \) is noncanonical, hence at least one \( N_i \) differs from \( M_i \). Thus \( f(M_1, \ldots, M_n) \) requires at least one step to reduce to \( f(N_1, \ldots, N_n) \), implying that \( \alpha(f(N_1, \ldots, N_n)) < \alpha(f(N_1, \ldots, N_n)) \). By the induction hypothesis, solving (5.42) instantiates \( x \) to a canonical form of \( f(N_1, \ldots, N_n) \), i.e., of \( M \), and all the failed branches constructed in that process satisfy the condition stated in the theorem. This completes the induction step. Thus the theorem holds.

\section*{Theorem 5.17}

Let \( P \) be a ground terminating logic program which is a finite set of equations. The Prolog interpreter finds an SLDC-refutation of \( P_T \cup Eq_1 \cup \{\leftarrow eq_1(M, x)\} \) and of \( P_T \cup Eq_1 \cup \{\leftarrow eq_1(x, M)\} \), where \( M \) is ground, and instantiates \( x \) to a canonical form of \( M \). Moreover, all the failed branches constructed in the course of finding the first refutation are caused by failure of canonicality test (5.38) or nonexistence of matching equations (5.40). The length of any failed branch constructed in the course of finding that refutation is one.

\section*{Proof}

The goal \( \leftarrow eq_1(M, x) \) derives the goal \( \leftarrow eq_2(M, y), eq_2(x, y) \). By Theorem 5.16, the first goal succeeds and instantiates \( y \) to a canonical form \( N \) of \( M \) and all the failed branches constructed in that process satisfy the condition stated in the theorem. Hence the next goal to be solved is \( \leftarrow eq_2(x, N) \). By (5.38), \( x \) is instantiated to \( N \). The case for \( P_T \cup Eq_1 \cup \{\leftarrow eq_1(x, M)\} \) is proved similarly.

For \( Eq_1 \), we cannot guarantee that the length of failed branches is one (in Theorem 5.15);
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when an SLDC-refutation procedure searches for a unifying subterm (the clauses (5.35) and (5.36)), it may construct long failed branches for a term being reduced that is deeply nested or has many arguments.

If an SLDC-refutation procedure with $Eq_1'$ uses (5.35) first before (5.36), as is the case when the Prolog interpreter is used, it gives the effect of outermost reduction (also called normal order reduction or "lazy" reduction). If an SLDC-refutation procedure with $Eq_2'$ uses (5.41) first whenever one of the arguments of $f$ is noncanonical, it gives the effect of innermost reduction (also called applicative order reduction). If an SLDC-refutation procedure with $Eq_2'$ uses (5.40) first, we have another reduction strategy which, as far as we know, has no name in the literature. Outermost reduction can be much less efficient than innermost reduction for two reasons. First, an SLDC-refutation procedure needs to search, within the term being reduced, for an outermost unifying subterm (the clauses (5.35) and (5.36)). Second, it may introduce recomputation of identical subterms because a one-step reduction may create multiple occurrences of an unevaluated term. The first may be overcome by a pattern-matching algorithm for efficiently searching an outermost unifying subterm (e.g., [80]). The second may be overcome by an implementation technique such as that used by Turner [98], in which multiple occurrences of a subterm are represented by pointers to a shared data structure for the subterm, so that a reduction of any one will result in a simultaneous reduction of all. These potential causes for inefficiency do not exist for innermost reduction; since the arguments of a term are reduced before the term is reduced, any argument is reduced only once, avoiding recomputation of identical subterms, and in the clauses (5.40) and (5.41), there is no room for search for a unifying subterm, as opposed to the clauses (5.35) and (5.36). The advantage of using $Eq_2'$ for innermost reduction is therefore the efficiency of term evaluation.

The advantage of using $Eq_1'$ over using $Eq_2'$ is that $Eq_1'$ is more "complete" in this sense: there are goal clauses $G$ for which no SLDC-refutation with $Eq_2'$ exists but one with $Eq_1'$

---

7See Definition 3.32.
8See Definition 3.31.
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does exist. An example is provided by the so-called "infinite data structures".

Let \( P \) be the following logic program.

\[
P = \{ \text{int}(x) = \text{cons}(x, \text{int}(s(x))) \leftarrow \\
, \quad \text{car}(\text{cons}(x, y)) = x \leftarrow \\
, \quad \text{cdr}(\text{cons}(x, y)) = y \leftarrow \\ 
\}
\]

The first clause defines an "infinite list" of integers, which can be handled by \( Eq_1 \) but not by \( Eq_2 \). E.g., an SLDC-refutation of \( P_T \cup Eq_1 \cup \{ \leftarrow eq_1(\text{car}(\text{int}(0))), x \} \) instantiating \( z \) to \( s(0) \) exists and can be found by the Prolog interpreter, but no SLDC-refutation of \( P_T \cup Eq_2 \cup \{ \leftarrow eq_1(\text{car}(\text{int}(0))), x \} \) exists.

5.11 A Comparison with Narrowing

Let \( E \) be a canonical term rewriting system. Since \( E \) is then confluent, it is ground confluent. The completeness of \( Eq_1 \) and \( Eq_2 \) under ground confluence therefore tells us that our equality axioms are at least as powerful as narrowing in equation solving. In this section we show that SLD-resolution using \( Eq_1 \) indeed gives the operational effect of narrowing.

Theorem 5.18 shows that SLD-refutation of \( E \cup Eq_1 \cup \{ \leftarrow eq_3(t, x) \} \) gives the effect of narrowing \( t \) one step.

**Theorem 5.18** Let \( E \) be a term rewriting system. Suppose that \( t \Rightarrow_E u \) with the substitution \( \theta \). Let \( \theta_1 \) be \( \theta \) restricted to the variables of \( t \). Then there is an SLD-refutation of \( E \cup Eq_1 \cup \{ \leftarrow eq_3(t, x) \} \), where \( x \) is a variable not occurring in \( t \), with the computed answer substitution \( \theta_2 = \theta_1 \cup \{ x/u \} \).

**Proof** Suppose that \( t \equiv \ldots s \ldots \) narrows to \( u \equiv (\ldots u' \ldots) \theta \) using a variant \( t' = u' \) of an equation in \( E \) such that \( s\theta = t'\theta \). The goal \( \leftarrow eq_3(\ldots s \ldots, x) \) derives the goal \( \leftarrow eq_3(s, x_1) \) by
repeatedly using the substitutivity axioms (5.19), with the composition of the substitutions used in that derivation being \{x/\ldots x_1/\ldots\} where \(x_1\) is a new variable. The goal \(\leftarrow eq_3(s, x_1)\) derives the goal \(\leftarrow s = x_1\) using (5.18). Since \(s\theta \equiv t'\theta\), this goal resolves with \(t' = u'\), using the substitution \(\theta \cup \{x_1/u'\theta\}\). Hence the computed answer substitution for the original goal is \(\theta \cup \{x/(\ldots u'\ldots)\theta\}\) restricted to the variables of \(\leftarrow eq_3(t, x)\), namely \(\theta_1 \cup \{x/u\}\).

Theorem 5.19 shows that SLD-resolution of \(E \cup Eq_1 \cup \{\leftarrow eq_2(t, x)\}\) gives the effect of narrowing \(t\) zero or more steps.

**Theorem 5.19** Let \(E\) be a term rewriting system. Suppose that \(t \xrightarrow{\ast} E u\) with \(\theta\) being the composition of the substitutions used in narrowing \(t\) to \(u\), restricted to the variables of \(t\). Then there is an SLD-refutation of \(E \cup Eq_1 \cup \{\leftarrow eq_2(t, x)\}\), where \(x\) is a variable not occurring in \(t\), with the computed answer substitution \(\theta' = \theta \cup \{x/u\}\).

**Proof** By induction on the lengths of narrowing sequences, using Theorem 5.18.

To solve an equation \(t_0 = u_0\) in a canonical term rewriting system \(E\) using narrowing, one finds a narrowing sequence:

\[
h(t_0, u_0) \Rightarrow_E h(t_1, u_1) \Rightarrow_E \cdots \Rightarrow_E h(t_n, u_n)\tag{5.43}
\]

such that \(t_n\) and \(u_n\) are unifiable [54] (cf. Propositions 3.20 and 3.21). Each narrowing step \(h(t_i, u_i) \Rightarrow_E h(t_{i+1}, u_{i+1})\) in (5.43) corresponds to an SLD-derivation from \(\leftarrow eq_2(t_i, x), eq_2(u_i, x)\) to \(\leftarrow eq_2(t_{i+1}, x), eq_2(u_{i+1}, x)\) where \(x\) is a variable not occurring in \(t_i\) or \(u_i\), in the following sense.

If \(h(t_i, u_i) \Rightarrow_E h(t_{i+1}, u_{i+1})\) then either \(t_i \Rightarrow_E t_{i+1}\) or \(u_i \Rightarrow_E u_{i+1}\) but not both, because \(h\) is a function symbol not occurring in \(E\). Suppose that \(t_i \Rightarrow_E t_{i+1}\) with the substitution \(\theta\). Let \(\theta_1\) be \(\theta\) restricted to the variables of \(t_i\). Then clearly \(u_{i+1} = u_i\theta_1\). The goal

\[
\leftarrow eq_2(t_i, x), eq_2(u_i, x)
\]

derives the goal

\[
\leftarrow eq_3(t_i, y), eq_2(y, x), eq_2(u_i, x)
\]
using (5.17). By Theorem 5.18, \( E \cup E_{q_1} \cup \{ \leftarrow \text{eq}_3(t_i, y) \} \) has a refutation with \( \theta_2 = \theta_1 \cup \{y/t_{i+1}\} \). Hence the next goal is

\[
\leftarrow \text{eq}_2(t_{i+1}, x), \text{eq}_2(u_i \theta_1, x),
\]

which is

\[
\leftarrow \text{eq}_2(t_{i+1}, x), \text{eq}_2(u_{i+1}, x).
\]

A similar argument applies to the case where \( u_i \Rightarrow_E u_{i+1} \).

The last step of unifying \( t_n \) and \( u_n \) by a unifier \( \delta \) corresponds to the SLD-refutation of \( E \cup E_{q_1} \cup \{ \leftarrow \text{eq}_2(t_n, x), \text{eq}_2(u_n, x) \} \) using (5.16) twice, instantiating \( z \) to \( t_n \delta \equiv u_n \delta \).

Finally, finding a narrowing sequence (5.43) corresponds to finding an SLD-refutation of \( E \cup E_{q_1} \cup \{ \leftarrow \text{eq}_1(t_0, u_0) \} \), as the goal \( \leftarrow \text{eq}_1(t_0, u_0) \) derives the goal \( \leftarrow \text{eq}_2(t_0, x), \text{eq}_2(u_0, x) \).
Chapter 6

A Semantical Model Based on Constructor Terms

6.1 Introduction

In the previous chapter we have seen the necessity to use the canonicality predicate to prune refutations yielding answers that do not reduce terms to canonical forms. The canonicality predicate turns out to be undecidable. We therefore abandon irreducible terms as canonical terms and adopt a decidable set of constructor terms—terms denoting data objects. An effect of adopting constructor terms as canonical terms is that a logic program must be regarded as defining relations over the set of constructor terms. We characterize the relations over constructor terms defined by a logic program $P$ as the least fixpoint of a new continuous function associated with $P$. To compute the least fixpoint of this new function, we propose a set of equality axioms with the constructor term predicate, and a more realistic method—$SLD$-resolution with the constructor term test.
6.2 Undecidability of Canonical Terms

We have seen in §5.10 that the search space of SLDC-resolution for term evaluation does not contain any refutations yielding noncanonical terms. To prune such useless refutations, it was essential to equip SLD-refutation procedures with the supposed ability to test, given a term \( t \), whether or not there is a ground instance of \( t \) that is canonical or noncanonical. In fact, there is no algorithm for such a test: there is a logic program for which the predicate \( \text{canonical}(t) \) is undecidable\(^1\) and \( \text{noncanonical}(t) \) is partially decidable. (For the definition of the two predicates, see §5.9)

Kaplan [60] has shown that there is a set of \textit{conditional rewrite rules}\(^2\) for which it is partially decidable whether a ground term \( t \) is noncanonical. When a logic program is a set of conditional rewrite rules as defined by Kaplan, the reduction relation for the logic program (cf. Def. 5.4) coincides with the reduction relation for the conditional rewrite rules as defined by Kaplan, restricted to ground terms. Kaplan's result therefore implies that it is at best partially decidable whether a ground term is noncanonical for a logic program. The problem that the predicate \( \text{noncanonical}(t) \) has to solve, i.e., to test whether \( t \) is not a variable and there is a ground instance of \( t \) that is noncanonical, is then seen to be partially decidable at best. It is in fact partially decidable; there is an effective procedure that terminates if there is a ground instance of \( t \) that is noncanonical, namely any complete SLD-refutation procedure searching for a refutation of \( P_T \cup E_q \cup \{ \leftarrow eq_3(t, x) \} \), where \( x \) is a variable not occurring in \( t \). Kaplan's result implies also that it is undecidable whether a ground term is canonical, since the set of ground canonical terms is the complement of the set of ground noncanonical terms. Hence the problem that the predicate \( \text{canonical}(t) \) has to solve, i.e., to test whether there is a ground instance of \( t \) that is canonical, is undecidable.

Since the two predicates are essential to reducing search spaces, this difficulty must be

\(^1\)By an undecidable predicate or problem we mean, in this chapter, a predicate or problem which is neither decidable nor partially decidable.

\(^2\)See the footnote on page 58 for the definition.
circumvented. One way is to restrict ourselves to a class of logic programs for which the two predicates are decidable, e.g., the class of logic programs in which all equational clauses are just equations without conditions. In this chapter we take a different approach by abandoning, for the purpose of term evaluation, the notion of canonicality as irreducibility and seek another notion of what canonicality consists in.

6.3 Canonicality = Irreducibility?

It is customary in logic, mathematics, and computer science to talk of canonical terms (or normal forms) as terms fully evaluated or reduced. In λ-calculus and term rewriting systems, for example, rules of reduction are laid down, and then a term is said to be canonical if there are no terms to which the term is reducible. The reduction rules themselves are used so that whenever a term $M$ reduces to a term $N$, $N$ is more informative than $M$ about the value of $M$; irreducible terms are the terms that are most informative about the values of respective terms. ‘Canonical’ is used in the sense of having the maximal information about the values of terms.

When a certain formal system is used for the purpose of functional programming, an additional condition may well be imposed on what are taken to be canonical terms: the condition that canonical terms denote data objects. Data objects are what programs manipulate: numbers, strings of characters, lists, sequences, trees, etc. When this stronger notion of canonicality is adopted, an irreducible term that fails to denote a data object does not qualify as a canonical term. Typically, one defines functions over the data objects constructible in one’s programming language, and it is the terms denoting such data objects that one is prepared to call canonical. And it is to the terms denoting such data objects that noncanonical terms evaluate.

In some formal systems, the set of irreducible terms and the set of terms denoting data objects may coincide. Martin-Löf [72] states, after defining canonical terms to be irreducible terms in his system of intuitionistic type theory:
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What I call canonical and noncanonical forms of expression correspond to the constructors and selectors, respectively, of Landin (1964). In the context of programming, they might also aptly be called data and program forms, respectively.

We will see in the next section that such is not the case for logic programs with equations.

The additional condition that canonical terms denote data objects may be unreasonable for some applications such as theorem proving in equational theories or symbolic computation. When testing the validity of an equation in an equational theory represented by a canonical term rewriting system, for example, one needs to test if two irreducible terms are identical (cf. Proposition 3.19); here the question whether they denote data objects is irrelevant.

We are concerned in this chapter with the use of equations for defining functions and ignore other uses of equations. In such use of equations, there are good grounds for imposing the additional condition that a canonical term not only be irreducible but also denote a data object.

6.4 Constructor Terms as Canonical Terms

We argued in §5.9 that, to reduce the search space for the purpose of term evaluation, it is necessary to test whether a term has a canonical ground instance and whether it has a noncanonical ground instance. We advanced two reasons for not adopting, for the purpose of functional programming, the usual notion of canonicality as irreducibility: the undecidability of canonical terms and the programmer’s notion of canonical terms as terms denoting data objects.

In a logic program without equations, the function symbols are used to denote data constructors, i.e., functions used to construct composite data objects. The ground terms,

---

3 The reference is to [64].
i.e., the members of a Herbrand universe, are used for data structuring and constitute
the intended domain of the data objects. Relations over this domain defined by the logic
program are computed. Functions are not objects of computation.

In a logic program with equations defining functions, the function symbols are used to
denote the data constructors as well as the functions that are computed. Here we have two
kinds of function symbols with conspicuously different uses.

Example 6.1 Consider the following logic program defining addition and the function
length of lists:

\[ P = \{ \begin{array}{l}
0 + x = x \leftarrow \\
, s(x) + y = s(x + y) \leftarrow \\
, \text{length}(\text{nil}) = 0 \leftarrow \\
, \text{length}(x.y) = s(\text{length}(y)) \leftarrow \\
\end{array} \} \]

The intended use of the function symbols ‘0’, ‘s’, ‘nil’, and ‘.’ is to construct data objects,
namely natural numbers and lists, whereas the intended use of ‘+’ and ‘length’ is to define
the two functions and to evaluate terms.

Henceforth we assume that the set of function symbols \( \Sigma \) of a given language is partitioned
into the two disjoint decidable sets \( \Sigma_C \) and \( \Sigma_D \). A function symbol in \( \Sigma_C \) will be called a
constructor symbol; a function symbol in \( \Sigma_D \) will be called a defined symbol. A ground term
containing only constructor symbols will be called a constructor term. We assume that for
all logic programs \( P \), the set of constructor terms is a subset of the set of \( P \)-canonical terms.
It is intended that constructor symbols are used for construction of data objects and defined
symbols for function definitions and evaluation.\(^4\)

An example of the partition [80] is to define a defined symbol to be a function symbol
that appears as the outermost function symbol of the left-hand side of the equation in the

\(^4\)For a study of equational theories with such a partition of function symbols, see [37,51].
conclusion of a clause, and a constructor symbol to be one that is not a defined symbol. Clearly all the constructor terms according to this definition are irreducible, if there is no clause of the form \( x = t \leftarrow B_1, \ldots, B_m \), where \( x \) is a variable. In Example 6.1, ‘length’ and ‘+’ are the defined symbols, and ‘0’, ‘s’, ‘nil’, and ‘.’ are the constructor symbols.

However, all that need be assumed for the ensuing development in this chapter is that the function symbols are partitioned into the two disjoint decidable sets of constructor symbols and defined symbols, and the set of constructor terms is a subset of the set of the irreducible terms.

The set of irreducible terms thus divides into two classes: constructor terms and non-constructor terms. We regard the constructor terms as denoting data objects and as constituting the intended domain of relations (including equality). To be consistent with the choice of the set of constructor terms as the intended domain, we propose a semantical model in which relations (including equality) can only hold among the terms equal to a constructor term. In this proposed semantical model, relations never hold among the terms not equal to any constructor term even if they are a logical implication of the program.

Example 6.2 Consider the logic program \( Q \) below defining the function \( \text{length} \) of lists and the relation \( \text{less than or equal to} \).

\[
Q = \{ \text{length}(\text{nil}) = 0 \leftarrow \\
, \quad \text{length}(x.y) = s(\text{length}(y)) \leftarrow \\
, \quad \text{le}(0, x) \leftarrow \\
, \quad \text{le}(s(x), s(y)) \leftarrow \text{le}(x, y) \}
\]

We assume that ‘0’, ‘s’, ‘nil’, and ‘.’ are the constructor symbols and ‘length’ is the defined symbol. If one asks a question \( \leftarrow \text{length}(0) = x \), the response is ‘yes’ according to logic and the answer will probably be \( x = \text{length}(0) \); \text{length}(0) \) is irreducible and \( \text{length}(0) = \text{length}(0) \) is true. In the proposed semantical model, the answer should be ‘no’ because
length(0) is not equal to any constructor term. If one asks a question:

\[ \leftarrow le(\text{length}(0.\text{nil}), \text{length}(0.0)), \]

the response is 'yes' according to logic; \( le(\text{length}(0.\text{nil}), \text{length}(0.0)) \) is a logical implication of \( Q \). In the proposed semantical model, the response should be 'no'; the term \( \text{length}(0.0) \) is not equal to any constructor term.

This example may suggest the use of many-sorted logic, restricting, say, the sort of the argument of \( \text{length} \) to lists, thus making '\( \text{length}(0) \)' syntactically illegal. Notice however that our motivation for the proposed semantical model is the undecidability of irreducible terms and the plausibility of constructor terms as canonical terms, not the desire to exclude meaningless terms. The undecidability of irreducible terms arises from the presence of equations with conditions; it persists even if a many-sorted language is used. In fact, Kaplan [60] proved the undecidability in a many-sorted conditional term rewriting system. Thus, our semantical model can be applied to the many-sorted logic programs as well.

We now turn to the exact characterization of the proposed semantical model.

### 6.5 A Semantical Model Based on Constructor Terms

In the semantical model proposed in this section, all relations including equality can only hold among the terms equal to a constructor term. A positive Horn clause in a logic program:

\[ A \leftarrow B_1, ..., B_m \]

is interpreted as saying: for all constructor terms \( x_1, ..., x_n \), if \( B_1, ..., B_m \) hold then \( A \) holds, where \( x_1, ..., x_n \) are the variables in the clause. The variables are thought of as ranging over constructor terms only. The logic program itself is therefore a possibly recursive definition of some relations over the constructor terms. How to characterize these relations?
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We recall the function \( F_P \) associated with a logic program \( P \) (Definition 4.6):

\[
F_P(I) = cl(T_P(I)).
\]

Given \( I \subseteq B_P \), \( F_P(I) \) is the congruence closure of the ground atoms obtained from \( I \) by a one-step application of modus ponens. Let \( \equiv_{F_P(I)} \) be the congruence relation associated with \( F_P(I) \), namely the one defined by:

\[
\forall s, t \in U_P, \quad s \equiv_{F_P(I)} t \iff s = t \in F_P(I).
\]

Within this congruence closure, a given ground term \( t \) is equal to a constructor term iff \( [t] \equiv_{F_P(I)} \) contains a constructor term. If \( [t] \equiv_{F_P(I)} \) contains no constructor terms, all the terms in it are not equal to any constructor term and, according to our new semantical model, incapable of being an argument of a relation. We therefore restrict the congruence classes induced by \( \equiv_{F_P(I)} \) to those containing a constructor term.

Formally, we define a new function \( G_P \) from Herbrand interpretations to Herbrand interpretations associated with a logic program \( P \).

**Definition 6.1** Let \( P \) be a logic program. The function \( G_P \) associated with \( P \) from Herbrand interpretations to Herbrand interpretations is defined as follows. Let \( I \) be a Herbrand interpretation.

\[
G_P(I) = \{ p(t_1, ..., t_n) \in B_P : p(t_1, ..., t_n) \in F_P(I) \text{ and for all } 1 \leq i \leq n, [t_i] \equiv_{F_P(I)} \text{ contains a constructor term} \}.
\]

As will be shown shortly, the function \( G_P \) is continuous. The least fixpoint of \( G_P \) therefore exists and

\[
lfp(G_P) = \bigcup_{n=0}^{\infty} G_P(\emptyset).
\]

It is this least fixpoint of \( G_P \) that we regard as the denotation of a logic program \( P \) in our new semantical model based on constructor terms.

Let \( g \) be the function from congruence closures \( I \) to Herbrand interpretations that discards the terms not equal to any constructor term within \( I \):
\[ g(I) = \{ p(t_1, ..., t_n) : p(t_1, ..., t_n) \in I \text{ and for all } 1 \leq i \leq n, \ [t_i]_{\omega_i} \text{ contains a constructor term \} }. \]

Then \( G_P(I) = g(F_P(I)) \); \( G_P \) is the composition of \( g \) and \( F_P \). The continuity of \( F_P \) was already proved (Theorem 4.12). Hence to show that \( G_P \) is continuous, it suffices to show

**Lemma 6.1** The function \( g \), as defined above, is continuous.

**Proof** We have to prove that for all increasing sequences of congruence closures

\[ I_0 \subseteq I_1 \subseteq \cdots \subseteq I_n \subseteq I_{n+1} \cdots, \]

\[ g(\bigcup_{n=0}^{\infty} I_n) = \bigcup_{n=0}^{\infty} g(I_n). \]

We note that \( \bigcup_{n=0}^{\infty} I_n \) is a congruence closure. We also note that for all congruence closures \( I \) and for all constructor terms \( u, [t]_{\omega_i} \) contains \( u \) iff \( t = u \in I \). Let \( J = \bigcup_{n=0}^{\infty} I_n. \)

(\( \subseteq \)) Suppose that \( p(t_1, ..., t_k) \in g(\bigcup_{n=0}^{\infty} I_n) \). Then \( p(t_1, ..., t_k) \in \bigcup_{n=0}^{\infty} I_n \) and for all \( 1 \leq i \leq k, \ [t_i]_{\omega_i} \) contains a constructor term. Hence there are constructor terms \( u_i \) (\( 1 \leq i \leq k \)) such that \( t_i = u_i \in \bigcup_{n=0}^{\infty} I_n \). Let \( s_i \) (\( 1 \leq i \leq k \)) be such constructor terms. For every \( 1 \leq i \leq k, \) there is a finite \( n_i \) such that \( t_i = s_i \in I_{n_i} \). There is also a finite \( n_0 \) such that \( p(t_1, ..., t_k) \in I_{n_0} \). Let \( m = \max_{0 \leq i \leq k} n_i \). Then \( t_i = s_i \in I_m \) for all \( 1 \leq i \leq k \) and \( p(t_1, ..., t_k) \in I_m \). Hence \( p(t_1, ..., t_k) \in g(I_m) \). Hence \( p(t_1, ..., t_k) \in \bigcup_{n=0}^{\infty} g(I_n) \).

(\( \supseteq \)) Suppose that \( p(t_1, ..., t_k) \in \bigcup_{n=0}^{\infty} g(I_n) \). Then there is a finite \( m \) such that \( p(t_1, ..., t_k) \in g(I_m) \). Hence \( p(t_1, ..., t_k) \in I_m \) and for all \( 1 \leq i \leq k, \) there are constructor terms \( u_i \) such that \( t_i = u_i \in I_m \). Hence \( p(t_1, ..., t_k) \in \bigcup_{n=0}^{\infty} I_n \) and \( t_i = u_i \in \bigcup_{n=0}^{\infty} I_n \) for all \( 1 \leq i \leq k \). So \( p(t_1, ..., t_k) \in g(\bigcup_{n=0}^{\infty} I_n) \).

**Theorem 6.1** The function \( G_P \) is continuous.

**Proof** By the argument preceding Lemma 6.1.
As remarked above, we take the least fixpoint of \( G_P \) as the denotation of \( P \) in the new semantical model.

Theorem 6.2 below shows that the least fixpoint of \( G_P \) is a subset of the least E-model of \( P \) which contains certain ground atoms whose arguments are all equal to a constructor term.

**Lemma 6.2** Let \( P \) be a logic program and \( p(t_1, ..., t_n) \in B_P \). For all \( m \geq 1 \), if \( p(t_1, ..., t_n) \in G_P^m(\emptyset) \) then there are constructor terms \( u_i (1 \leq i \leq n) \) such that \( t_i = u_i \in G_P^m(\emptyset) \).

**Proof** Suppose that \( p(t_1, ..., t_n) = G_P^m(\emptyset), m \geq 1 \). We note that

\[
G_P^m(\emptyset) = G_P(G_P^{m-1}(\emptyset)) = g(F_P(G_P^{m-1}(\emptyset))).
\]

So there are constructor terms \( u_i (1 \leq i \leq n) \) such that for all \( 1 \leq i \leq n \), \( t_i = u_i \in F_P(G_P^{m-1}(\emptyset)) \), hence \( t_i = u_i \in g(F_P(G_P^{m-1}(\emptyset))) = G_P^m(\emptyset) \).

**Theorem 6.2** Let \( P \) be a logic program and \( p(t_1, ..., t_k) \in B_P \). If \( p(t_1, ..., t_k) \in \text{lfp}(G_P) \) then \( p(t_1, ..., t_k) \in \bigcap M_E(P) \) and for all \( 1 \leq i \leq k \), there is a constructor term \( u_i \) such that \( t_i = u_i \in \text{lfp}(G_P) \).

**Proof** We recall that \( G_P(I) = g(F_P(I)) \). Using this definition, it is easy to see that

\[
\bigcup_{n=0}^{\infty} G_P^n(\emptyset) \subseteq \bigcup_{n=0}^{\infty} F_P^n(\{t = t : t \in U_P\}),
\]

namely that

\[
\text{lfp}(G_P) \subseteq \text{lfp}(F_P) = \bigcap M_E(P).
\]

Suppose that \( p(t_1, ..., t_k) \in \text{lfp}(G_P) = \bigcup_{n=0}^{\infty} G_P^n(\emptyset) \). Then there is a finite \( m \geq 1 \) such that \( p(t_1, ..., t_k) \in G_P^m(\emptyset) \). By Lemma 6.2, there are constructor terms \( u_i (1 \leq i \leq k) \) such that for all \( 1 \leq i \leq k \),

\[
t_i = u_i \in G_P^m(\emptyset) \subseteq \bigcup_{n=0}^{\infty} G_P^n(\emptyset) = \text{lfp}(G_P). \]
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The converse of Theorem 6.2 is false, as can be seen by the example below.

**Example 6.3** Let \( P \) be a logic program:

\[
P = \{ \quad 0 + x = x \leftarrow \\
, \quad s(x) + y = s(x + y) \leftarrow \\
, \quad p(a) \leftarrow a + x = y \\
\}
\]

where ‘0’, ‘s’, and ‘a’ are the constructor symbols and ‘+’ is the defined symbol. \( P \models_E p(a) \), ‘a’ is a constructor term, and \( a = a \in \text{lfp}(G_P) \). But \( p(a) \notin \text{lfp}(G_P) \). This is because the premise of the third clause, \( a + x = y \), does not have a solution over the constructor terms.

This example shows that \( \text{lfp}(G_P) \) is in general a proper subset of \( g(\cap M_E(P)) \).

6.6 Computing the Least Fixpoint of \( G_P \)

In the most general case, computing the least fixpoint of \( G_P \) is as intractable as computing \( \cap M_E(P) \). We therefore again use equations directionally and interpret them operationally as *confluence to a common constructor term*. Requiring the two sides of an equation to reduce to a common constructor term, rather than to just a term, has the effect of discarding the terms not equal to any constructor term.

Let \( E_1'' \) be the following set of equality axioms.

\[
E_1'' = \begin{array}{l}
\{ \quad eq_1(x, y) \leftarrow eq_2(x, z), eq_2(y, z) \\
, \quad eq_2(x, x) \leftarrow \text{constructor term}(x) \\
, \quad eq_2(x, z) \leftarrow eq_3(x, y), eq_2(y, z) \\
, \quad eq_3(x, y) \leftarrow x = y \\
, \quad eq_3(f(x_1, ..., x_i, ..., x_n), f(x_1, ..., y_i, ..., x_n)) \leftarrow eq_3(x_i, y_i)
\end{array}
\]

(6.1) (6.2) (6.3) (6.4) (6.5)
(6.5) is included for all non-constant function symbols \( f \) in the language and the \( i \)-th argument, for all \( 1 \leq i \leq n_f \). It is assumed that \( Eq''_1 \) includes a possibly infinite number of ground unit clauses for the relation \( \text{constructor} \cdot \text{term} \), enumerating all the constructor terms. Just as the least E-model of a logic program \( P \) is computed by the transformed program \( P_T \) and the equality axioms \( Eq''_1 \) (§§5.3 and 5.4), the least fixpoint of \( G_P \) is computed by the transformed program \( P_T \) and the equality axioms \( Eq''_1 \).

Compatibly with the adoption of \( Eq''_1 \), the reduction relation associated with a logic program is redefined.

**Definition 6.2** For all ground terms \( M \) and \( N \),

\[
M \rightarrow_P N \overset{\text{def}}{\iff} P_T \cup Eq''_1 \models eq_3(M, N).
\]

Ground confluence, ground termination, and \( P \)-canonicity are defined in the same way as before. In particular, the Church-Rosser property (Proposition 5.1) holds for \( \rightarrow_P \) defined above as well.

**Theorem 6.3** Let \( P \) be a logic program. Then for all ground terms \( M \) and \( N \),

\[
M \rightarrow_P N \quad \text{and} \quad N \text{ is a constructor term} \iff P_T \cup Eq''_1 \models eq_2(M, N).
\]

**Proof** \( \rightarrow \) is proved by induction on the \( n \) of \( \overrightarrow{.} \). \( \iff \) is proved by induction on the \( n \) of \( T_{P_T \cup Eq''_1} \uparrow n \).}

Theorem 6.4 below is the correctness of \( P_T \cup Eq''_1 \) with respect to \( lfp(G_P) \) for the non-equality relations and \( eq_1 \).

**Theorem 6.4** Let \( P \) be a logic program. For all ground atoms \( A \) other than equations and those of the form \( eq_i(M, N)(1 \leq i \leq 3) \), or constructor \( \cdot \text{term}(M) \),

\[
P_T \cup Eq''_1 \models A \implies A \in lfp(G_P)
\]
and for all ground terms \( M \) and \( N \)

\[
P_T \cup Eq_i^n \models eq_1(M, N) \implies M = N \in lfp(G_P).
\]

**Proof** It suffices to show that

\[
A \in T_{P_T \cup Eq_i^n}^\uparrow \omega \implies A \in lfp(G_P)
\]

and

\[
eq_1(M, N) \in T_{P_T \cup Eq_i^n}^\uparrow \omega \implies M = N \in lfp(G_P).
\]

We prove this by induction on the \( n \) of \( T_{P_T \cup Eq_i^n}^\uparrow 1 \).

**basis:** Other than the equations and the atoms of the form \( \text{constructor} \_ \text{term}(M) \), only a 0-place predicate \( p \) appearing in a unit clause of \( P \), and hence of \( P_T \), can be a member of \( T_{P_T \cup Eq_i^n}^\uparrow 1 \). Clearly \( p \in g(F_P(\emptyset)) = G_P(\emptyset) = G_P \uparrow 1 \).

**induction step:** Consider first the case of the ground atoms other than the equations, \( eq_i(M, N) \) (1 \( \leq i \leq 3 \)), and \( \text{constructor} \_ \text{term}(M) \). Suppose that \( p(t_1, \ldots, t_n) \in T_{P_T \cup Eq_i^n}^\uparrow (m + 1) \). There is a ground instance:

\[
p(t_1, \ldots, t_n) \leftarrow eq_1(t_1, u_1), \ldots, eq_1(t_n, u_n), B_1^T, \ldots, B_k^T
\]

of a clause in \( P_T \) such that \( eq_1(t_i, u_i) \in T_{P_T \cup Eq_i^n}^\uparrow m \) and \( B_j^T \in T_{P_T \cup Eq_i^n}^\uparrow m \) where \( B_j^T \) is the transformed atom of \( B_j \). By the induction hypothesis,

\[
t_i = u_i \in G_P \uparrow \omega
\]  \hspace{1cm} (6.6)

and \( B_j \in G_P \uparrow \omega \). By Theorem 6.2, there are constructor terms \( s_i \), 1 \( \leq i \leq n \), such that for all 1 \( \leq i \leq n \),

\[
t_i = s_i \in G_P \uparrow \omega.
\]  \hspace{1cm} (6.7)

Since

\[
p(u_1, \ldots, u_n) \leftarrow B_1, \ldots, B_k
\]
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is a ground instance of a clause in \( P \),

\[ p(u_1, \ldots, u_n) \in T_P(G_P \uparrow \omega). \quad (6.8) \]

We note that

\[ G_P \uparrow \omega = G_P(G_P \uparrow \omega) = g(F_P(G_P \uparrow \omega)) \subseteq F_P(G_P \uparrow \omega) = cl(T_P(G_P \uparrow \omega)). \quad (6.9) \]

By (6.8),

\[ p(u_1, \ldots, u_n) \in cl(T_P(G_P \uparrow \omega)). \quad (6.10) \]

By (6.6) and (6.9),

\[ t_i = u_i \in cl(T_P(G_P \uparrow \omega)). \quad (6.11) \]

By (6.10) and (6.11),

\[ p(t_1, \ldots, t_n) \in cl(T_P(G_P \uparrow \omega)). \quad (6.12) \]

By (6.7) and (6.9),

\[ t_i = s_i \in cl(T_P(G_P \uparrow \omega)). \quad (6.13) \]

By (6.12) and (6.13),

\[ p(t_1, \ldots, t_n) \in g(cl(T_P(G_P \uparrow \omega))) = G_P(G_P \uparrow \omega) = G_P \uparrow \omega. \quad (6.14) \]

Consider next the case of \( eq_1(M, N) \). Suppose that \( eq_1(M, N) \in T_{P_r \cup Eq''} \uparrow (m + 1) \).

Because of (6.1) and Theorem 6.3, there must be a constructor term \( L \) and two reduction sequences:

\[ M \equiv M_0 \rightarrow M_1 \rightarrow \cdots \rightarrow M_n \equiv L, \]
\[ N \equiv N_0 \rightarrow N_1 \rightarrow \cdots \rightarrow N_{n'} \equiv L \]

such that for all \( 0 \leq i \leq n - 1 \), there are terms \( s \) and \( t \) such that \( M_{i+1} \equiv M_i[s \leftarrow t] \) and \( s = t \in T_{P_r \cup Eq''} \uparrow k \) for some \( k \leq m \), and for all \( 0 \leq i \leq n' - 1 \), there are terms \( u \) and \( v \) such that \( N_{i+1} \equiv N_i[u \leftarrow v] \) and \( u = v \in T_{P_r \cup Eq''} \uparrow l \) for some \( l \leq m \). Moreover, for each such \( s = t \), there is a ground instance:

\[ s = t \leftarrow B_1^T, \ldots, B_q^T \]
of a clause in \( P_T \) such that \( B^T_j \in T_{P_T \cup Eq''_1} \uparrow k \) for some \( k \leq m \) where \( B^T_j \) is the transformed atom of \( B_j \). By the induction hypothesis, \( B_j \in G_P \uparrow \omega \). Hence \( s = t \in T_P(G_P \uparrow \omega) \).

Similarly \( u = v \in T_P(G_P \uparrow \omega) \). So \( M_i = M_{i+1} \in cl(TM_P(G_P \uparrow \omega)) \) for all \( 0 \leq i \leq n - 1 \) and \( N_i = N_{i+1} \in cl(TM_P(G_P \uparrow \omega)) \) for all \( 0 \leq i \leq n' - 1 \). So

\[
M = L \in cl(TM_P(G_P \uparrow \omega)) = F_P(G_P \uparrow \omega)
\]

and

\[
N = L \in cl(TM_P(G_P \uparrow \omega)) = F_P(G_P \uparrow \omega).
\]

As \( L \) is a constructor term, \( M = N \in g(F_P(G_P \uparrow \omega)) = G_P(G_P \uparrow \omega) = G_P \uparrow \omega \). This completes the induction step.

Thus the theorem holds. \( \blacksquare \)

Theorem 6.5 below is the completeness under ground confluence of \( P_T \cup Eq''_1 \) with respect to \( lfp(G_P) \) for ground atoms.

**Theorem 6.5** Let \( P \) be a ground confluent logic program. For all non-equational ground atoms \( A \),

\[
A \in lfp(G_P) \rightarrow P_T \cup Eq''_1 \models A
\]

and for all ground terms \( M \) and \( N \),

\[
M = N \in lfp(G_P) \rightarrow P_T \cup Eq''_1 \models eq_1(M, N).
\]

**Proof** It suffices to that

\[
A \in G_P \uparrow \omega \rightarrow P_T \cup Eq''_1 \models A
\]

and

\[
M = N \in G_P \uparrow \omega \rightarrow P_T \cup Eq''_1 \models eq_1(M, N)
\]

We prove this by induction on the \( n \) of \( G_P \uparrow n \).

**basis**: The case \( n = 0 \) is vacuously true.
induction step: Consider first the equations. Suppose that $M = N \in G_P \uparrow (m + 1)$. By Lemma 6.2, there is a constructor term $u$ such that $M = u \in G_P \uparrow (m + 1)$. Let $u$ be such a constructor term. Clearly $N = u \in G_P \uparrow (m + 1)$ as well. We note that

$$G_P \uparrow (m + 1) = G_P(G_P \uparrow m) = g(F_P(G_P \uparrow m)) \subseteq F_P(G_P \uparrow m) = \text{cl}(T_P(G_P \uparrow m)). \quad (6.15)$$

So by Lemma 5.2, there are ground terms

$$M \equiv K_0, \ldots, K_k \equiv u, \quad k \geq 0,$$

such that for every pair of $K_i$ and $K_{i+1}$, $0 \leq i \leq k - 1$, $K_{i+1} \equiv K_i[s \leftarrow t]$ and either $s = t \in T_P(G_P \uparrow m)$ or $t = s \in T_P(G_P \uparrow m)$ for some ground terms $s$ and $t$. Suppose that $s = t \in T_P(G_P \uparrow m)$. Then there is a ground instance:

$$s = t \leftarrow B_1, \ldots, B_l$$

of a clause in $P$ such that $\{B_1, \ldots, B_l\} \subseteq G_P \uparrow m$. By the induction hypothesis, $P_T \cup E q''_1 \models B_i^T$ for all $1 \leq i \leq l$ where $B_i^T$ is the transformed atom of $B_i$. Hence $P_T \cup E q''_1 \models s = t$. So by (6.4), $P_T \cup E q''_1 \models eq_3(s, t)$. So by (6.5), $P_T \cup E q''_1 \models eq_3(K_i, K_{i+1})$. Using a similar argument, we see that $t = s \in T_P(G_P \uparrow m)$ implies $P_T \cup E q''_1 \models eq_3(K_{i+1}, K_i)$.

So the terms $K_i$'s are such that $P_T \cup E q''_1 \models eq_3(K_i, K_{i+1})$ or $P_T \cup E q''_1 \models eq_3(K_{i+1}, K_i)$. Hence by Definition 6.2, the terms are such that $K_i \rightarrow K_{i+1}$ or $K_{i+1} \rightarrow K_i$. By the ground confluence of $P$ and the Church-Rosser property, there is a ground term $v$ such that $M \xrightarrow{*} v$ and $u \xrightarrow{*} v$. Using a similar argument, we see that $N = u \in G_P \uparrow (m + 1)$ implies the existence of a ground term $w$ such that $N \xrightarrow{*} w$ and $u \xrightarrow{*} w$. By the ground confluence of $P$, there is a ground term $x$ such that $v \xrightarrow{*} x$ and $w \xrightarrow{*} x$. As $u$ is a constructor term and hence is canonical, $u$ and $x$ must be the same. Hence $M \xrightarrow{*} u$ and $N \xrightarrow{*} u$. So by Theorem 6.3, $P_T \cup E q''_1 \models eq_2(M, u)$ and $P_T \cup E q''_1 \models eq_2(N, u)$. So by (6.1), $P_T \cup E q''_1 \models eq_1(M, N)$.

Consider next non-equational atoms. Suppose that $p(t_1, \ldots, t_n) \in G_P \uparrow (m + 1)$. By (6.15), there is a ground instance:

$$p(u_1, \ldots, u_n) \leftarrow B_1, \ldots, B_l$$

(6.16)
of a clause in $P$ such that $t_i = u_i \in G_P \uparrow (m + 1)$ and $\{B_1, \ldots, B_l\} \subseteq G_P \uparrow m$. By the proof above for the case of equations, $P_T \cup Eq_1^m \models e_1(t_i, u_i)$. By the induction hypothesis, $P_T \cup Eq_1^m \models B_i^T$ for all $1 \leq i \leq l$ where $B_i^T$ is the transformed atom of $B_i$. The ground clause:

$$p(t_1, \ldots, t_n) \leftarrow e_1(t_1, u_1), \ldots, e_1(t_n, u_n), B_1^T, \ldots, B_l^T$$

is a ground instance of a clause in $P_T$, since (6.16) is a ground instance of a clause in $P$. Hence $P_T \cup Eq_1^m \models p(t_1, \ldots, t_n)$. This completes the induction step.

Thus the theorem holds. 

6.7 SLDCT-Resolution

In the previous section, we assumed that $Eq_1^m$ includes a possibly infinite number of ground unit clauses for the relation $\text{constructor_term}$, enumerating all the constructor terms. This assumption is unsatisfactory in practice for two reasons:

1. it is unrealistic to use such an enumeration of ground unit clauses, even if the enumeration happens to be finite,

2. when a goal of the form $\leftarrow \text{constructor_term}(t)$, where $t$ contains variables, has been resolved, all the variables in $t$ are instantiated to some ground terms, hence failing to yield the most general answer for a question.

It is therefore necessary to use a refutation procedure that gives the effect of the predicate 'constructor_term' and ensures the most general answer for any questions, instead of an enumeration of ground unit clauses for the relation $\text{constructor_term}$.

For this purpose, we propose $SLD$-resolution with the constructor term test (hereafter called $SLDCT$-resolution): SLD-resolution with the ability to test, given a term $t$, whether there is a ground instance of $t$ that is a constructor term. The test will be done only when an atom of the form $eq_2(s, t)$ has been resolved.
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The function of SLDCT-resolution is best defined by means of $Eq''_1$. In SLDCT-resolution the following function is performed when a goal of the form $\leftarrow \text{constructor}\_\text{term}(t)$ is to be resolved: $\text{constructor}\_\text{term}(t)$ succeeds iff there is a ground instance of $t$ that is a constructor term, without instantiating $t$, and when it has succeeded all the variables in $t$ are restricted. An SLDCT-derivation (SLDCT-refutation) is defined as an SLD-derivation (SLD-refutation) using $Eq''_1$ in which

1. a goal of the form $\leftarrow \text{constructor}\_\text{term}(M)$ is resolved according to the rule above,

2. only a unifier $\theta = \{x_1/t_1, \ldots, x_n/t_n\}$ may be used such that for all $1 \leq i \leq n$, if $x_i$ is restricted then $t_i$ must not contain any defined symbols,

3. if a unifier $\theta = \{x_1/t_1, \ldots, x_n/t_n\}$ is used and $x_i$ is restricted, then all the variables in $t_i$ are restricted, for all $1 \leq i \leq n$.

The restricting of variables and the restriction of unification are needed to ensure the correctness of computed answer substitutions with respect to $lfp(G_P)$. An SLDCT-refutation procedure is an SLD-refutation procedure that finds an SLDCT-refutation using $Eq''_1$. By an SLD-derivation (SLD-refutation) of $P_T \cup Eq''_1 \cup \{G\}$, we mean one for which $Eq''_1$ is used with a possibly infinite enumeration of ground unit clauses for the relation $\text{constructor}\_\text{term}$, and distinguish it from an SLDCT-derivation (SLD-refutation) defined above.

One motivation for our new semantical model was the undecidability of canonical (i.e., irreducible) terms. Theorem 6.6 below shows that the problem that the predicate $\text{constructor}\_\text{term}(M)$ has to solve is decidable.

**Theorem 6.6** Suppose that there is at least one constructor constant symbol in the language. Let $t$ be any term. Then there is a ground instance of $t$ that is a constructor term iff $t$ contains no defined symbols.

**Proof** Straightforward. \qed
For any atom \( A \), let \( [A] \) be the set of all ground atoms obtained by instantiating the variables in \( A \) to some constructor terms. A ground substitution \( \{x_1/t_1, \ldots, x_n/t_n\} \) will be called a constructor substitution if \( t_i \) is a constructor term for all \( 1 \leq i \leq n \). Let \( P \) be a logic program and \( G \) a goal clause \( \leftarrow B_1, \ldots, B_m \). Let \( B_i^T \) be the transformed atom of \( B_i \). Since in our new semantical model, all the variables in a clause range over constructor terms, the correctness of SLDCT-resolution with respect to \( \text{lfp}(G_P) \) consists in the fact that \( [B_i] \subseteq \text{lfp}(G_P) \) for all \( 1 \leq i \leq m \), where \( \theta \) is any computed answer substitution obtained from any SLDCT-refutation of \( P_T \cup \text{Eq}_T^\nu \cup \{ \leftarrow B_1^T, \ldots, B_m^T \} \). For the same reason, the completeness of SLDCT-resolution with respect to \( \text{lfp}(G_P) \) consists in the fact that for any substitutions \( \theta \) such that \( [B_i] \subseteq \text{lfp}(G_P) \) for all \( 1 \leq i \leq m \), there is an SLDCT-refutation of \( P_T \cup \text{Eq}_T^\nu \cup \{ \leftarrow B_1^T, \ldots, B_m^T \} \) with the computed answer substitution \( \sigma \) such that \( \theta = \sigma \gamma \) for some substitution \( \gamma \). We now proceed to prove these.

**Theorem 6.7** Let \( P \) be a logic program. Let \( \theta \) be a computed answer substitution obtained from an SLDCT-refutation of \( P_T \cup \text{Eq}_T^\nu \cup \{ G \} \), where \( G \) is a goal clause \( \leftarrow B_1, \ldots, B_m \) that may contain any predicates in \( P_T \cup \text{Eq}_T^\nu \). Then \( P_T \cup \text{Eq}_T^\nu \models (B_1, \ldots, B_m) \theta \sigma \) for all constructor substitutions \( \sigma \) for the variables of \( G \theta \).

**Proof** By induction on the length of an SLDCT-refutation.

*basis:* Suppose that the length of an SLDCT-refutation is one. Then \( G \) is of the form \( \leftarrow p \), \( \leftarrow M = N \), or \( \leftarrow \text{constructor} \_ \text{term}(M) \), where \( p \) is a 0-place predicate, \( M \) and \( N \) are some terms. In the first two cases, the theorem clearly holds. In the last case, the theorem holds by Theorem 6.6.

*induction step:* Suppose that the theorem holds for SLDCT-refutations of length less than \( m + 1 \). Consider an SLDCT-refutation of \( P_T \cup \text{Eq}_T^\nu \cup \{ G \} \) of length \( m + 1 \). Let \( G \) be \( \leftarrow B_1, \ldots, B_m \) and \( B_i \) be the selected atom.

*case 1:* \( B_i \) is not of the form \( \text{constructor} \_ \text{term}(M) \). Let

\[
A \leftarrow C_1, \ldots, C_k
\]
be the first input clause and $\sigma$ be a unifier of $B_i$ and $A$. The first derived clause is:

$$\leftarrow (B_1, ..., B_{i-1}, C_1, ..., C_k, B_{i+1}, ..., B_m)\sigma.$$

Let $\gamma$ be the computed answer substitution for this goal. By the induction hypothesis, for all constructor substitutions $\delta$,

$$P_T \cup Eq_1'' \models (B_1, ..., B_{i-1}, C_1, ..., C_k, B_{i+1}, ..., B_m)\sigma\gamma\delta.$$

Note that $\sigma\gamma$ is the computed answer substitution for the original goal $G$. Let $\delta_0$ be any constructor substitution for $G\sigma\gamma$, namely for

$$\leftarrow (B_1, ..., B_{i-1}, B_i, B_{i+1}, ..., B_m)\sigma\gamma.$$

Clearly $B_i\sigma\gamma\delta_0 \equiv A\sigma\gamma\delta_0$ and the goal

$$\leftarrow (B_1, ..., B_{i-1}, B_i, B_{i+1}, ..., B_m)\sigma\gamma\delta_0$$

derives

$$\leftarrow (B_1, ..., B_{i-1}, C_1, ..., C_k, B_{i+1}, ..., B_m)\sigma\gamma\delta_0. \quad (6.17)$$

As seen above (by extending $\delta_0$ so that (6.17) becomes ground if it is not ground),

$$P_T \cup Eq_1'' \models (B_1, ..., B_{i-1}, C_1, ..., C_k, B_{i+1}, ..., B_m)\sigma\gamma\delta_0.$$

Hence

$$P_T \cup Eq_1'' \models (B_1, ..., B_{i-1}, B_i, B_{i+1}, ..., B_m)\sigma\gamma\delta_0.$$

**case 2:** $B_i$ is of the form $\text{constructor} \_ \text{term}(M)$. Let $x_1, ..., x_n$ be all the variables in $M$. All $x_i$'s are restricted. The first derived clause is:

$$\leftarrow B_1, ..., B_{i-1}, B_{i+1}, ..., B_m.$$

Let $\sigma$ be the computed answer substitution for this goal, and hence for the original goal $G$. By the induction hypothesis, for all constructor substitutions $\gamma$,

$$P_T \cup Eq_1'' \models (B_1, ..., B_{i-1}, B_{i+1}, ..., B_m)\sigma\gamma.$$
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Since all the $x_i$'s are restricted, $\sigma$ can only instantiate $x_i$'s to terms containing no defined symbols. Hence for any constructor substitution $\gamma_0$ for $G\sigma$, $\sigma\gamma_0$ can only instantiate $x_i$'s to some constructor terms. So in the goal

$$
\leftarrow (B_1, ..., B_{i-1}, \text{constructor}.term(M), B_{i+1}, ..., B_m)\sigma\gamma_0,
$$

$M\sigma\gamma_0$ is a constructor term and hence $\text{constructor}.term(M\sigma\gamma_0)$ unifies with one of the enumerated unit clauses and derives

$$
\leftarrow (B_1, ..., B_{i-1}, B_{i+1}, ..., B_m)\sigma\gamma_0.
$$

As seen above,

$$
P_T \cup Eq_1'' \models (B_1, ..., B_{i-1}, B_{i+1}, ..., B_m)\sigma\gamma_0.
$$

So

$$
P_T \cup Eq_1'' \models (B_1, ..., B_{i-1}, \text{constructor}.term(M), B_{i+1}, ..., B_m)\sigma\gamma_0.
$$

Theorem 6.8 (Correctness of SLDCT-resolution with respect to $\text{lfp}(G_P)$) Let $P$ be a logic program and $G$ a goal clause $\leftarrow B_1, ..., B_m$. Let $\theta$ be a computed answer substitution obtained from an SLDCT-refutation of $P_T \cup Eq_1'' \cup \{ \leftarrow B_1^T, ..., B_m^T \}$ where $B_i^T$ is the transformed atom of $B_i$. Then for all $1 \leq i \leq m$, $[B_i, \theta] \subseteq \text{lfp}(G_P)$.

Proof Let $\sigma$ be any constructor substitution for $B_i\theta$. Clearly, $\sigma$ is a constructor substitution for $B_i^T\theta$. We can extend $\sigma$ to a constructor substitution $\sigma'$ for $\leftarrow (B_1^T, ..., B_m^T)\theta$. By Theorem 6.7, $P_T \cup Eq_1'' \models (B_1^T, ..., B_m^T)\theta\sigma'$. So $P_T \cup Eq_1'' \models B_i^T\theta\sigma$. So by Theorem 6.4, $B_i\theta\sigma \in \text{lfp}(G_P)$.

Next we prove the completeness under ground confluence of SLDCT-resolution with respect to $\text{lfp}(G_P)$.

Theorem 6.9 Let $P$ be a ground confluent logic program. Suppose that $[A] \subseteq \text{lfp}(G_P)$ where $A$ is an atom other than an equation. Then there is an SLDCT-refutation of $P_T \cup Eq_1'' \cup \{ \leftarrow A \}$ with the identity substitution as the computed answer substitution. Suppose
that \([M = N] \subseteq \text{lfp}(G_P)\). Then there is an SLDCT-refutation of \(P_T \cup Eq_1^n \cup \{ \leftarrow eq_1(M, N) \}\) with the identity answer substitution as the computed answer substitution.

**Proof** Let \(x_1, ..., x_n\) be all the variables occurring in \(A\). Let \(a_1, ..., a_n\) be some distinct constructor constant symbols not occurring in \(P\) or \(A\). Let \(\theta = \{x_1/a_1, ..., x_n/a_n\}\). Since \([A] \subseteq \text{lfp}(G_P)\), \(A\theta \in \text{lfp}(G_P)\). Hence by Theorem 6.5, there is an SLD-refutation of \(P_T \cup Eq_1^n \cup \{ \leftarrow A\theta \}\). This SLD-refutation can be modified into an SLDCT-refutation of \(P_T \cup Eq_1^n \cup \{ \leftarrow A \}\) with the identity substitution as the computed answer substitution by replacing \(a_i\)'s by \(x_i\)'s, because \(a_i\)'s do not occur in \(P_T\) or \(A\) and a goal \(\leftarrow \text{constructor term}(M)\) succeeds in SLDCT-resolution after the replacement if it succeeds in SLD-resolution before replacement.

The case for equations is proved similarly. ■

In the proof of Theorem 6.10 below, we use the lifting lemma for SLDCT-refutations which is easily seen to be true: if there is an SLDCT-refutation of \(P_T \cup Eq_1^n \cup \{G_T \theta\}\), then there is one of \(P_T \cup Eq_1^n \cup \{G_T\}\).

**Theorem 6.10 (Completeness of SLDCT-resolution with respect to lfp(G_P))** Let \(P\) be a ground confluent logic program and \(G\) a goal clause \(\leftarrow B_1, ..., B_m\). Let \(\theta\) be any substitution for the variables of \(G\) such that \([B_i \theta] \subseteq \text{lfp}(G_P)\) for all \(1 \leq i \leq m\). Then there is an SLDCT-refutation of \(P_T \cup Eq_1^n \cup \{G_T \}\) with the computed answer substitution \(\sigma\) such that \(\theta = \sigma \gamma\) for some substitution \(\gamma\).

**Proof** By Theorem 6.9, there is an SLDCT-refutation for \(P_T \cup Eq_1^n \cup \{ \leftarrow B_i^T \theta \}\) with the identity substitution as the computed answer substitution for every \(1 \leq i \leq m\). These refutations can be combined into an SLDCT-refutation of \(P_T \cup Eq_1^n \cup \{G_T \theta\}\) with the identity substitution as the computed answer substitution. By the lifting lemma for SLDCT-refutations, there is an SLDCT-refutation for \(P_T \cup Eq_1^n \cup \{ \leftarrow G_T \}\) with the computed answer substitution \(\sigma\) such that \(\theta = \sigma \gamma\). ■
Chapter 7

Introduction of Higher-Order Functions

7.1 Introduction

In the last two chapters we have shown how functions can be incorporated into logic programming through the use of equality axioms. Specifically, the functions considered there were first-order functions. Can we introduce higher-order functions—functions that admit functions as arguments or values—within the framework of logic programming with equality? In this chapter we provide an affirmative answer by proposing logic programming with the Curried Herbrand Universe.

Higher-order functions are an important tool of most modern functional programming languages [3,10,78,94,97,99]. The designers of these languages recognized the power of abstraction engendered by being able to program with higher-order functions and embodied them in their languages. In the functional language community, the utility of higher-order functions is widely acknowledged, although Goguen and Meseguer [33,40,38] and O’Donnell [48,80] prefer to avoid them.
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There are two approaches to incorporating higher-order functions into logic programming: radical and conservative. A radical approach abandons first-order logic altogether and adopts a form of higher-order logic [77]. In a conservative approach, one stays within first-order logic and defines higher-order functions using formulas of first-order logic [80, 101].

The proposal put forward in this chapter takes an almost conservative approach (the sense of the qualification “almost” will be explained soon) because

1. unification in logic of the order greater than one is undecidable [43, 50],

2. we want to use the theory developed in the previous chapters and Prolog implementation techniques as much as possible.

More specifically, we take the idea suggested by O’Donnell [80] (but already implicit in work by Church and Rosser [13]), viz., defining higher-order functions using first-order equations adopting the Schönfinkel-Curry function application operator as a binary functor.

A possible criticism of conservative approaches in favor of radical ones is that defining higher-order functions using first-order sentences is merely “encoding” or “simulating” higher-order functions, depriving them of semantic content. We will show that it is possible to incorporate equationally defined higher-order functions into logic programs with equality based on a formal semantics in terms of a functional domain [76]—a domain suitable for models of λ-calculus and combinatory logic—constructed from the domain of the least E-model of a logic program with equality. We depart from first-order logic in constructing the functional domain to interpret every ground term in a logic program as representing a unary function: this is why we call our approach almost conservative. Yet computation is accomplished by first-order deduction, avoiding the computational intractability incurred by the use of higher-order logic.
7.2 Logic Programming with the Curried Herbrand Universe

We propose logic programming with the Curried Herbrand universe, hereafter LPCH, introducing higher-order functions into logic programming with equality. In LPCH, we adopt the Schönfinkel-Curry function application operator \([19,90]\) as a binary functor and define functions by first-order equations.

As far as syntax goes, a program in LPCH is a set of positive Horn clauses with equality. All that is needed is to redefine terms.

**Definition 7.1** The terms in LPCH is defined as follows.

1. a variable is a term,
2. a constant symbol is a term,
3. if \(t\) and \(u\) are terms, so is \(t : u\).

\(\cdot\) is an infix left-associative binary function symbol representing the function application operator; \(t : u\) is the result of applying \(t\) to \(u\). Parentheses may be used for grouping. The Herbrand universe of a program in LPCH therefore consists of the ground terms built up solely of the function application operator \(\cdot\) and constant symbols. We shall assume that at least one constant symbol appears in every LPCH program.

Let \(P\) be an LPCH program and \(M = \bigcap M_E(P)\). Let \(\cong_M\) be the congruence relation over \(U_P\) associated with \(M\):

\[
\forall t, u \in U_P, \quad t \cong_M u \iff P \models_E t = u.
\]

Let \([t]\) be the congruence class of \(t\) under \(\cong_M\). In the least E-model \(M\), a constant symbol \(c\) is assigned the denotation \([c]\) and the function application operator \(\cdot\) is assigned the binary function \(\cdot^M\) such that

\[
\forall [t], [u] \in U_P/\cong_M, \quad [t] \cdot^M [u] = [t : u].
\]
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The least E-model assigns to ‘.’ the denotation conforming to the intended interpretation of the function application operator. However, a ground term \( t \) receives the denotation \([t]\), which is just a congruence class. We see this as a drawback of the least E-model in giving meaning to the ground terms of an LPCH program, since each ground term in Curried notation is meant to represent a unary function that takes as argument a unary function and returns as value a unary function.

Consider, for example, the following LPCH program \( P \).

\[
P = \{ \quad + : 0 : X = X \leftarrow \\
\quad , \quad + : (s : X) : Y = s : (+ : X : Y) \leftarrow \\
\quad , \quad twice : F : X = F : (F : X) \leftarrow \\
\}
\]

‘+’ is supposed to represent a unary function which takes as argument a natural number (in fact a unary function) \( n \) and returns the unary function “plus \( n \)”; ‘\( twice \)’ is supposed to represent a unary function which takes as argument a unary function \( f \) and returns the composition of \( f \) with itself. The least E-model \( \cap M_E(P) \) fails to specify what unary function an object in the universe \( U_P/\cong_M \) represents.

To remedy this unsatisfactory situation, we construct from \( U_P/\cong_M \) a functional domain [76]—a domain suitable for interpretation of Curried terms—over which the ground terms of an LPCH program will be interpreted.

7.3 Functional Domain and Extensionality

This section gives a description of functional domains [76]. All the materials in this section are taken from [76] and Chapters 10 and 11 of [47].

A functional domain is a quadruple \( \mathcal{U} = \langle D, D \rightarrow D, \text{Fun}, \text{Rep} \rangle \) where

\(^1\)Henceforth, identifiers beginning with a capital letter will be used as variables.
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1. $D$ is a nonempty set,

2. $D \to D$ is a set of functions from $D$ to $D$,

3. $\text{Fun}$ is a surjective function from $D$ onto $D \to D$,

4. $\text{Rep}$ is a function from $D \to D$ to $D$ such that $f = \text{Fun}(\text{Rep}(f))$ for all $f \in D \to D$.

Pictorially,

$$
\begin{align*}
\text{Fun} \\
D & \xrightarrow{\text{Rep}} D \to D.
\end{align*}
$$

Note that the existence of $\text{Rep}$ as specified in (4) is guaranteed by the surjectivity of $\text{Fun}$ and every such $\text{Rep}$ is necessarily injective. $\text{Fun}$ need not be injective.

**Definition 7.2**  Let $\mathcal{U} = (D, D \to D, \text{Fun}, \text{Rep})$ be a functional domain and $f \in D \to D$. A member $d \in D$ such that $\text{Fun}(d) = f$ is called a representative of $f$. The set of all representatives of a function $f \in D \to D$ is denoted $\text{Reps}(f)$.

Clearly, $\text{Rep}(f) \in \text{Reps}(f)$ for all $f \in D \to D$. A representative of a function $f \in D \to D$ is also called a name, notation, index, or quotation of $f$. In [47,76], the members of $D$ are used as values of combinators and $\lambda$-expressions, each value $v$ representing a function $\text{Fun}(v) \in D \to D$ and each function $f \in D \to D$ being represented by at least one member of $D$, namely $\text{Rep}(f)$, so that the standard laws of identity in combinatory logic and $\lambda$-calculus hold in $\mathcal{U}$.

**Definition 7.3**  Let $\mathcal{U} = (D, D \to D, \text{Fun}, \text{Rep})$ be a functional domain. For all $d_1, d_2 \in D$, $d_1$ is extensionally equivalent to $d_2$, written $d_1 \sim d_2$, iff $\text{Fun}(d_1) = \text{Fun}(d_2)$.

It is straightforward to see that $\sim$ is an equivalence relation over $D$. An equivalence class of $d \in D$ will be denoted by $[d]_{\sim}$.  

Proposition 7.1 Let \( \mathcal{U} = \langle D, D \to D, \text{Fun}, \text{Rep} \rangle \) be a functional domain. For all \( f \in D \to D \), \( \text{Reps}(f) = [\text{Rep}(f)]_\sim \).

Definition 7.4 A functional domain \( \mathcal{U} = \langle D, D \to D, \text{Fun}, \text{Rep} \rangle \) is extensional iff for all \( d_1, d_2 \in D \), \( \text{Fun}(d_1) = \text{Fun}(d_2) \) implies \( d_1 = d_2 \), namely iff \( \text{Fun} \) is injective.

Proposition 7.2 The extensionality of a functional domain \( \mathcal{U} = \langle D, D \to D, \text{Fun}, \text{Rep} \rangle \) is equivalent to each of the following.

1. \( \forall d_1, d_2 \in D, d_1 \sim d_2 \implies d_1 = d_2 \),

2. \( \forall d \in D, [d]_\sim \) is a singleton set,

3. \( \forall f \in D \to D, \text{Reps}(f) \) is a singleton set,

4. \( \forall d \in D, \text{Rep}(\text{Fun}(d)) = d \).

Thus in an extensional functional domain, \( \text{Fun} \) is a bijection from \( D \) onto \( D \to D \), \( \text{Rep} \) is a bijection from \( D \to D \) onto \( D \), and each is the inverse of the other. \( \text{Given} \) a functional domain \( \mathcal{U} = \langle D, D \to D, \text{Fun}, \text{Rep} \rangle \), we can define the binary function application operation "\( \cdot \)" on \( D \) by

\[
\forall d_1, d_2 \in D, \quad d_1 : d_2 = (\text{Fun}(d_1))(d_2).
\]

Conversely, \( \text{given} \) a binary operation "\( : \)" on a nonempty set \( D \), we can construct a functional domain \( \mathcal{U} = \langle D, D \to D, \text{Fun}, \text{Rep} \rangle \) by defining, for every \( d \in D \), the function \( f_d \) from \( D \) to \( D \):

\[
\forall d_1 \in D, \quad f_d(d_1) = d : d_1
\]

and

\[
D \to D = \{ f_d : d \in D \},
\]

\[
\text{Fun}(d) = f_d, \quad \forall d \in D,
\]

\[
\text{Rep}(f_d) = d_0 \text{ for some } d_0 \in D \text{ such that } f_{d_0} = f_d.
\]
In either case, we have
\[ \forall d_1, d_2 \in D, \quad (Fun(d_1))(d_2) = d_1 : d_2, \]
showing that it makes no difference whether we apply two objects \( d_1 \) and \( d_2 \) \( (d_1 : d_2) \) or apply the function represented by \( d_1 \) to \( d_2 \) \( (Fun(d_1))(d_2) \). Since in a functional domain \( \mathcal{U} = (D, D \to D, Fun, Rep) \) the function \( Fun \) is surjective, the cardinality of \( D \to D \) is at most that of \( D \), hence \( D \to D \) excludes many functions from \( D \) to \( D \). For example, the following "paradoxical" diagonal function cannot exist in \( D \to D \).

Let \( d_0 \) be an arbitrary member of \( D \). Let \( p \) be a function from \( D \) to \( D \) such that for all \( d \in D \),
\[ p(d) = d_0 \text{ if } (Fun(d))(d) \neq d_0, \text{ and} \]
\[ p(d) \neq d_0 \text{ if } (Fun(d))(d) = d_0. \]
Suppose that \( p \) exists in \( D \to D \). Then \( p = Fun(d_1) \) for some \( d_1 \in D \). Taking in particular \( d \) to be \( d_1 \), the two clauses above lead to a contradiction. Hence \( p \) cannot exist in \( D \to D \).

### 7.4 Models of LPCH Programs Based on Functional Domains

We construct a functional domain from the domain of the least \( E \)-model of an LPCH program. This functional domain will then allow us to interpret every ground term in an LPCH program as representing a unary function. Let \( P \) be an LPCH program, \( M = \bigcap M_E(P), \cong_M \) the congruence relation associated with \( M \), and \( :^M \) the binary function assigned to \('.'\) in \( M \). Since \( :^M \) is a binary function on \( U_P/\cong_M \), the desired construction can be done in the manner explained in the previous section.

\(^2\)I thank Romas Aleliunas for calling my attention to this point.
For each congruence class \([t] \in U_P/\cong_M\), we define the function \(f_{[t]}\) from \(U_P/\cong_M\) to \(U_P/\cong_M\) by \(f_{[t]}([u]) = [t] .^M [u] = [t : u]\) for all \([u] \in U_P/\cong_M\).

For an LPCH program \(P\), let \(\mathcal{U}_P = (U_P/\cong_M, U_P/\cong_M \rightarrow U_P/\cong_M, \text{Fun}, \text{Rep})\) where

1. \(U_P/\cong_M \rightarrow U_P/\cong_M = \{f_{[t]} : [t] \in U_P/\cong_M\}\),

2. \(\text{Fun}([t]) = f_{[t]}\), for all \([t] \in U_P/\cong_M\),

3. \(\text{Rep}(f_{[t]}) = [u_0]\) for some \([u_0]\) such that \(f_{[t]} = f_{[u_0]}\).

We prove that \(\mathcal{U}_P\) is a functional domain.

**Theorem 7.1** Let \(P\) be any LPCH program. \(\mathcal{U}_P\) is a functional domain.

**Proof** Clearly \(U_P/\cong_M\) is nonempty, \(\text{Fun}\) is a surjective function from \(U_P/\cong_M\) onto \(U_P/\cong_M \rightarrow U_P/\cong_M\), and \(\text{Rep}\) is a function from \(U_P/\cong_M \rightarrow U_P/\cong_M\) to \(U_P/\cong_M\). To see that \(\text{Fun}(\text{Rep}(f)) = f\) for all \(f \in U_P/\cong_M \rightarrow U_P/\cong_M\), let \(f_{[t]} \in U_P/\cong_M \rightarrow U_P/\cong_M\). Then \(\text{Rep}(f_{[t]}) = [u_0]\) for some \([u_0]\) such that \(f_{[t]} = f_{[u_0]}\). Thus,

\[
\text{Fun}(\text{Rep}(f_{[t]})) = \text{Fun}([u_0]) = f_{[u_0]} = f_{[t]}.
\]

**Example 7.1** Consider the following LPCH program.

\[
P = \{ \quad + : 0 : X = X \leftarrow \\
\quad , \quad + : (s : X) : Y = s : (+ : X : Y) \leftarrow \\
\quad , \quad \text{twice} : F : X = F : (F : X) \leftarrow \\
\}.
\]

The "plus 2" function \(f_{[+:\{(s:0)\}]\) has three representatives:

\[
\text{Reps}(f_{[+:\{(s:0)\}])} = \{[+: (s : (s : 0))], [\text{twice} : s], [\text{twice} : (+ : (s : 0))]\}.
\]

Any one of \(\text{Reps}(f_{[+:\{(s:0)\}]})\) can be assigned as \(\text{Rep}(f_{[+:\{(s:0)\}])}\).
By taking the functional domain $\mathcal{U}_P$ as the domain of an LPCH program $P$, it is now possible to interpret a ground term $t$ in $P$ as representing a unary function: $t$ represents the function $\text{Fun}([t]) = f_{[t]}$. Thus, the denotation of a ground term is determined as follows:

1. a constant symbol $c$ denotes $[c]$,
2. a ground term $t : u$ denotes $(\text{Fun}([t]))([u]) = f_{[t]}([u])$.

In the LPCH program $P$ in Example 7.1, the term ‘twice’, e.g., denotes $[\text{twice}]$, which represents the function $\text{Fun}([\text{twice}]) = f_{[\text{twice}]}$. Hence the denotation of ‘twice : $(+ : (s : 0))$’ is $f_{[\text{twice}]}([+ : (s : 0)]) = [\text{twice} : (+ : (s : 0))]$, which in turn represents the function $\text{Fun}([\text{twice} : (+ : (s : 0))]) = f_{[\text{twice} ; (+ : (s : 0))]}$. Hence the denotation of ‘twice : $(+ : (s : 0)) : 0$’ is $f_{[\text{twice} ; (+ : (s : 0))]}([0]) = [\text{twice} : (+ : (s : 0)) : 0] = [s : (s : 0)]$.

Since by definition,

$$(\text{Fun}([t]))([u]) = f_{[t]}([u]) = [t] :^M [u],$$

for all ground terms $t$ and $u$, the interpretation of $t : u$ as the application of the function $\text{Fun}([t])$ to $[u]$ is consistent with the interpretation of $t : u$ as the application of two objects $[t]$ and $[u]$ by $:^M$.

Example 7.1 shows that the functional domain $\mathcal{U}_P$ of an LPCH program $P$ is in general intensional: $\text{Reps}(f_{[+ : (s : (s : 0))]}$ has three members, which are all extensionally equivalent to one another representing the same function $f_{[+ : (s : (s : 0))]}$. The equality of the ground terms determined by $\bigcap M_E(P)$, namely $=$, is the equality of the representatives and not of the represented functions, namely $\sim$. Again in Example 7.1, $[\text{twice} : s]$ and $[+ : (s : (s : 0))]$ represent the same function, hence $[\text{twice} : s] \sim [+ : (s : (s : 0))]$, but $P \not\models_E (\text{twice} : s = + : (s : (s : 0)))$. 
7.5 Computing with LPCH Programs

The intensional equality of the terms in an LPCH program, i.e., the equality of representatives rather than of represented functions, is merely the equality determined by logical implication of a program. Hence if ‘=’ in a program is interpreted as the intensional equality, computing an LPCH program \( P \) is computing the least E-model \( \cap M_E(P) \). Since the function application operator is represented by the binary function symbol ‘\( \cdot \)’, the standard equality axioms \( Eq \) with the substitutivity axioms for ‘\( \cdot \)’, when adjoined to an LPCH program \( P \), will compute \( \cap M_E(P) \). If in particular a program is ground confluence, \( Eq_1 \) and \( Eq_2 \) shown in Chapter 5 with the substitutivity axioms for ‘\( \cdot \)’ can be used:

\[
EqCH_1 = \begin{align*}
& \{ \quad eq_1(X,Y) \leftarrow eq_2(X,Z), eq_2(Y,Z) \\
& \quad \quad , \quad eq_2(X,X) \leftarrow \\
& \quad \quad , \quad eq_2(X,Z) \leftarrow eq_3(X,Y), eq_2(Y,Z) \\
& \quad \quad , \quad eq_3(X,Y) \leftarrow X = Y \\
& \quad \quad , \quad eq_3(X : Y_1, X : Y_2) \leftarrow eq_3(Y_1, Y_2) \\
& \quad \quad , \quad eq_3(X_1 : Y, X_2 : Y) \leftarrow eq_3(X_1, X_2) \\
& \}.
\]

\( EqCH_2 \) is defined similarly. All the correctness and completeness results for \( Eq_1 \) and \( Eq_2 \) shown in Chapter 5 hold for \( EqCH_1 \) and \( EqCH_2 \) as well. Reduction of the search space for term evaluation using the canonicality predicate (§5.9) can be done for \( EqCH_1 \) and \( EqCH_2 \) in the same way.

In the functional domain of an LPCH program, every object represents a function (because of \( \text{Fun} \)) and every function defined by the program is represented by an object (because of \( \text{Rep} \)). All the relations defined by a program are therefore defined over the functions that the program defines. In LPCH, thus, defining relations over functions is a programming method supported by a formal semantics in terms of functional domains. For instance, the
following program $P$ computes the relation $\text{geq}(F, G, L)$, where $F$ and $G$ are unary functions and $L$ is a list of arguments $x_1, \ldots, x_n$, that holds if $F(x_i) \geq G(x_i)$ for all $1 \leq i \leq n$:

$$
P = \{ \quad \text{geq}(F, G, \text{nil}) \leftarrow
\quad \text{geq}(F, G, \text{cons}: X : L) \leftarrow F : X \geq G : X, \text{geq}(F, G, L) \}
$$

This ability to define relations over functions has been found to bring about an interesting programming paradigm [12].

LPCH does not treat lambda expressions. A method of integrating lambda expressions into Horn clause logic programming is proposed by Cheng [11], where it is shown that a set of function definitions using lambda expressions is intertranslatable to a computationally equivalent set of equations by the processes called $\lambda$-lifting and $\lambda$-abstraction. Using this method, for example, the term ‘$\text{twice : twice}$’, which is a normal form in the LPCH program in Example 7.1, is $\lambda$-abstracted to the lambda expression ‘$\lambda f. \lambda x. f(f(f(x)))$’. Using Cheng’s method, the equation defining Curry’s $Y$ combinator

$$
Y = \lambda x. (\lambda y. x(yy))(\lambda y. x(yy))
$$

is translated into the following set of equations

$$
Y = \{ \quad y : X = (g : X) : (g : X) \leftarrow
\quad \text{g : X : Y = X : (Y : Y) \leftarrow} \}
$$

With the following set of equations defining the “functional” $f$ for the factorial function

$$
P = \{ \quad + : 0 : X = X \leftarrow
\quad + : (s : X) : Y = s : (+ : X : Y) \leftarrow
\quad * : 0 : X = 0 \leftarrow
\quad * : (s : X) : Y = + : (* : X : Y) : Y \leftarrow
$$
the term ‘\( y : f \)’ represents the factorial function, and the factorial of \( n = s : (s : (\cdots (s : 0) \cdots)) \) can be found by an SLD-refutation of \( Y \cup P \cup Eq_{CH1} \cup \{ \leftarrow eq_1(y : f : n, X) \} \).

### 7.6 Canonical Terms in LPCH Programs

In Chapter 6 we presented a semantical model based on constructor terms. Our motivation for this semantical model was twofold: the undecidability of irreducible terms and the plausibility of constructor terms as canonical terms. The undecidability of irreducible terms remains for LPCH programs, if the reduction for LPCH programs is defined using \( Eq_{CH1} \) (Definition 5.4). This fact again forces us to seek a decidable subset of irreducible terms that may be regarded as canonical.

Here as in Chapter 6, we may arbitrarily choose a decidable subset \( S \) of the set of irreducible terms and redefine “canonical” terms as the members of \( S \), so far as a formal development is concerned. As an example, however, we focus on a particular such \( S \) in the following.

**Definition 7.5** Let \( P \) be an LPCH program. The constant symbol \( f \) is said to be a **defined constant symbol of functional arity** \( n \) if there is in \( P \) a clause of the form:

\[
f : t_1 : \cdots : t_n = t \leftarrow B_1, \ldots, B_m, \quad m, n \geq 0.
\]

A **constructor constant symbol** is a constant symbol that is not a defined constant symbol.

In the LPCH program \( P \) in Example 7.1, ‘+’ and ‘\textit{twice}’ are the defined constant symbols of functional arity two; ‘0’ and ‘\textit{s}’ are the constructor constant symbols. We shall assume that
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No defined constant symbol is used with different functional arities. We shall also assume that in every LPCH program, there is no clause of the form

\[ x : t_1 : \cdots : t_n = t \leftarrow B_1, \ldots, B_m, \hspace{1em} m, n \geq 0, \]

where \( x \) is a variable, \( t \) and \( t_i \) are terms, namely that every clause is of the form

\[ f : t_1 : \cdots : t_n = t \leftarrow B_1, \ldots, B_m, \hspace{1em} m, n \geq 0, \]

where \( f \) is a constant symbol.

A ground term whose constant symbols are all constructor constant symbols, is said to be a constructor term. Clearly all the constructor terms so defined are irreducible (because of the restriction of the form of the clauses in an LPCH program stated above) and should be regarded as canonical. It is desirable, however, to accept as canonical more than the constructor terms, namely the irreducible terms containing a subterm consisting of a defined constant symbol of functional arity \( n \) supplied with less than \( n \) arguments. Such a subterm may be shown to be equal to a constructor term when supplied with additional arguments making the number of the arguments equal to the functional arity. In the program in Example 7.1, ‘twice : s’ is irreducible and contains a defined constant symbol ‘twice’ of functional arity two. It represents a useful function “\( \text{plus} 2 \)” and becomes equal to \( s : (s : t) \) when supplied with one more term \( t \). If on the other hand a defined constant symbol of functional arity \( n \) is supplied with more than or equal to \( n \) arguments and still is irreducible, then it can never be equal to a constructor term even after being supplied with additional arguments.

The consideration above suggests this definition of strongly canonical and weakly canonical terms.

**Definition 7.6** A ground term in an LPCH program is said to be strongly canonical iff it is irreducible and does not contain a subterm of the form:

\[ f_n : t_1 : \cdots : t_m, \quad (7.7) \]
where $f_n$ is a defined constant symbol of functional arity $n$, such that $m \geq n$. An irreducible term that is not strongly canonical is said to be weakly canonical.

Clearly every constructor term is strongly canonical. The following theorem shows the redundancy of the irreducibility condition in the above definition.

**Theorem 7.2** A ground term $t$ is irreducible and does not contain a subterm of the form (7.7) iff $t$ does not contain a subterm of the form (7.7).

**Proof** The only-if part is obvious. For the if part, suppose that (1) $t$ is reducible or (2) $t$ contains a subterm of the form (7.7).

**case 1:** If $t$ is reducible then it contains a subterm of the form:

$$g_n : u_1 : \cdots : u_n, \quad n \geq 0$$

where $g_n$ is a defined constant symbol of functional arity $n$, which is of the form (7.7).

**case 2:** If $t$ contains a subterm of the form (7.7), then $t$ contains a subterm of the form (7.7).

**Theorem 7.3** A ground term $t$ in an LPCH program is strongly canonical iff it does not contain a subterm of the form:

$$f_n : t_1 : \cdots : t_m,$$

where $f_n$ is a defined constant symbol of functional arity $n$, such that $m \geq n$.

**Proof** By Definition 7.6 and Theorem 7.2.

**Theorem 7.4** The set of strongly canonical terms is decidable.

**Proof** By Theorem 7.3.

Every ground term $t$ in an LPCH program takes the form:

$$f : t_1 : \cdots : t_m, \quad m \geq 0$$
where \( f \) is a constant symbol. Suppose that \( f \) is a defined constant symbol of functional arity \( n \). If each \( t_i \) does not contain a subterm of the form \((7.7)\) and \( m < n \), then \( t \) itself does not contain a subterm of the form \((7.7)\). Suppose that \( f \) is a constructor constant symbol. If each \( t_i \) does not contain a subterm of the form \((7.7)\), then \( t \) itself does not contain a subterm of the form \((7.7)\). We have therefore arrived at the following recursive definition of strongly canonical terms.

**Theorem 7.5** The set of strongly canonical terms is equal to the following recursively defined set of terms:

1. \( f_n : t_1 : \cdots : t_m, \) where \( f_n \) is a defined constant symbol of functional arity \( n \), is strongly canonical if each \( t_i \) is strongly canonical and \( 0 \leq m < n \),

2. \( c : t_1 : \cdots : t_m, \) where \( c \) is a constructor constant symbol and \( m \geq 0 \), is strongly canonical if each \( t_i \) is strongly canonical.

**Proof** By the argument above. ■

**Example 7.2** Let \( P \) be the following program.

\[
P = \begin{cases} 
  + : 0 : X = X & \leftarrow \\
  , + : (s : X) : Y = s : (+ : X : Y) & \leftarrow \\
  , \text{twice} : F : X = F : (F : X) & \leftarrow \\
  , \text{map} : F : \text{nil} = \text{nil} & \leftarrow \\
  , \text{map} : F : (\text{cons} : X : Y) = \text{cons} : (F : X) : (\text{map} : F : Y) & \leftarrow \\
\end{cases}
\]

Some examples of strongly canonical terms are \('0', 's : 0', 'nil', 'cons : 0 : nil', '+ : (s : 0)', 'twice : (+ : (s : 0))', 'map : s', and 'cons : twice : map'. Examples of weakly canonical terms are \('+ : nil : nil', '+ : s : twice', 'map : s : +', and 's : (map : s : 0)'. ■

A semantical model based on strongly canonical terms is now readily constructed using the
method described in Chapter 6. The variables in a clause in an LPCH program are now to be thought of as ranging specifically over strongly canonical terms. The function \( g \) from congruence closures to Herbrand interpretations that discards the terms not equal to any strongly canonical terms is defined by:

\[
g(I) = \{ p(t_1, \ldots, t_n) \in B_P : p(t_1, \ldots, t_n) \in I \text{ and for all } 1 \leq i \leq n, [t_i]_{\omega_1} \text{ contains a strongly canonical term } \}
\]

The function \( G_P \) associated with an LPCH program \( P \) is defined by \( G_P(I) = g(F_P(I)) \).

The function \( G_P \) can be shown to be continuous using the same argument in Chapter 6. The denotation of a program \( P \) is taken to be the least fixpoint of \( G_F \), which is a subset of the least \( E \)-model of \( P \) that contains certain ground atoms whose arguments are all equal to a strongly canonical term. If \( P \) is ground confluent, the least fixpoint of \( G_P \) can be computed by the following equality axioms, with the same justification for the correctness and completeness under ground confluence contained in §6.6.

\[
Eq_{CH1}' = \{ \quad eq_1(X, Y) \leftarrow eq_2(X, Z), eq_2(Y, Z) \quad (7.8) \\
, \quad eq_2(X, X) \leftarrow strongly\_canonical(X) \quad (7.9) \\
, \quad eq_2(X, Z) \leftarrow eq_3(X, Y), eq_2(Y, Z) \quad (7.10) \\
, \quad eq_3(X, Y) \leftarrow X = Y \quad (7.11) \\
, \quad eq_3(X : Y_1, X : Y_2) \leftarrow eq_3(Y_1, Y_2) \quad (7.12) \\
, \quad eq_3(X_1 : Y, X_2 : Y) \leftarrow eq_3(X_1, X_2) \quad (7.13) \\
\}
\]

It is assumed that \( Eq_{CH1}' \) includes a possibly infinite number of ground unit clauses for the relation \( strongly\_canonical \), enumerating all strongly canonical terms.

A specialized SLD-resolution with the strong canonicality test (\textit{SLDSC-resolution}) can be defined analogously to SLDCT-resolution. A goal of the form \( \leftarrow strongly\_canonical(t) \) succeeds iff there is a ground instance of \( t \) that is a strongly canonical, without instantiating
t, and when it has succeeded all the variables in t are restricted. The restriction on and modification of unification are the following.

1. only a unifier \( \theta = \{ x_1/t_1, ..., x_n/t_n \} \) may be used such that for all \( 1 \leq i \leq n \), if \( x_i \) is restricted then \( t_i \) must have a ground instance that is strongly canonical,

2. if a unifier \( \theta = \{ x_1/t_1, ..., x_n/t_n \} \) is used and \( x_i \) is restricted, then all the variables in \( t_i \) are restricted, for all \( 1 \leq i \leq n \).

The restricting of variables is needed to ensure the correctness of computed answer substitutions with respect to \( \text{lfp}(G_P) \).

We now prove that it is decidable whether a term has a ground instance that is strongly canonical.

**Theorem 7.6** A term \( t \) in an LPCH program has a ground instance that is strongly canonical iff it does not contain a subterm of the form:

\[
f_n : t_1 : \cdots : t_m, \tag{7.14}
\]

where \( f_n \) is a defined constant symbol of functional arity \( n \), such that \( m \geq n \).

**Proof**  
*if:* Suppose that \( t \) does not have a ground instance that is strongly canonical. Let \( \theta \) be any ground substitution for \( t \). Then \( t\theta \) is not strongly canonical. By Theorem 7.3, \( t\theta \) contains a subterm of the form:

\[
f_n : t_1\theta : \cdots : t_m\theta
\]

such that \( m \geq n \), where \( f_n \) is a defined constant symbol of functional arity \( n \) and \( f_n : t_1 : \cdots : t_m \) is a subterm of \( t \). Thus \( t \) contains a subterm of the form \(7.14\).

*only if:* Suppose that \( t \) contains a subterm \( f_n : t_1 : \cdots : t_m \) of the form \(7.14\). Let \( \theta \) be any ground substitution for \( t \). Then \( f_n : t_1\theta : \cdots : t_m\theta \) is a subterm of \( t\theta \). By Theorem 7.3, \( t\theta \) is not strongly canonical. Hence \( t \) does not have any ground instance that is strongly canonical.
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Theorem 7.7 It is decidable whether a term in an LPCH program has a ground instance that is strongly canonical.

Proof By Theorem 7.6.

Every term $t$ in an LPCH program takes the form:

$$u : t_1 : \cdots : t_m, \ m \geq 0,$$

where $u$ is a constant symbol or a variable. Suppose that $u$ is a defined constant symbol of functional arity $n$. If each $t_i$ does not contain a subterm of the form (7.14) and $m < n$, $t$ itself does not contain a subterm of the form (7.14). Suppose that $u$ is a constructor constant symbol or a variable. If each $t_i$ does not contain a subterm of the form (7.14), $t$ itself does not contain a subterm of the form (7.14). We have therefore arrived at the following recursive definition of the terms having a ground instance that is strongly canonical.

Theorem 7.8 The set of terms having a ground instance that is strongly canonical is equal to the following recursively defined set of terms.

1. $f_n : t_1 : \cdots : t_m$, where $f_n$ is a defined constant symbol of functional arity $n$, has a ground instance that is strongly canonical if each $t_i$ has a ground instance that is strongly canonical and $0 \leq m < n$,

2. $u : t_1 : \cdots : t_m$, where $u$ is a constructor constant symbol or a variable and $m \geq 0$, has a ground instance that is strongly canonical if each $t_i$ has a ground instance that is strongly canonical.

Proof By the argument above.

For any atom $A$, let $[A]$ be the set of all ground atoms obtained by instantiating the variables in $A$ to some strongly canonical terms. Let $P$ be an LPCH program and $G$ a goal clause $\leftarrow B_1, \ldots, B_m$. Let $B_i^T$ be the transformed atom of $B_i$. Since in our new semantical model,
all the variables in a clause range over strongly canonical terms, the correctness of SLDSC-resolution with respect to $lfp(G_P)$ consists in the fact that $[B_i\theta] \subseteq lfp(G_P)$ for all $1 \leq i \leq m$, where $\theta$ is any computed answer substitution obtained from any SLDSC-refutation of $P_T \cup Eq'_{CH1} \cup \{\leftarrow B_1^T, \ldots, B_m^T\}$. For the same reason, the completeness of SLDSC-resolution with respect to $lfp(G_P)$ consists in the fact that for any substitutions $\theta$ such that $[B_i\theta] \subseteq lfp(G_P)$ for all $1 \leq i \leq m$, there is an SLDSC-refutation of $P_T \cup Eq'_{CH1} \cup \{\leftarrow B_1^T, \ldots, B_m^T\}$ with the computed answer substitution $\sigma$ such that $\theta = \sigma \gamma$ for some substitution $\gamma$. The correctness and completeness under ground confluence of SLDSC-resolution with respect to $lfp(G_P)$ can be proved analogously to those of SLDCT-resolution proved in §§6.6 and 6.7.
8.1 Contributions to the Amalgamation

We have shown that in amalgamating functional and relational programming within the framework of Horn clauses with equality, one inference system of SLD-resolution suffices—that there is no need to use separate inference rules for equality. In particular, SLD-resolution of the equality axioms $E_{q1}$ shown in Chapter 5 gives the same operational effect as that of narrowing—an inference rule considered to be crucial to the amalgamation by some researchers (e.g., [8,22,40]). In our opinion, it is advantageous to use a uniform inference system within a logic programming system, to exploit the well-developed Prolog implementation techniques, and not to impose on the implementors the burdensome task of implementing some separate inference rules and of interfacing them with SLD-resolution. It is thus satisfying to see that the amalgamation can be done by SLD-resolution of our equality axioms.

As shown in Chapter 6, the canonical terms as irreducible terms become undecidable in the presence of the equational clauses (i.e., equations with conditions). Our solution is to take a decidable set of constructor terms (or strongly canonical terms in the case of LPCH) as canonical terms and to construct a semantical model based on it, namely
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the least fixpoint of the function \( G_P \) associated with a logic program \( P \). Admittedly, this
semantical model using the fixpoint technique is a disappointment from the viewpoint of
logic programming, since it is not a logical semantics. We hope that this semantical model
will be superseded by a logical system that deals with constructor terms properly.

We have shown that higher-order functions can be incorporated into Horn clauses with
equality by adopting the Schönfinkel-Curry function application operator and constructing
a simple but adequate semantical model by means of functional domains. It is satisfying to
see, for the purpose of designing a logic programming language, that higher-order functions
can be defined and computed within the framework of Horn clauses with equality without
use of higher-order logic, which is believed to be computationally intractable because of the
undecidability of unification and large search spaces.

To test the feasibility of the proposals in Chapters 5 and 7, a prototype system called
AP has been built [12] running an optimized version of \( E_{q_1} \) and \( E_{q_2} \) as a Prolog program
and incorporating higher-order functions using the method of LPCH. Our experience with
AP suggests that it gives the programmer expressive power beyond Lisp and Prolog.

8.2 Contributions to the Semantics of Logic Programs with
Equality

In Chapter 4 we generalized the van Emden-Kowalski semantics of logic programs to the
case where a logic program may contain equations, using the E-interpretations due to J.A.
Robinson and to G. Robinson and Wos. We hope that our semantics will be useful in
discovering and proving the properties of the least E-models and of proof methods for logic
programs with equality, independently of the particular applications of equality.
8.3 Future Research

Since AP [12] executes our equality axioms as a user program, term reduction is inefficient with respect both to time and space. Important future research will therefore be to investigate the efficient interpretation or compilation methods that give the effect of executing our equality axioms. In particular, the research on the methods of efficiently executing LPCH programs, where all ground terms can be regarded as combinators, could benefit from the recent research on the use of combinators for functional programming, especially on fast reduction of combinators (e.g., [53,29]).

Another possible research avenue would be to investigate, in the context of logic programs with equality, the role of “negation as failure”—an inference rule that deduces the negation of an atom \(A\) if there exists a finite SLD-tree of \(P \cup \{\leftarrow A\}\) containing no SLD-refutations. In the case of logic programs without equality, the correctness and completeness of the negation as failure rule are stated in terms of the “completion” of a logic program (e.g., [66, Chapter 3]). Also, [2,66] studied various relationships among the finite failure sets, the negation as failure rule, and the greatest fixpoints of the function \(T_P\) associated with a logic program \(P\). It would be especially interesting to see whether the parallel results can be obtained for logic programs with equality using our semantics proposed in Chapter 4.
Appendix A

Fundamentals of First-Order Logic

This appendix contains some fundamentals of first-order logic that are necessary for understanding this dissertation. They are taken from [6,28,40].

A.1 First-Order Languages

The symbols (or alphabet) of a first-order language is divided into the following categories:

1. relation symbols (or predicates),
2. function symbols (or functors),
3. the universal quantifier $\forall$ and the existential quantifier $\exists$,
4. propositional (or sentential) connectives: $\neg$ (negation), $\land$ (conjunction), $\lor$ (disjunction), $\rightarrow$ (conditional), $\leftrightarrow$ (biconditional),
5. variables,
6. the equality symbol: $=$ (optional),
7. punctuation symbols: ‘(, ‘), ‘,’.
The symbols in the categories (1) and (2) are called the *parameters* of a first-order language, while those in (3)–(7) are called the *logical symbols*. A first-order language is specified by the parameters and indicating whether the equality symbol is present as a logical symbol. When the equality symbol is present as a logical symbol, it receives the fixed interpretation of the identity relation (see below). Each function or relation symbol has associated with it the *arity* $n$ which is some natural number. A function (relation) symbol with arity $n$ is called an $n$-place function (relation) symbol. A zero-place function symbol is also called a *constant symbol*. Even when the equality symbol is a logical symbol, it is a two-place relation symbol.

The *formulas* of a first-order language are built up of the *terms* and *atomic formulas*. The set of terms is defined recursively as follows:

1. a variable is a term,
2. a constant symbol is a term,
3. if $f$ is an $n$-place function symbol and $t_1, ..., t_n$ are terms, $f(t_1, ..., t_n)$ is a term.

An atomic formula is an expression of the form $p(t_1, ..., t_n)$ where $p$ is an $n$-place relation symbol and $t_1, ..., t_n$ are terms. The set of formulas is defined recursively as follows:

1. an atomic formula is a formula,
2. if $\varphi$ and $\psi$ are formulas, so are $(\neg \varphi), (\varphi \land \psi), (\varphi \lor \psi), (\varphi \rightarrow \psi), (\varphi \leftrightarrow \psi)$,
3. if $x$ is a variable and $\varphi$ is a formula, $\forall x \varphi$ and $\exists x \varphi$ are formulas.

*Free occurrence* of variables is defined recursively as follows. Let $x$ be a variable.

1. For an atomic formula $\alpha$, $x$ occurs free in $\alpha$ iff $x$ occurs in $\alpha$.
2. $x$ occurs free in $(\neg \varphi)$ iff $x$ occurs free in $\varphi$. 
3. $x$ occurs free in $(\varphi \land \psi), (\varphi \lor \psi), (\varphi \rightarrow \psi), \text{ or } (\varphi \leftrightarrow \psi)$ iff $x$ occurs free in $\varphi$ or $\psi$.

4. $x$ occurs free in $\forall y \varphi$ or $\exists y \varphi$ iff $x \neq y$ and $x$ occurs free in $\varphi$.

A formula in which no variables occur free is said to be a sentence.

### A.2 Interpretations, Truth, and Models

Formal semantics of a first-order language is given by means of interpretations which determine the truth and falsity of sentences.

An *interpretation* (or *structure*) of a first-order language $L$ is a function whose domain is the set of parameters of $L$ and the universal quantifier $\forall$ such that

1. $I$ assigns to the universal quantifier $\forall$ a nonempty set $|I|$ called the *universe* (or *domain*) of $I$,

2. $I$ assigns to each $n$-place relation symbol $p$ an $n$-ary relation $p^I \subseteq |I|^n$,

3. $I$ assigns to each constant symbol $c$ a member $c^I$ of $|I|$,

4. $I$ assigns to each $n$-place function symbol $f$ an $n$-ary function $f^I$ from $|I|^n$ to $|I|$.

Truth of formulas in an interpretation is defined by means of *satisfaction*. Let $L$ be a first-order language, $\varphi$ a formula of $L$, $I$ an interpretation of $L$, and $s$ a function from the set of the variables of $L$ to $|I|$. The function $s$ can be extended to the function $\bar{s}$ from the set of the terms of $L$ to $|I|$ as follows.

1. For each variable $x$, $\bar{s}(x) = s(x)$.

2. For each constant symbol $c$, $\bar{s}(c) = c^I$.

3. If $t_1, ..., t_n$ are terms and $f$ is an $n$-place function symbol, then

$$\bar{s}(f(t_1, ..., t_n)) = f^I(\bar{s}(t_1), ..., \bar{s}(t_n)).$$
The formal definition of satisfaction is given by defining recursively the ternary relation "$I$ satisfies $\varphi$ with $s$", written $\models_I \varphi[s]$.

1. $\models_I (t_1 = t_2)[s]$ iff $\bar{s}(t_1) = \bar{s}(t_2)$, when '=' is a logical symbol,

2. for each $n$-place relation symbol $p$,

$$\models_I p(t_1, \ldots, t_n)[s] \text{ iff } (\bar{s}(t_1), \ldots, \bar{s}(t_n)) \in p^I,$$

3. $\models_I \neg \varphi[s]$ iff $\not\models_I \varphi[s]$,

4. $\models_I (\varphi \land \psi)[s]$ iff $\models_I \varphi[s]$ and $\models_I \psi[s]$,

5. $\models_I (\varphi \lor \psi)[s]$ iff $\models_I \varphi[s]$ or $\models_I \psi[s]$,

6. $\models_I (\varphi \rightarrow \psi)[s]$ iff $\not\models_I \varphi[s]$ or $\models_I \psi[s]$,

7. $\models_I (\varphi \leftrightarrow \psi)[s]$ iff $\models_I (\varphi \rightarrow \psi)[s]$ and $\models_I (\psi \rightarrow \varphi)[s]$,

8. $\models_I \forall x \varphi[s]$ iff for all $d \in |I|$, $\models_I \varphi[s(x|d)]$, where $s(x|d)$ is the function from the variables to $|I|$ such that

$$s(x|d)(y) = \begin{cases} s(y) & \text{if } y \neq x \\ d & \text{if } y \equiv x, \end{cases}$$

9. $\models_I \exists x \varphi[s]$ iff for some $d \in |I|$, $\models_I \varphi[s(x|d)]$, where $s(x|d)$ is the function above.

Let $\Gamma$ be a set of formulas and $\varphi$ a formula. $\Gamma$ logically implies $\varphi$, written $\Gamma \models \varphi$, iff for all interpretations $I$ and for all functions $s$ from the variables to $|I|$ such that $I$ satisfies every member of $\Gamma$ with $s$, $I$ also satisfies $\varphi$ with $s$. For a sentence $\varphi$, either $I$ satisfies $\varphi$ with every $s$ or $I$ satisfies $\varphi$ with no $s$. In the former case, we say that $\varphi$ is true in $I$ or $I$ is a model of $\varphi$, written $\models_I \varphi$. In the latter case, we say that $\varphi$ is false in $I$. An interpretation $I$ is said to be a model of a set $\Gamma$ of sentences iff $I$ is a model of every member of $\Gamma$. 
Proposition A.1 For all sets of sentences $\Gamma$ and for all sentences $\varphi$, $\Gamma \models \varphi$ iff $\varphi$ is true in every model of $\Gamma$.

A set $\Gamma$ of formulas is said to be satisfiable iff there exist an interpretation $I$ and a function $s$ such that $I$ satisfies every member of $\Gamma$ with $s$.

Proposition A.2 Let $\Gamma$ be a set of formulas and $\varphi$ a formula. $\Gamma \models \varphi$ iff $\Gamma \cup \{\neg \varphi\}$ is unsatisfiable.

A.3 Homomorphisms and Initiality

Let $I$ and $J$ be interpretations. A homomorphism $h$ from $I$ to $J$ is a function from $|I|$ to $|J|$ such that

1. for each $n$-place relation symbol $p$ and each $\langle d_1, \ldots, d_n \rangle \in |I|^n$,
   
   if $\langle d_1, \ldots, d_n \rangle \in p^I$ then $\langle h(d_1), \ldots, h(d_n) \rangle \in p^J$,

2. for each $n$-place function symbol $f$ and each $\langle d_1, \ldots, d_n \rangle \in |I|^n$,
   
   $h(f^I(d_1, \ldots, d_n)) = f^J(h(d_1), \ldots, h(d_n))$.

In particular, $h(c^I) = c^J$ for all constant symbols $c$.

If $h$ is bijective, it is called an isomorphism from $I$ to $J$. If there is an isomorphism from $I$ to $J$, $I$ and $J$ are said to be isomorphic.

An initial model of a set of sentences $\Gamma$ is a model of $\Gamma$ from which there is a unique homomorphism to any model of $\Gamma$.

Proposition A.3 Any two initial models of a set of sentences are isomorphic.
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