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ABSTRACT

This paper introduces the Cluster Model as the basis for a new programming methodology, focusing in particular on the issues related to the naming of clusters (or hierarchies of processes) for efficient cluster-related operations. In this model, clusters replace conventional processes to provide a tool for imposing structure on process-based programs at runtime. To prove the practical feasibility of the model, a Cluster System has been built; the implementation is based on the principle of policy/mechanism separation. All cluster operations are implemented as policy routines which are subsequently mapped into kernel calls. Inter-process communication is exclusively by messages, using arbitrary names (rather than numeric process identifiers) as addresses; this avoids the need to know names internal to a cluster in order to communicate.
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1. Introduction

Software systems are constantly evolving towards greater size and complexity. The software problem [6] is becoming more and more acute as this evolution continues, and as the techniques for engineering and managing software fail to keep pace. We focus on a particular piece of software, the operating system, which is the heart of any software system. We present a model of a novel operating system; such an operating system can serve as an effective basis for the development of complex software. The model is called the cluster model, and software built from it is called a cluster system. The distinguishing feature of a cluster system is its support for the structuring of process-based user programs at runtime. Roughly, the cluster model provides a hierarchical generalization of conventional processes, supported by a novel naming and message passing mechanism called the rendezvous store.

A cluster system, at runtime, has within its boundary a number of executing clusters. A cluster has within its boundary a set of one or more processes and a (private) name space. A cluster may also contain other clusters, therefore forming a hierarchical structure representable by a tree. A cluster has a boundary, and associated with the boundary is its visibility. Visibility dictates whether processes inside can see (i.e., can name other processes or clusters) outside or beyond the boundary, and whether processes outside can see inside. Operations which occur across cluster boundaries must have appropriate visibility as a prerequisite. There are operations to create a process or a cluster of processes at chosen locations in a hierarchy, to migrate a process from one cluster to another (change of membership), to add or delete processes to or from a cluster, to allow clusters to communicate with one another using messages, etc. Messages, like processes and clusters, can be named; their names are called tags. A send operation causes a message to exist in a particular name space with a specific tag as name, and a corresponding receive operation names the message (using a matching tag) and causes it to be received. The use of tagging avoids any need to know a lower-level process name or ID in order to communicate.

Many trees of clusters may exist at the same time in the system. Processes may belong to (i.e., have memberships in) one or more clusters in the same tree or in different trees. Trees are organized into different dimensions (hence a process may also appear in different dimensions), and every tree exists in exactly one of the dimensions. Dimensions can be viewed on the one hand as different ways to cluster processes that exist in the system; on the other hand, they represent different “universes of discourse” for process interaction. For example, one dimension may be for client–server interactions, and another for processes belonging to the same user.

In the next section, we give an overview of the cluster model, followed in Section 3 by some comparisons of this work with a variety of related previous work. Section 4 then discusses the cluster model in more detail, which is supported by some implementation considerations discussed in Section 5. Section 6 contains some conclusions and ideas for further work.
2. The Cluster Model

The primitive unit of computation in the cluster model is a process and the primitive unit of abstraction is a cluster. A cluster consists of a set of one or more processes and clusters, and a name space. It incorporates notions of structuring and visibility.

Unlike synchronizing resources [5] or Ada packages [12], there are no shared variables. This no-shared-variables and message-only model facilitates implementation in a distributed environment where there is no shared memory. Processes in one cluster or in a number of clusters communicate with one another using messages. Messages, like processes, are entities that exist or are associated with particular name spaces. A message may be named (using a tag), in much the same way as a process or cluster is named. Therefore, a process must ultimately specify both the name of a message, and the name space into which it is to be sent. The cluster model possesses two unique features which distinguish it from more conventional programming models: dynamic clustering and runtime modularization.

2.1. Dynamic Clustering

During execution, a cluster system consists of many running clusters. Some of these clusters are related and form trees or hierarchies of clusters. Unrelated clusters may be in different dimensions or may belong to different trees in a single dimension. A process is created within and becomes a member of one or more clusters. During the course of its execution, it may enroll in new clusters, withdraw from clusters, or migrate to other clusters. All of these changes are subject to visibility rules. Likewise, cluster communications are controlled by visibility rules. Visibility rules are similar to, but more flexible than, scoping in programming languages. For example, using the tree representation, a process in a particular block in the programming language world can only see (strictly) upward; however, a process in a cluster may have a visibility that allows it to see downward (information disclosure versus information hiding), or even prevents it from seeing upward. The inability to see the name space of a particular cluster prevents a process from using the name space as a target for process creation, change of membership, or communication. A cluster is created with a specific visibility which allows its processes to see certain other clusters; details depend on the application.

Clustering is dynamic: clusters and processes can be created and deleted at runtime. Reconfiguration can be achieved via migration and multiple memberships.

2.2. Runtime Modularization

In many programming languages, modularization occurs only during the design phase, or as the program is written; the program is then compiled into a single unit with modularity information discarded, and is later run as a single process. We call this compile-time modularization. This approach has value; much of the program can be checked against a set of rules regarding modularization and errors can be identified at compile time. The problem, however, is that no true parallelism (i.e., as parallel processes at runtime) is usually assigned to such a program since it is run as a single process by the operating system. Such is the case in Modula-2 [40], where a process in the original program is implemented by a co-routine at runtime. Therefore, to have N processes running at runtime, N programs (or N instances of a program) must be executed. Moreover, the benefits of modularity (enforcement of rules, error detection, reconfiguration,
etc.) are lost at runtime.

Our approach advocates runtime modularization in addition to compile-time modularization, and a different concept of programs. A distributed program is made up at runtime of a number of processes and is suitable for running in a distributed environment. A programmer constructs a distributed program by writing the code modules for the individual processes that make up the program. These code modules have the form of abstract objects and can readily be borrowed by other programmers for constructing their distributed programs. During the execution of a distributed computation, new code modules may be programmed, and added to the executing computation as processes. The programmer specifies where (i.e., in which clusters) the new processes should be placed. This kind of runtime creation and modularization augments compile-time modularization, and yields a system that has both static and dynamic structure.

Because of runtime modularization, certain language features for expressing parallelism can be dispensed with. In fact, with our design, any traditional non-concurrent language is sufficient for producing the necessary process configuration for a distributed computation. Of course, if finer-grained parallelism is needed, such as the parallel command in CSP [19], one might still want to make the language "parallel". But this latter parallelism will have to exist inside a process itself (i.e., pseudo-parallelism if a process is the primitive execution unit) and therefore is beyond the scope of our work here. If processes and message passing can be made sufficiently cheap in a cluster system, the granularity of parallelism can be made arbitrarily fine, using processes as primitive units for parallelism. UNIX [36] takes a similar approach: the C language [20] has no built-in parallelism, but programs running with multiple processes can be constructed using the fork and exec system calls, and pipes for inter-process communication. A difference between our design and that of UNIX is that the UNIX kernel knows about different computations and allows pipes to be set up only among processes of the same computations, while in ours, a process can be created into any distributed computation and a process may migrate from one computation to another.

In fact, the runtime modularization in the cluster system is not directly supported by the kernel. The kernel has no concept of individual programs and computations; it sees and manages a flat world of processes. Through a layer of policies above the kernel, we create an abstract world of clusters on top of this flat world of processes, and introduce rules to control communications at runtime. Thus, the kernel creates a flat world of processes, and provides message passing primitives based on messages tagged with arbitrary, uninterpreted names (in fact, byte strings). These facilities are used by the policy-level library routines to provide name spaces, clusters, and cluster communications with visibility controls. This is described in more detail in Section 4.
3. Related Work

3.1. Multicast Groups

A multicast is the sending of a message to a number of recipients; the latter form a multicast group. The use of multicast can be found in such applications as two-phase commit protocols [17] and distributed elections [14]. Two approaches exist: a list of recipients is maintained and the multicast is performed as a sequence of unicasts to each of the recipients; or a group address is used and the multicast message is sent to it. The second approach requires that the underlying transport mechanism support some form of broadcast communication.

Multicast in our cluster model is supported naturally, by clustering and cluster communications. A cluster by itself can be a multicast group. The name of the cluster becomes the multicast address of the group. Such a group is dynamic since we allow processes to join a cluster as long as the visibility rules permit it. Additionally, we can create a static group by suitably restricting its visibility. Moreover, since a process can belong to multiple clusters, a process can be in several multicast groups.

Another form of multicast can be achieved through message tagging. (Tagging is known as name-based addressing in other contexts [1, 15].) A message with a particular tag may be received by a number of recipients who have issued a receive with the same tag. In fact, the cluster name group address can be considered a special case of a tag. Tagging may seem insecure, since any process may receive the message if it manages to issue the right tag. We avoid insecurity because a tag (and likewise the cluster name) is local to a particular cluster; only those processes in the cluster are allowed by the policy routines to use it. In Linda [16] however, where tagging is used, such a flexible structure of scopes for multicasting is not supported.

Compared to other existing multicast implementations, ours based on clusters appears to be more flexible. In the V Kernel [9] and extended UNIX [2], a multicast group must be formed and maintained explicitly in the kernel, multicast messages must use special group addresses, and joining a group requires a special procedure. These additional provisions are eliminated in the cluster system: a multicast group is a cluster, multicast messages use the same form of address as unicast, and joining a group (cluster) is already provided as part of the clustering facility. UNIX 4.2BSD [25] has an even more restricted form of process group, which is designed primarily for job control. In StarMod [24], communication occurs via ports. There is a special type of port called a multicast port, which can be imported by a number of recipient processes. Multicast groups are set up at compile time and within network modules which are essentially distributed programs. In contrast, clusters as multicast groups are defined dynamically at runtime, and there is no distinction between groups belonging entirely to a single distributed program, and groups that cross program boundaries.

3.2. Hierarchical Process Composition

HPC [24] can be viewed as an extension of the process abstraction. A set of communicating processes can be encapsulated to form an abstraction whose status within the system is equal to that of an ordinary process. The simplest type of object in HPC is the process. An object can be constructed from component parts by combining other previously created objects, communication channels between sub-objects, an encapsulation shell, and a set of interfaces to the external world.
An operation domain is an encapsulation shell created with a designated control component, called the controller, responsible for modifying and maintaining the internal structure of the objects within the domain.

Compared to HPC, the cluster model provides additional flexibility, since it allows multiple trees to be formed in one or more dimensions. In principle, by modifying the policy routines, arbitrary graphs could also be formed, although we have not yet experimented with this. A cluster corresponds to both an encapsulation shell and an operation domain. Instead of a distinguished controller, every member of a cluster can change the configuration of the cluster by creating new processes and clusters, destroying existing ones, or migrating to other clusters. Communication requires no separate creation of channels, but rather, uses arbitrary names at runtime (i.e., the name of a cluster, a process, or an arbitrary tag).

One other feature of HPC is the ability to implement shared objects. A shared object is used when two objects, whose closest common ancestor is many levels above in the hierarchy, wish to communicate. This shared object must reside in two operation domains to which the two objects belong. Our solution to the same problem is provided by dimensions: objects (such as processes) which are not related in one dimension may appear in the same cluster or related clusters in other dimensions. For example, in one particular dimension designed particularly for client-server interactions, each server shares a cluster with all potential clients. In both cases, some perhaps contrived sequence of primitive operations must be issued to achieve the sharing.

3.3. Name Spaces

A global naming convention for distributed systems has been developed by Curtis et al in [10]. It provides a unified notation for accessing networks, tasks, modules, and data structures. For example, at runtime, a tree of tasks and processes that resembles the UNIX file tree is maintained: the “root directory” is a system task, the “home directories” are shell tasks, “directories” are user tasks, and the “files” are processes. A notation equivalent to that of the UNIX file system is used to refer to these tasks and processes. Although not mentioned in their paper, UNIX like access control can readily be incorporated. The access control scheme employed by the cluster model is somewhat different. Instead of specifying at each node in the tree whether it is accessible (e.g., by owner, group members, or others, as in UNIX), a cluster maintains a relationship only with its immediate neighbors (i.e., its parent and its child clusters). To allow access by user, group, or others, other dimensions are used. Not addressed in their paper is interprocess communication and the possibility of process migration (whose counterpart in UNIX is presumably “mv”).

Another naming scheme is the V Naming Model [8]. A context prefix server dictates in which context a given name should be interpreted. The name is then sent to the associated server. Each of these servers has its own internal structure which may be a tree or an arbitrary graph. Interpretation continues inside the server until the final object is located, or the name is found to require interpretation at yet another server. This scheme allows a unified way to access objects of various kinds. The differences in name formats for different objects are hidden inside individual servers.
3.4. Nested Transactions

A transaction is a transformation of state which has the properties of atomicity (all or nothing), durability (effects survive failures) and consistency (a correct transformation) [18]. The transaction concept has been key to the structuring of data management applications [21]. A natural extension is to make transactions recursive. Transactions which are composed of other transactions, or nested transactions, have been the subject of much current research [28, 29, 34, 35]. The concept of nested transactions can be traced back to the work of spheres of control by Davies [11], where we can see the abstraction notion of a different kind: what is hidden is the sequence of steps threading through a transaction, while the transaction appears as a single indivisible step to the user. A transaction can therefore be viewed as an abstract object of a special kind. It consists of actions (processes) to be performed on internal data that are to be committed at the end; the processing and the final committal are transparent to the user. Nested transactions are properly nested and therefore form a tree. In terms of hierarchy and modularization, clusters have a much more flexible structure than nested transactions, due to the ability to reconfigure at runtime. This is not surprising since the two have different focuses: the focus of the cluster model is on structuring, abstraction, and process interaction, while the focus of nested transactions is on atomicity, durability and consistency. Nevertheless, they are similar in their dynamic structure.

3.5. Protection

Protection requirements cause certain structures to be introduced into the operating system. These structures dictate whether accesses can be made by one object to another. Examples of such structures include access matrices and capability lists. A large body of literature exists on this subject (see the survey in Chapter 11 of Peterson and Silbershatz [31]), but relatively little has been said specifically about protection among processes at runtime. In Mininet [27], the use of task graphs for enforcing expected patterns of message transmission was proposed. However, in Mininet, there was no ability to change task graphs dynamically when processes were created or destroyed.

Process interaction includes communications and such operations as suspending, resuming, and terminating a process. There must exist some kind of protection scheme by which process interactions can be properly controlled. In some systems (e.g., Shoshin [38]) a process normally belongs to a process creation tree. A process will be destroyed when any one of its ancestors terminates. Also, a process can specifically terminate another process by issuing a kill signal. In this case, the protection rule is based on user identities: only processes belonging to the same user can kill one another.

In the cluster model, protection is associated with cluster boundaries. Cluster boundaries may be opaque or transparent from the outside. Opaque boundaries deny access by processes outside of the boundaries. Likewise, whether processes inside a cluster can see outside is determined by the visibility (from inside out) of the boundary. Different dimensions of clustering add different dimensions to protection: two processes which cannot interact because of visibility rules in one dimension may be able to interact in another dimension. The flexibility of cluster structuring can therefore be extended to the flexibility of protection structuring. For example, the protection rings of Multics [30] could be formed using clusters and a particular set of policies; the
latter can be associated exclusively with the particular dimension in which these rings are implemented.

Another aspect of protection can be found in inter-process communications. IPC can be viewed as a kind of bilateral operation, in that cooperation of both sender and receiver is required for communication to occur. Therefore, a process is protected from others if it chooses not to communicate.

Other works that discuss process structuring include PCL [4] and Script [13]. Their proposals however have only an indirect relationship with our cluster model, since they operate at a level higher than that of the programming language: they attempt to produce a program in a particular programming language from a high level specification of some process structure.

4. Process and Cluster Naming

In what follows, we look at the question of naming, and present the naming scheme adopted for our design. Naming is important because it is fundamental; virtually every useful operation performed in a system, at any level, requires reference to some kind of name, be it a name for a memory location, a register, a device, a file, a process, or a machine. For a general discussion on naming and the fundamental principles involved, the reader is referred to the excellent work by Saltzer [37]. A system can be divided into many levels, and the subject of naming may be treated according to levels, since each level may raise different issues and pose different design constraints. Watson, in [39], addresses naming in the context of distributed systems consisting of multiple levels. For our purposes, however, we concentrate mainly on two levels, the process level and the cluster level. Each of these levels provides an execution environment for a particular kind of object. Processes are the objects (and the only objects) at the process level, and are implemented by the kernel; clusters are implemented by the policy routines from the kernel facilities. Since clusters are actually composed of processes, we have a two-level naming strategy for processes.

In the following subsections, we discuss process naming and cluster naming in somewhat more detail, including a discussion of how cluster names are bound. We discuss how the basic cluster naming is generalised to match the hierarchical structure of clusters, and then how it can be generalised further to bind more arbitrary objects to names. We conclude the section with a discussion of problems arising in connection with non-existent clusters, and with an evaluation of cluster-based naming.

4.1. Process Naming

Process naming is necessary for a number of practical reasons. Some are related to the implementation of the process itself; for example, the process might have to be entered into different structures (for the purpose of scheduling) at different times, and it is important that it be identified correctly when moving from one structure to another. Or, in the case of remote IPC, a reply to a request from a remote process must somehow identify the process which originated the request. In our design, we adopt the usual convention of referring to each process in the system with a unique process ID (PID). Briefly, a PID has the following general properties:
• it is bound to a process at instantiation time (late binding),
• it is unique (i.e., not shared) across the entire system, and
• it is bound directly and exclusively to a single process.

These properties have implications that dictate how processes may be employed and manipulated for distributed programming. Moreover, considering some of these implications suggests how to design the second level of naming, cluster naming, to improve functionality and flexibility.

Late binding (at instantiation time) has a few advantages. It is economical to assign a PID only to a successfully-created process. Information about a process can be embedded in the PID, such as the location of the site at which the process exists. If the PID of a process is always returned from a call to the create kernel routine (which we assume is the only means of creating a process), then other processes can be prevented from referring to a process prematurely. This introduces a kind of synchronization which may be useful in distributed programming.

The PID is always bound to a process. This is appropriate for operations which are to be applied directly to a process, such as suspend, resume, kill, and change_priority. However, it lacks the generality required for other operations. For example, a process may sometimes want to send a message to any process rather than to a specific one. In this case, there is no simple substitute for a PID. The solution offered by Shoshin [7, 38] is the pseudo-PID ANY which may be used to replace a normal PID when calling an IPC primitive. We have found that it is better to have simpler IPC primitives at the process level, while providing flexibility and power at the cluster level. That is, PIDs at the process level continue to refer exclusively to processes, and are no longer visible at the cluster level. In particular, as we discuss below, a name at the cluster level can be bound to virtually anything, be it a cluster, a channel for communication, or an attribute of an application.

Our scheme for cluster naming incorporates ideas discussed by various researchers. A discussion and evaluation of these naming systems can be found in [22]. We address some of these requirements in the context of cluster naming, at the end of this section. In the following, we describe how cluster naming can be used to achieve highly flexible (cluster-oriented) system operations.

4.2. Cluster Naming

Apart from its unique PID, each process has associated with it at least one cluster name (actually stored by the policy routines in the process' "policy data segment"). This name identifies the cluster to which the process belongs, and in general, is associated with more than one process. However, processes within the same cluster only "name" each other in the sense of agreeing on message tags specified in IPC operations. Like kernel operations that can be invoked and applied on PIDs (and hence their corresponding processes), there are cluster operations that take cluster names as parameters. But unlike process operations, cluster operations may affect more than one process or cluster.
4.3. Binding of Cluster Names
Cluster names are bound at programming time by the user (very early binding). They are arbitrary character strings. One rationale behind this choice of binding time is to eliminate the creation bottleneck [13]. This bottleneck is evident in the way the create call returns the PID of a newly spawned process. In a distributed program consisting of multiple processes, creation is the only means of obtaining the PID of a newly-spawned process. That is, a process must be the creator (caller of create) of a second process in order to obtain its PID directly. It may then propagate this PID to other processes in order to enable communication between these other processes and the newly spawned process. Although PIDs are assumed to identify communication channels here, the same applies to other kinds of channel and names, such as capabilities for dynamically-created ports (e.g., Accent [33]).

The problem of the creation bottleneck does not exist if the PID is assigned by the user. We retain the usual semantics of PIDs (for the reasons listed above) while making use of the second level of naming, cluster naming, to implement user-assigned names. We call this method of naming clusters local naming, since the user chooses the names for the clusters in his own local context. By default, all distributed programs (consisting of multiple clusters) written by the same programmer are fully-connected graphs and communication takes place directly in the cluster name space, without having to set up communication channels first.

Even with local naming, the need to propagate a name from one cluster to another still exists. This is the case when programs written by different users need to communicate. Such propagation may however be done at programming time and does not necessarily introduce message overhead at runtime. Servers, or programs that are of interest to many users, may "publish" the names they use instead of propagating them on an individual basis.

4.4. Name Conflicts and Contexts
The use of arbitrary local names creates an obvious problem—conflicts of names chosen independently by different naming agents such as users and programmers. This does not happen with PIDs at the process level, where there is a hierarchy of name components, managed collectively by the kernels at the various sites. The local ID can be considered a local name taken from a local name space, and the site ID a name from some network name space. Although LIDs may conflict, the combination of local and site IDs is unique. To resolve conflicts at the cluster level, we therefore adopt a similar but more general method of hierarchical naming. A tree structure is appropriate since it is the kind of structure into which a complex programming system tends to evolve. Such a system relies on the idea of data abstraction for program representation, construction, execution, and interaction.

A simple cluster tree is shown in Figure 1. Each cluster also defines a (local) name space; within it are subspaces represented in the figure by the child clusters of this cluster. Cluster A is the root cluster; it has two child clusters and hence two subspaces B and C. Note that although the local name C appears again further down, the cluster it refers to is distinct from the cluster referred to by the first C. In fact, each cluster is uniquely identified by its absolute name which is the label just outside the square. (The label within the square is the cluster's local or relative name.) To identify a cluster in the tree, either absolute or relative naming may be used. The policy module can transform relative names into their absolute form based on the location (in the
tree) of the cluster that specifies the name. Syntactically, an absolute name begins with a / such as /A/B/D, while a local name begins with a name component such as B/D.

The tree structure provides the user with the ability to create naming contexts, which is a standard feature of most naming schemes. A context, which is a local name space associated with a cluster, may be considered as the execution environment of a distributed computation, or it may be considered as a catalog for objects such as files or programs. As an execution environment, the names in the local name space correspond to tags that are used for messages passed between clusters; as a catalog, these names correspond to files, programs, or other types of object, and are necessary for making a reference to and performing operation on these objects. Both uses are possible simultaneously.

4.5. Generalizing Name to Object Binding
Until now, we have considered names to be bound to clusters. We now propose generalizing the binding, so that names can refer to arbitrary objects rather than clusters alone. This is possible with the introduction of the idea of rendezvous. The detail of rendezvous and its implementation, the rendezvous store, are touched on briefly in Section 5, while fuller information can be found in [23]. Here, we present the basic rationale behind such a mechanism and its implications for naming.

All operations provided by the rendezvous store are in terms of tagged IPC. For normal Send and Receive operations, a tagged message is deposited into the store via an S-request, and an R-request containing a matching tag retrieves the message. Various styles of IPC may be built at higher levels, based on this simple mechanism for exchanging messages. Since all operations are in terms of tagged IPC and must go through the rendezvous store, clusters names and message tags become location-independent; that is, all name-to-location mappings are hidden in the rendezvous store, a prerequisite for dynamic reconfiguration.
Briefly, a rendezvous is said to occur when two rendezvous requests, each carrying a tag or a rendezvous key, match. The match may be based on the keys alone or on additional attributes as well. One or more responses which lead to certain actions in the system are then generated from the occurrence of the rendezvous. Figure 2 shows the series of steps involved.

![Figure 2 — A Rendezvous](image)

Based on this simple mechanism, a variety of actions to be performed on a variety of objects may be implemented, each taking the form of a pending rendezvous request in the rendezvous store.

Cluster operations are classified into unilateral and bilateral operations. A unilateral operation is applied to an object (*e.g.*, *kill*), while bilateral operations consist of the exchange of a message between two or more objects. In this system, we transform all unilateral operations into bilateral operations implemented through tagged IPC. Tagged IPC allows much flexibility since a tag may be bound dynamically to one or more real or imaginary objects. Both types of operation can be implemented by the rendezvous store, as depicted in Figure 3. In the case of unilateral operations, the third party will generally be trustworthy software such as the kernel or policy routines.

If we treat each square in the tree structure of Figure 1 as merely a local name space, then clusters (as well as processes) can be considered nameless. When a cluster is first created, it exists as a set of processes scattered in one or more local name spaces in the tree. However, to qualify as a cluster, these processes must have something in common: a local name for termination (the "kill key"). This local name is entered into the rendezvous store in the form of a rendezvous request at creation time. When termination of this cluster is requested, a matching request is sent and the resulting rendezvous causes all the processes (and hence the cluster) to terminate. Although this special key of the cluster seems equivalent to a name for the cluster, it is possible to have a cluster which does not have such a key. Hence, there is no need to identify a cluster or a process during normal operation of the system. Each cluster is created for the function it provides; the function may be invoked through the particular protocol associated with it.
A protocol in this case is simply a specification of the series of rendezvous requests which a user of the function must submit. A cluster may terminate by itself or due to a kill operation from another cluster, as described above. In either case, no explicit name for the cluster is necessary.

Currently, we limit ourselves to the case of each cluster mapping to exactly one local name space and vice versa. The reason for this is ease of illustration; also, such mapping is sufficient for most of the applications we consider. As such, and for the sake of convenience, we consider the name of a local name space to be the name of the corresponding cluster. However, the view above of nameless clusters is a valid and more precise one.

4.6. Non-Existent Clusters

Since local names are known in advance of object creation, there is a danger of referring to a non-existent cluster. A cluster may not exist because it has not yet been created, its creation operation failed, or it has terminated. In order that a cluster not wait indefinitely for a non-existent cluster to respond, the system must be able to inform the former cluster of the above facts. The last two cases may be dealt with by leaving a "trace" behind, indicating that the cluster creation failed, or that the cluster terminated. The system would keep track of all these traces and respond to those objects wanting to contact non-existent clusters. One obvious problem arises: When should these traces be deleted? If a trace is for a cluster which is part of a distributed program, then perhaps when the program exits, the trace can be deleted. This requires that the program have a defined "end" which, when reached, would signal the system to begin garbage collection for this program. If a trace maps to the whole program (i.e., one-cluster program) or if it is not tied to any program at all, then some kind of timeout may be set for this trace; deletion would then follow the expiry of this timeout. Such a timeout may be hard to set in practice, but in general, we would expect the timeout to be set to infinity and the trace to be
deleted when the non-existent cluster is created or recreated. For the first case above (the cluster has not yet been created), the only reasonable solution would be for the user who is referencing the non-existent cluster to use a timeout parameter when a call is issued. In many environments, the use of timeout may well be a practical alternative to the use of traces.

4.7. Evaluation of Cluster Naming

The idea of rendezvous as the means for interaction among clusters leads to several properties of our naming scheme. These properties satisfy requirements proposed in [22].

First of all, using the rendezvous store, services can be decoupled from their implementation. The protocol for requesting a certain service is represented by a series of rendezvous requests in the rendezvous store, but the mapping from these requests to actual clusters implementing the service is hidden. All that is required of the client is to issue rendezvous requests according to published instructions. Similarly, the rendezvous store may be used to suppress the details of object types. This leads to protocols for dealing with generic services or objects.

It is simple to introduce new types of objects, unrelated to clusters. For example, in the policy module, we may attach a special prefix to the local names used for these new objects, in order to distinguish them from clusters or other objects. Manipulation of these objects (such as communication and termination), however, can remain the same as for clusters — the rendezvous store can simply treat the special prefix as ordinary characters. For example, a distributed disk block service can be implemented which provides the clients with access to disk blocks on local and remote disks. The server hides the physical locations of the disks and creates an image of a single, large pool of disk blocks identified by logical disk block numbers. To make use of the rendezvous store, a message containing a request for the disk block service would carry a tag with a special prefix. When a rendezvous occurs, the request will then be sent to a disk block server. The prefix serves to identify the domain for which the message is targeted. As a result, we have two domains for two types of objects: processes and disk blocks. The prefix (an object type identifier) of an incoming message dictates which path to a domain is to be taken. Alternatively, the disk block service can be implemented by ordinary processes, and as such, no special prefix is necessary and the disk block service exists at the application level. The difference is essentially whether the disk block number appears in the tag or the data of the message.

Attribute-oriented naming is possible and straightforward to implement using the rendezvous store. An attribute is coded as just another local name which is known to a number of clusters wishing to communicate using attributes without exposing their identities. An example of this is type matching as in Linda [3], which involves ensuring that the types of send and receive arguments match. The type in our case would simply be a subfield in the tag of a message.

With our scheme, any action may be associated with rendezvous. An association between a particular rendezvous and a particular action may be established by the system administrator, the user, or the joint effort of both. With such flexibility, extended protection, monitoring, and aliases can be implemented easily.

Finally, the rendezvous store can be distributed easily, since the individual requests held in it (awaiting rendezvous) are independent of one another. Adding a new user site to the network requires no change to the rendezvous store. Withdrawal or failure of a user site similarly would
not have any impact on the rendezvous store and the naming service it provides. In order to make use of the rendezvous store, a user host need only equip itself with a simple module for executing a protocol to access the rendezvous store. The simplest of such modules might consist of a hash table (from keys to rendezvous hosts in case the rendezvous store is distributed) and an interface to the communication module. The policy module is not part of the rendezvous mechanism and does not necessarily have to be provided, if the site only requires access to the rendezvous store.

5. Implementation of a Prototype

We have implemented a prototype of the cluster system as a client system on Shoshin [7]. One of the hosts is dedicated to the operations of the rendezvous store, which is interfaced to all other (user) hosts via an IPC server (a light-weight process called a semi-process) in the kernel of each user host. On top of the IPC server are one or more transport clients (corresponding perhaps to different dimensions) which implement the buffering and synchronization facilities required by the policy module at the next higher level. The policy module mediates between user calls and the kernel. It is implemented as a protected shared library, similar to the kernel interface subsystem in the UCLA secure kernel [32], but its routines are call-only. It is shared so that only one copy exists in memory, it runs in the address space of the user, and may access user data. This in effect transforms the normal process into an extended one with a policy code segment and a policy data segment. With a single-site implementation of the rendezvous store, the performance is encouraging: a message transaction (with moderate load) originated at the user level by a cluster takes approximately 5 msec. to complete. A re-implementation of the rendezvous store in a distributed fashion is one of our major future projects.

Above the rendezvous store, we have implemented policy routines which intercept cluster send and receive operations, and transform the local or relative names in them into absolute cluster pathnames, by making use of the absolute cluster names stored in the policy data segment for each process. These routines also implement visibility controls, by checking that the pathnames issued by a cluster as targets for IPC operations agree with the visibility constraints encoded in the absolute cluster pathnames. Thus, one can view these policy routines largely as trusted software whose responsibility is the guaranteed vetting and transformation of character strings for intra- and inter-cluster communication into otherwise uninterpreted message tags used by the rendezvous store.

6. Conclusion

We have developed a cluster model, whereby clusters replace processes as the primitive objects on which user programming is based. A cluster may contain zero or many clusters or processes, each of which represents one or more separate threads of control. On one hand, the model facilitates the writing of programs in the style of multi-process structuring; on the other hand, clusters are well-suited for distributed systems where multiple distributed resources (such as processors) are to be exploited.

Clusters are organized into a hierarchy at runtime, and hierarchical names are used to identify them. Hierarchical naming allows name components to be assigned by the users. Therefore, clusters can readily refer to one another at runtime without first establishing a channel or
publishing a cluster identifier. The typical concept of a program becomes superfluous here. A
cluster (not a program or a process) is a unit of action and it may interact (as client, server, or
both) with any other cluster in the system, as long as the visibility rules allow it. Visibility is
imposed on each edge in the hierarchy to control the flow of information. This controlled flow
of information constitutes base-level protection which is used to implement abstraction (infor-
mation hiding) and cataloging services (information disclosure). Higher levels of protection (such
as those based on user identifiers) can be implemented by policy routines or the clusters them-
selves.

Clusters and cluster operations are implemented by a layer of policy routines on top of the
kernel. Clusters and their operations are not known to the kernel, which only implements and
supports processes. Clusters have no explicit data structures, and the components of a cluster
may be freely distributed. The result is a highly modular implementation where clusters can be
migrated easily, and the system as a whole can be made more fault tolerant.

In summary, a new programming methodology based on the cluster model has been pro-
posed: we have also fully exploited the principle of policy/mechanism separation [26] by imple-
menting an entire user system using policy routines alone, and by providing a simple, flexible,
and powerful mechanism called the rendezvous store to support the execution of these policy rou-
tines. All these have been integrated in a coherent manner in the implementation of a prototype
cluster system as described in the previous section.

At the present, we are hoping to continue our investigation of the possibilities for software
development offered by the cluster system and rendezvous store. We have shown their feasibil-
ity, but have yet to construct a significant enough body of running software to demonstrate that
they do indeed help to solve the software problem. In particular, we need to investigate the use
of visibility constraints as a primary means of protection, and better understand their interaction
with dimensions (where processes belong to a number of unrelated clusters). On a more prosaic
level, we are hoping to build a more distributed prototype of the rendezvous store, perhaps
involving some form of hardware support.
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