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ABSTRACT

We survey a number of results, some new, for isothetic polygons in the plane. Specifically we consider intersection, convexity, combinatorial, clustering and visibility problems. These problems occur in image processing, VLSI design and layout, circuit testing, transaction systems, and pattern recognition.

1. INTRODUCTION

Since Michael Shamos [Sh] carried out his pioneering work in computational geometry the field has blossomed considerably. The purpose of this chapter is to review some of the developments in computational geometry since its inception. In order to do justice to the field I have been obliged, albeit not unwillingly, to restrict my attention to the plane and to isothetic or rectilinearly-oriented polygons. Since the first problem I studied in computational geometry was the rectangle intersection problem with Jon Bentley [BW] and my most recent work [Wo] involves isothetic polygons, this restriction is a happy one. This survey provides an opportunity to draw together the variety of problems for isothetic objects into some coherent whole, while also allowing the formal treatment of isothetic polygons in the style of Shamos [Sh].

Isothetic polygons occur in VLSI design, in floor and street plans, in data bases, in CAD/CAM, in NC, in circuit routing, in circuit testing, in robotics, in locked transaction systems, in image processing, in pattern recognition, and in Saskatchewan. Often they can be viewed as discrete approximations to polygons in the real plane, for example in image processing and pattern recognition, however just as often they appear in their own right, for example in VLSI designs. From a theoretical viewpoint isothetic polygons
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are usually (but not always) easier to handle than arbitrary polygons. Because of this it is often possible to obtain time- and space-optimal algorithms for isothetic polygons, when this is not the case in general. Finally, isothetic polygons are the source of many beautiful problems - an important issue for a researcher.

Section 2 provides the basic definitions for isothetic objects. In Sections 3 through 7 we study intersection, convexity, combinational, clustering, and visibility problems, respectively. Section 8 is a closing discussion of the results, the methodology, and some of the omissions.

2. DEFINITIONS

We begin by defining our objects of study, namely isothetic lines, line segments, curves and polygons. We assume all objects are in the plane except when explicitly stated otherwise. We assume the plane has an embedded Cartesian coordinate system.

An isothetic (straight) line is a straight line parallel to either the x-axis or y-axis. Similarly, an isothetic line segment is a line segment parallel to either the x- or y-axis, and an isothetic ray is a ray parallel to either the x- or y-axis. See Figure 2.1(a), (b) and (d).
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An isothetic curve is a connected sequence of isothetic line segments, see Figure 2.1(c).

An isothetic curve is closed if starting at any point \( p \), on the curve, a path can be traced along the curve, visiting every point once and only once, which leads to \( p \).

An isothetic curve is simple if:

(i) self-intersections only occur at endpoints, and
(ii) no more than two segments intersect at each endpoint.

A non-closed simple isothetic curve is a staircase if either for all points \( p \)
and $q$ on the curve, with $p$ to the left of $q$, $p$ is not above $q$, or for all points $p$ and $q$ on the curve, with $p$ to the left of $q$, $p$ is not below $q$. See Figure 2.2.

An isothetic polygon is a closed isothetic curve, which forms its boundary. We also consider a polygon to be the closed finite region of the plane enclosed by the closed curve. Note that this definition excludes the possibility of a polygon having holes. A simple isothetic polygon is a closed simple isothetic curve. See Figure 2.3(a) for a simple polygon and 3(b) for a non-simple polygon.

We often wish to distinguish polygons not only with respect to their simplicity, but also with respect to their isothetic convexity.

A simple isothetic polygon is isothetically convex if every isothetic line has either an empty intersection with the polygon or an isothetic line segment as its intersection. Figure 2.3(a) is a non-convex polygon, while Figure 2.4 displays a convex polygon. A special case of a convex polygon is a rectangle.

**Observation** Every convex isothetic polygon can be decomposed into at most four staircases. In Figure 2.4 there are three: 1 to 2, 2 to 3, and 3 to 1.

If a polygon is non-convex we often wish to refer to its convex hull, which is defined as follows:
The *isothetic convex hull* of a simple isothetic polygon is the smallest, in area, convex simple isothetic polygon containing the given polygon. Figure 2.5 displays the convex hull of Figure 2.3(a).

Already our definitions lead to three natural problems:

**Problem 1** Determine if a given isothetic polygon is simple.

**Problem 2** Determine if a given simple isothetic polygon is convex.

**Problem 3** Determine the convex hull of a given simple isothetic polygon.

In the next section we will describe an algorithm to determine whether or not an isothetic polygon is simple, while the following section will discuss convexity.

### 3. INTERSECTION PROBLEMS

Throughout this and the following sections we will omit the adjectives *isothetic* and *simple*. All objects are isothetic and all polygons are simple unless it is explicitly stated otherwise. We first state:
Problem 4  Given a collection of polygons determine if there are two intersecting polygons in the collection, that is two polygons having a common point.

Problem 5  Given a collection of polygons determine all pairwise intersecting polygons.

Problem 6  Given a collection of polygons and an integer \( k \geq 2 \), determine if there is a \( k \)-intersection, that is \( k \) polygons having a common point. In particular is there a \( p \)-intersection?

Problem 7  Given a collection of polygons determine the maximal \( k \) for which there is a \( k \)-intersection, that is the thickness of the given polygons.

Using the sweep line paradigm, Shamos and Hoey [ShH] gave an \( O(p \log p) \) time and \( O(p) \) space algorithm for Problem 4 for the case of \( p \) line segments. This was extended by [BO1] and [Br] to provide an \( O(p \log n + k) \) time, where there are \( k \) pairwise intersections, and \( O(p) \) space algorithm for Problem 5 for line segments.

The algorithm of [BO1] with some minor modifications gives us a fast algorithm for simplicity testing, that is Problem 1. There are two checks to be carried out. First, we need to check whether or not there are two edges which intersect at some point which is not an endpoint. Such non-endpoint intersections are caused (a) by a vertical edge crossing a horizontal edge, (b) by two vertical edges overlapping, or (c) by two horizontal edges overlapping. The algorithm of [ShH] will detect intersections of type (a), while those of types (b) and (c) can be found by sorting the edges. Second, we need to check that each endpoint intersection is formed by a unique pair of edges. Clearly there should only be \( n \) such pairs for an \( n \)-vertex simple polygon. Hence we count the endpoint intersections. If their number exceeds \( n \) then the given polygon is not simple. The [BO1] and [Br] algorithm can be modified to perform this count, without affecting its time and space bounds, hence we obtain:

**Theorem 3.1**  Given a polygon with \( n \) vertices it can be tested for simpleness in \( O(n \log n) \) time and \( O(n) \) space.

The results for Problem 4 were extended to rectangles in [BW] who gave an \( O(p \log p + k) \) time algorithm. This was improved in [E] and [Mc1] to also require only \( O(p) \) space. Since it was already proved in [BW] that these were lower bounds, this results in:

**Theorem 3.2**  [BW], [E], [Mc1]

Problem 4 for rectangles can be solved in \( O(p \log p) \) time and \( O(p) \) space. Problem 5 for rectangles can be solved in \( O(p \log p + k) \) time and \( O(p) \) space, where there are \( k \) intersecting pairs. Moreover these are both time- and space-optimal in a comparison-based model of computation.
Observe that $k = O(n^2)$ see Figure 3.1.
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More recently time- and space-optimal divide-and-conquer algorithms for this problem have appeared, see [GaW] and [EO]. While [GBT] have a new approach based on resolution.

These results can be extended to polygons fairly easily. We sketch the sweep-line approach for them.

The basic idea is to sweep, conceptually, a vertical line from the left of the polygons to the right of the polygons and, by this means, reduce a static two-dimensional problem to a dynamic one-dimensional problem. At each position of the sweep line there are polygons which it intersects, active polygons, polygons completely to its left, dead polygons, and polygons completely to its right, inactive polygons. The intersection of each active polygon with the sweep line results in a number of disjoint intervals, called active intervals. See position (b) of the sweep line in Figure 3.2. There are two crucial observations about the sweep line. First there are at most $2n$ different sets of active intervals, since the set of active intervals only changes when the sweep line meets a vertical edge of a polygon. Second two polygons intersect if and only if there is a position of the sweep line for which their corresponding active intervals intersect.

The first observation reduces a continuous sweep of the sweep line to $2n$ discrete jumps, the second reduces the two-dimensional problem to a one-dimensional one. Letting the $x$-projections of the vertices in ascending sorted order be known as sweep points we can describe the intersection algorithm as:

For each sweep point $x$ do

if $x$ corresponds to a left vertical edge then

query active intervals with the edge for intersections, and

insert the edge to form or extend an active interval

else
A left vertical edge is one on the left side of the polygon, while a right vertical edge is on the right side.

The dynamic one-dimensional problem can be solved with either a segment tree, requiring $O(n \log n)$ space, or a $k$-fold interval tree requiring $O(n)$ space. We choose the former, since it has many other applications, a description of the latter can be found in [E] and [Mc1]. The segment tree is a binary leaf search tree, that is keys are to be found at external nodes while internal nodes contain signposts, separating keys, or routers as they are variously called. Moreover each external node not only represents a point in the key space, but it also represents the interval in the key space defined by the successor key in the tree. This implies that each internal node can also be considered to represent a key-space interval, namely the interval determined by its external nodes. So each interval specified by a pair of keys is associated with a unique node of the tree. In our setting the keys are $y$-values corresponding to the endpoints of vertical edges. In Figure 3.3 there are 7 vertical edges giving 7 $y$-values. The corresponding empty segment tree is displayed in Figure 3.4.

External node $y_i$ represents the closed-open interval $[y_i, y_{i+1})$ for $0 \leq i < 6$ and $y_6$ represents the closed interval $[y_6, y_6]$. Therefore the interval of node $u$, $\text{int}(u)$, is the interval $[y_0, y_4]$. To each node $u$ is associated a set of intervals $\text{cover}(u)$; each interval $I$ in it satisfies $\text{int}(u) \subseteq I$. 
and \( \text{int}(\pi u) \notin I \), where \( \pi u \) is the parent of \( u \). Initially \( \text{cover}(u) = \emptyset \), for all nodes \( u \) in the tree. In contrast to binary search trees the structure does not change during insertions and deletions, only the cover sets of the nodes change. Hence we can construct the segment tree to be a minimal height tree initially. For example inserting the edge \([y_0, y_5]\) of \( B \) into the segment tree of Figure 3.4 causes \( \text{cover}(u) := \{ B \} \), \( \text{cover}(v) := \{ B \} \) and \( \text{cover}(w) := \{ B \} \). The latter assignment does not satisfy the rule given above since \( \text{int}(w) = [y_5, y_6] \). However because \( \text{int}(w) \cap [y_0, y_5] \neq \emptyset \) and \( w \) is an external node we assign \( B \) to \( \text{cover}(w) \) anyway. If a segment tree has \( n \) external nodes, then it has height bounded by \( \lceil \log_2 n \rceil \) and it is easily seen that the insertion of an interval only affects the cover sets of at most
$4\log_2 n$ nodes. Deletion is not quite as simple, see [BW] for details, but it can still be carried out in $O(\log n)$ time.

Disregarding the technical details of maintaining the active intervals of each polygon in the segment tree, consider a query. A query edge can intersect an active interval in one of four ways, see Figure 3.5.
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Intersections of types (a) and (b) can be found by searching the segment tree for the external node corresponding to the $y$-value of the bottom endpoint of the query edge. An intersection of type (c) can be found by a similar query with the top endpoint $y$-value. In both cases all cover sets on the search path intersect the query edge. Now intersections of type (d) are not found by either of these queries. For this purpose we specify an additional field $\text{downcover}(u)$ for each internal node $u$ in the segment tree. This new field contains all intervals inserted in $u$'s subtree but not at $u$, that is $\text{downcover}(u) = \bigcup \text{cover}(v)$, for all proper descendants $v$ of $u$. Note that $\text{downcover}(u) = \text{downcover}(\Lambda u) \cup \text{downcover}(pu) \cup \text{cover}(\Lambda u) \cup \text{cover}(pu)$ for all internal nodes $u$, where $\text{downcover}(u)$ for $u$ an external node is defined to be $\emptyset$. Maintaining $\text{downcover}$ sets is no more difficult than maintaining cover sets, since an interval is inserted in at most $O(\log n)$ $\text{downcover}$ sets. Hence insertion and deletion complexity is not affected. But an intersection of type (d) is now easily found. Perform a dummy insertion of the query edge. Now for each $\text{cover}(u)$ to which it would be added all intervals in the corresponding $\text{downcover}(u)$ intersect the query edge. Conversely every intersection of type (d) must be found in this way. Hence all pairwise intersections will be found and moreover each update requires $O(\log n)$ time and each query $O(\log n + k')$ time, where $k'$ is the number of pairwise intersections found. Using the 1-fold interval tree rather than the segment tree gives an optimal space bound, thus we have:

**Theorem 3.3** Given $p$ polygons with $n$ vertices all $k$ pairwise intersections can be found in $O(n \log n + k)$ time and $O(n)$ space, thus solving Problem 5.
We now consider Problems 6 and 7. Again we first consider the case for \( p \) rectangles. Now for the \( p \)-intersection case we have:

**Theorem 3.4** Given \( p \) rectangles, there is a \( p \)-intersection, that is they all have a point in common, if and only if every pair of rectangles have a point in common.

**Proof:** Clearly if there is a point common to all rectangles then every pair have a common point. Conversely, assume every pair have a common point. We argue by contradiction. If the \( p \) rectangles do not have a \( p \)-intersection, then there is a maximal \( k \) such that there is a \( k \)-intersection, where \( 2 \leq k < p \). Let \( R_1, \ldots, R_k \) be the \( k \) rectangles that have a \( k \)-intersection and \( R \) be one of the remaining rectangles. Consider a common point \( L \) of \( R_1, \ldots, R_k \) which is leftmost. Now \( L \) must lie on the leftmost edge of one of the \( R_1, \ldots, R_k \), let it be without loss of generality \( R_1 \), otherwise there would be another common point to its left. If \( R \) is to the left of \( L \) then \( R \) does not intersect \( R_1 \) - a contradiction. But a similar contradiction is obtained for each of the other three possibilities. Thus \( R_1, \ldots, R_p \) have a \( p \)-intersection. \( \square \)

This rectangle version of Helly’s Theorem leads to the following stratagem for determining the existence of a \( p \)-intersection:

Determine if there is a pairwise non-intersection.

But this can be done by, essentially, the same algorithm which finds all pairwise intersections - the query at a sweeping point becomes: Is there an active segment which does not intersect the incoming segment?

An alternative approach is simply to count the number of pairwise intersections and if it is equal to \( \binom{p}{2} \), then there is a \( p \)-intersection. Otherwise there is at least one pairwise non-intersection. Either way we obtain:

**Theorem 3.5** Given \( p \) rectangles the existence of a \( p \)-intersection can be determined in \( O(p \log p) \) time and \( O(p) \) space.

Unfortunately Theorem 3.4 does not hold for polygons, see Figure 3.6. Indeed Figure 3.6 displays \( p \) convex polygons with \( \binom{p}{2} \) intersections but no \( p \)-intersection, for \( p \geq 3 \). However for convex polygons Helly’s Theorem holds directly, that is:

**Theorem 3.6** Given \( p \) convex polygons there is a \( p \)-intersection if and only if every three polygons have a common point.

Although such a characterization does not hold in general we are still able to prove:
Theorem 3.7  Given \( p \) polygons and an integer \( k \) then the existence of a \( k \)-intersection can be determined in \( O(n \log n) \) time and \( O(n) \) space, where the \( p \) polygons have \( n \) vertices.

Proof Sketch:  We use the sweep-line and segment tree approach described above to solve Problem 5. In other words we sweep the polygons from left to right so that at each position of the sweep line we have for each active polygon the disjoint intervals it forms with respect to the sweep line, that is the active intervals. Now there is a \( k \)-intersection of polygons if and only if at some position of the sweep line there is a \( k \)-intersection of active intervals. We represent the active intervals in a counting segment tree, that is \( \text{cover}(u) \) for each node \( u \) is replaced by its size, \( \#\text{cover}(u) \). Moreover for each node \( u \) in the tree define a new field \( \text{thickness}(u) \) to be the maximal \( k \)-intersection in the subtree rooted at \( u \). Observe that \( \text{thickness}(u) = \max(\text{thickness}(\lambda u), \text{thickness}(\rho u)) + \#\text{cover}(u) \), hence the thickness fields are easily updated after insertion and deletion. But this means that there is a \( k \)-intersection of active intervals exactly when \( \text{thickness}(\text{root}) \geq k \). Moreover only insertions increase this value, so after each insertion \( \text{thickness}(\text{root}) \) is checked. \( \square \)

Note that the above proof sketch also yields a solution to Problem 7, therefore we have:

Theorem 3.8  Given \( p \) polygons with \( n \) vertices their thickness can be determined in \( O(n \log n) \) time and \( O(n) \) space.
4. CONVEXITY PROBLEMS

We have already defined the generally accepted notion of convexity for isothetic polygons. In this section we consider convexity testing, that is Problem 2, how the convex hull of a polygon is computed, that is Problem 3, how we might define the convex hull of a collection of polygons, and the convex skull problem.

Solving Problem 2 reduces to testing whether or not a given polygon can be decomposed into at least 2 and at most 4 staircases, which fit together appropriately. Ignoring the degenerate cases when they are only 2 or 3 staircases, observe that four staircases form a convex polygon if every staircase has the same orientation when they are rotated to place them in the north-west corner. This observation also holds, essentially, for the 2 and 3 case too. Thus testing a polygon for convexity reduces to testing if its north-west curve is a staircase of the form displayed in Figure 2.2(a). Since the polygon is specified by the sequence of its vertices in clockwise order, this reduces to five linear scans of them. The first determines the, at most, four curves, the second decides if the north-west curve is a staircase, the third tests the north-east curve, and so on, yielding:

Theorem 4.1 Let $P$ be a polygon with $n$ vertices, then $P$ can be tested for convexity in $O(n)$ time and space. Moreover both these bounds are optimal.

Now solving Problem 3, that is computing the convex hull of a polygon, is similar to testing it for convexity. The only difference is that a smallest enclosing staircase for each curve is computed. This is straightforwardly computed, see [MF], [NLLW] and [OSW1], yielding:

Theorem 4.2 Let $P$ be a polygon with $n$ vertices, then the convex hull of $P$ can be computed in $O(n)$ time and space, which is optimal.

The convex hull of one polygon is easily defined, but when given a collection of polygons it is not even clear what definition should be used.

Thus we have:

Problem 8 Given a collection of polygons define their convex hull.

To begin to understand what is meant by the convex hull of a collection of polygons, we first make precise the notion of a convex collection. A collection $C$ of polygons is convex if its intersection with every line is either empty or a line segment, in other words it is the same definition as is used for individual polygons. We now discuss three reasonable definitions of the convex hull of a collection of polygons.

Definition 4.1 Minimal Collection
Given a collection $C$ of polygons its convex hull is the minimal area convex collection of disjoint polygons containing the given collection.
An Isothetic View

By the area of a collection we mean the area of its union, and by containment we mean a collection \( C_1 \) contains a collection \( C_2 \) if every polygon in \( C_2 \) is contained in the union of the polygons in \( C_1 \).

**Definition 4.2  Minimal Polygon**
Given a collection \( C \) of polygons its convex hull is a minimal area convex polygon \( P \) containing the given collection.

**Definition 4.3  Half Plane**
Given a collection \( C \) of polygons its convex hull is the intersection of all closed isothetic half-planes containing the collection.

There are four isothetic closed half-planes as displayed in Figure 4.1.
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Definition 4.1 is the isothetic version of the classical definition of the convex hull and is used in [OSW2]. Definition 4.2 is the one used in [MF] and [NLLW], while Definition 4.3 corresponds to finding the maximal vectors in a set of vectors [KuLP]. We call these the mc-, the mp-, and the hp-convex hulls, respectively, and for a collection \( C \) we denote them by \( MC(C) \), \( MP(C) \) and \( HP(C) \), respectively. It is not difficult to show that:

\[
MC(C) \subseteq HP(C) \subseteq MP(C)
\]

and, moreover, in many cases these containments are proper. See Figure 4.2, for example:

Figure 4.2(a) displays a collection of three rectangles and its mc-convex hull! Figure 4.2(b) and (c) show its hp-convex hull and an mp-convex hull, respectively.

For the usual non-isothetic convex hull of a point set there are a number of equivalent formulations, viz:

(1) The convex hull of a set is the intersection of all convex sets containing the given set.

(2) The convex hull of a set is the intersection of all half-planes containing the given set.
(3) A point is in the convex hull of a set if and only if it is in the convex hull of some three or fewer points from the given set.

(4) A point is in the convex hull of a set if and only if every line through the point divides the set into two non-empty sets.

Now (1) only holds for $mc$-convex hulls, (2) only holds for $hp$-convex hulls, when isothetic half-planes are meant, (3) only holds for $hp$- and $mc$-convex hulls, and (4) only holds for none of them, when isothetic lines are used.

For the usual non-isothetic convex hull we also require:

(5) The convex hull of a set to be unique.

(6) The convex hull of a set to be stable with respect to insertion and deletion of points.

Now (5) holds for both $hp$- and $mc$-convex hulls, but not for $mp$-convex hulls, see Figure 4.3. It is possible that there are infinitely many $mp$-convex hulls of a given collection, indeed Figure 4.3 only displays 3 possible $mp$-convex hulls for a collection of two rectangles. However from the point of view of stability $hp$- and $mp$-convex hulls are both stable, but $mc$-convex hulls are not, see Figure 4.4. In Figure 4.4(a) a collection and its $mc$-convex hull are displayed, while in Figure 4.4(b) a rectangle is added causing the $mc$-convex hull to grow tremendously.

![Figure 4.2](image)
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Each of these convex hulls can be computed in $O(n \log n)$ time and
O(n) space, where the collection contains p polygons with a total of n vertices. Moreover for the case of the hp-convex hull (and probably for the others) this can be improved to O(n log h) time, where h is the number of vertices in the hp-convex hull. To summarize:

**Theorem 4.3** [OSW1], [KS]
Let C be a collection of p polygons with a total of n vertices. Then MC(C) and MP(C) can be computed in O(n log n) time and O(n) space, while HP(C) can be computed in O(n log h) time and O(n) space, where h is the number of vertices on the hp-convex hull.

One interesting question for the mp-convex hull of a collection C is: Is MP(C) unique? We have:

**Theorem 4.4** [OSW1]
Let C be a collection of p polygons with n vertices. Then whether or not MP(C) is unique can be decided in O(n log n) time and O(n) space.

Finally, the stability of the hp-convex hull means that hp-convex hulls can be maintained, efficiently, under both deletions and insertions.

**Theorem 4.5** [OvL]
Let C be a collection of p polygons with n vertices. Then HP(C) can be maintained in O(n m log^2 n) time for each deletion or insertion of a polygon with m vertices.

We now turn to the convex skull, which is in one sense a close relative of the convex hull. We have:

**Problem 9** The Convex Skull Problem
Given a polygon P find a largest area convex polygon Q with Q ⊆ P. Q is called a convex skull of P.

This problem is also known as the potato peeling problem, namely peel the smallest area from P to leave a convex polygon [Go]. See Figure 4.5 for an example.
In [WoY] it is proved that:

**Theorem 4.6** A convex skull of a polygon with \( n \) vertices can be found in \( O(n^3 \log n) \) time and \( O(n) \) space.

A simpler problem is:

**Problem 10** Given a polygon \( P \) find a largest area rectangle \( R \) with \( R \subseteq P \).

In this case we find:

**Theorem 4.7** A largest-area rectangle contained in a polygon with \( n \) vertices can be found in \( O(n^2) \) time and \( O(n \log n) \) space.

**Proof sketch:** Each side of a largest-area rectangle with the given polygon must touch one edge, at least, of the polygon. For otherwise it could be enlarged. See Figure 4.6.

Hence, using the sweep line paradigm, sweep from left to right keeping track of possible largest-area rectangles. At each position of the sweep line there are at most \( n \) candidate rectangles; these can be represented in a segment tree. If the sweep point corresponds to a left vertical edge, then it starts a new candidate rectangle. If it corresponds to a right vertical edge then it terminates some candidates and restricts others, see Figure 4.7. Since there may be as many as \( n \) restrictions at each sweep point, see Figure 4.7, we obtain the result.  \( \square \)
5. COMBINATIONAL PROBLEMS

By combinational we mean that the polygons are combined in some manner and, possibly, some properties of their combination are computed. For example the measure problem, that is finding the area of the plane covered by a collection, is one of the earliest of these problems, see [B] and [vLW]. We consider three combinational problems for a collection of polygons: the contour problem, the hidden line problem, and the boolean masking problem.

Problem 11  Given \( p \) polygons with a total of \( n \) vertices, report the disjoint polygons obtained as their union; that is their contour. See Figure 5.1.

Clearly the resulting polygon may have \( O(n^2) \) edges, see Figure 3.1, for example. [LipP] gave the first algorithm for this problem, when the polygons are, in fact, rectangles. Their general approach is found in the subsequent work of [Gü1], [Gü2], and [Wo]. [LipP] observed that it is only necessary to compute the horizontal edges of the resulting polygons, since the
vertical edges may then be deduced from them. This gives a two-phase algorithm:

Phase 1: Compute the horizontal edges of the contour.

Phase 2: Compute the complete contour.

Phase 2 requires the horizontal edges to be sorted so for this reason it has a worst-case behavior of $O(n^2 \log n)$ or, more precisely, $O(r \log r)$ if there are $r$ edges resulting from Phase 1. However Phase 1 can be solved in $O(n \log n + r)$ time and $O(n)$ space, as demonstrated in [Gd1], [Gd2], and [Wo]. In [Wo] a solution is given, based on the segment tree, which solves Problem 11 in full generality, not just for rectangles. The results proved in [Wo] are:

Theorem 5.1 Given $p$ polygons with a total of $n$ vertices. Then the $r$ horizontal edges of their contour can be computed in $O(n \log n + r)$ time and $O(n)$ space. Moreover these bounds are optimal.

We now turn to our second problem:

Problem 12 The Boolean Masking Problem
Given $p_r$ disjoint red polygons with $n_r$ vertices and $p_g$ disjoint green polygons, with $n_g$ vertices, report the polygons formed by their:

(a) OR - the union of the red and green polygons,
(b) AND - the intersection of the red polygons with the green polygons,
(c) XOR - their OR minus their AND,
(d) NAND - the intersection of the non-red portion of the plane with the green polygons.
These operations are fundamental in mask design checking, see [La] and [MeC], where the red and green polygons correspond to polygons on two different layers.

Clearly Problem 12 is a special case of the contour problem, so Theorem 5.1 provides upper bounds for its solution where \( p = p_r + p_g \) and \( n = n_r + n_g \). Indeed this is the result in [Pr], which is also implied in [OWW2], namely:

**Theorem 5.2** Given a collection of \( p = p_r + p_g \) polygons with \( n = n_r + n_g \) vertices, as above, their OR, AND, XOR, and NAND can be computed in \( O(n \log n + r) \) time and \( O(n + r) \) space, where \( r \) is the number of vertices of the resulting collection.

Finally we turn to:

**Problem 13** The Hidden Line Problem

Given \( p \) opaque polyhedra in 3-space with \( n \) vertices and a given isothetic viewing direction, report the polygonal faces, and portions thereof, that can be seen from the viewing direction.

In [OWW1] a hidden line elimination algorithm is presented which deals with collections of arbitrary polyhedra viewed from an arbitrary direction. The restrictions to isothetic polyhedra and isothetic views leads immediately to:

**Theorem 5.3** Given a collection of opaque isothetic polyhedra with \( n \) vertices and given an isothetic direction, then the two-dimensional view from this direction can be computed in \( O(n \log n + r) \) time and \( O(n \log n) \) space, where \( r \) is the number of vertices in the resulting view.

In [S2] the hidden line problem for a single polygon of \( n \) vertices is solved in linear time.

6. CLUSTERING PROBLEMS

We discuss three techniques for partitioning a collection of polygons into clusters. The first, and most obvious, is based on intersections and connectivity, that is connected components. The second is based on minimal area convex hulls, while the third is based on diagonal closure. The latter clustering technique occurs when viewing, from a geometrical point of view, deadlock and safety problems for locked transaction systems [Pa] and [LipP]. The second technique has been proposed as a method of partitioning components in a chip layout into macro-components, which are then more easily manipulated.
Problem 14  Connected Components Problem

Given a collection of polygons with \( n \) vertices determine their connected components.

Given a collection of polygons, a subcollection is connected if its union is a connected set of points. A connected component of the collection is a subcollection which is connected and is also disjoint from the remaining polygons.

The connected components are the equivalence classes formed by taking the transitive closure of the pairwise intersection relation. Thus they can be found as a spin-off from Theorem 3.2. However this implies that a total of \( O(n \log n + k \log k) \) time is required using the standard UNION-FIND method [AHU], where \( k \) is the number of pairwise intersections. Since \( k = O(n^2) \) this method produces an inefficient algorithm. Fortunately a better approach is possible, as shown in [EvLOW] and [GuS].

Use the sweep line approach as we did in solving Problem 5, see Section 2. This gives rise to the notion of a left-connected component, with respect to the sweep line, that is a connected subcollection of the collection, where each polygon in the component is either dead or active. Clearly the connected components are the left components associated with the rightmost position of the sweep line. A crucial observation is that not only does the intersection of the sweep line with each left-connected component give at least one line segment, but also for two or more components these can be, at most, nested, they cannot overlap. In Figure 6.1(a) a valid configuration is displayed showing the nesting of two components \( A \) and \( B \), while \( C \) is completely disjoint from both \( B \) and \( C \).
Figure 6.1(b) displays an impossible situation since the two appearances of $B$ must be left connected as are the two appearances of $A$, hence $A$ and $B$ must intersect; a contradiction.

Since the one-dimensional projection of the left-connected components on the sweep line is so highly structured, it leads to an efficient algorithm to find connected components.

A high level algorithm can now be given:

For each sweep point $x$:

1. $x$ corresponds to a left edge.
   Determine the left-connected components it joins, belongs to, or initiates. Modify left-connected components appropriately, forming unions where necessary.

2. $x$ corresponds to a right edge.
   Determine the left connected component it belongs to and modify it appropriately.

Since we are forming equivalence classes, underlying this algorithm we have a classical UNION-FIND problem, since we need in both Steps (1) and (2) to perform FINDs, while in Step (1) we also need to perform UNION. It is sufficient to use any one of the methods of solving UNION-FIND problems which requires $O(n \log n)$ time for $O(n)$ operations. Beyond this we need to represent each left-connected component as disjoint line segments, be able to insert and delete edges from them, and given an edge query determine
which left-connected components it intersects. It turns out to be important to carry out the query in at most two phases. In the first phase it only reports the left-connected components it possibly intersects. For this purpose only the current topmost and bottommost points of each left-connected component are used. The result of the query is either it overlaps some of these endpoints or it is enclosed by some pair of endpoints. In the former case this immediately causes UNIONs to be carried out, while in the latter case the smallest enclosing pair should be investigated further to determine if one UNION should be carried out.

Data structures can be designed which yield the following result, generalizing the result for rectangles in [EvLOW] and [GuS]:

**Theorem 6.1** Given a collection of polygons with $n$ vertices, its connected components can be found in $O(n \log n)$ time and $O(n)$ space.

We now consider:

**Problem 15** Determine the minimal area convex hull of a collection $C$ of polygons, that is $MC(C)$.

As pointed out in Section 4 $MC(C)$ may consist of two or more disjoint convex polygons, each of which contains at least one of the original polygons. Now $MC(C) \supseteq \{MC(P) : P \in C\}$, and this collection can be found in time linear in the number of vertices. Therefore, without any loss of generality, we may assume that $C$ is, in fact, a collection of convex polygons.

In [OSW2] the following theorem is proved:

**Theorem 6.2** Given a collection $C$ of polygons with a total of $n$ vertices, $MC(C)$ can be computed in $O(n \log n)$ time and $O(n)$ space.

The algorithm to compute $MC(C)$ is very similar to that for computing connected components, so we omit any further details.

Finally we turn to the notion of diagonal closure. Given a collection $C$ of polygons we say it is **north-east closed** if for every pair of points $p_1 = (x_1, y_1)$ and $p_2 = (x_2, y_2)$ satisfying (1) and (2) below, the point $(x_2, y_1)$ is in $C$, where:

1. $p_1$ and $p_2$ are in the same connected component, and
2. $x_1 < x_2$ and $y_1 > y_2$.

See Figure 6.2.

Similarly we say $C$ is **south-west closed** if the point $(x_1, y_2)$ is in $C$, and $C$ is **diagonally-closed** if it is north-east and south-west closed.
Given a collection \( C \) of polygons we define its \textit{north-east closure} as the minimal area collection \( C' \) of polygons, with \( C' \supseteq C \) and \( C' \) is north-east closed. Again we obtain \textit{south-west closure} and \textit{diagonal closure}. For a collection \( C \) we denote these closures by \( NE(C) \), \( SW(C) \), and \( D(C) \) respectively.

\textbf{Problem 16} Given a collection \( C \) of polygons determine \( NE(C) \), \( SW(C) \), and \( D(C) \).

In [SSW] the following theorem is proved:

\textbf{Theorem 6.3} Let \( C \) be a collection of polygons. Then \( D(C) = NE(SW(C)) = SW(NE(C)) \).

Thus determining \( D(C) \) reduces to determining the north-east and south-west closure of a collection. Let \( rotate(C, \theta) \) denote the rotation of a collection \( C \) by \( \theta \) degrees about the origin, hence \( C = rotate(C, 2\pi) \). Then we obtain:

\textbf{Theorem 6.4} Let \( C \) be a collection of polygons. Then \( NE(C) = rotate(SW(rotate(C, \pi)), \pi) \) and \( SW(C) = rotate(NE(rotate(C, \pi)), \pi) \).

Thus we only need to determine north-east closure in order to be able to determine diagonal closure. In [SSW] it is shown that \( NE(C) \) can be computed in \( O(n \log n) \) time and space for a collection \( C \) of polygons having \( n \) vertices. The technique use is based once more on the sweep line paradigm. It is also similar to the connected components algorithm, needing some extra work, since regions need to be added to the original polygons. Thus:

\textbf{Theorem 6.5} Given a collection \( C \) of polygons with \( n \) vertices \( NE(C) \), \( SW(C) \), and \( D(C) \) can be computed in \( O(n \log n) \) time and space.

The importance of diagonal closure stems from the work of [Pa] on locked transaction systems. Given two transactions, each of which can be considered to consist of a sequence of \textit{lock} and \textit{unlock} operations on at most
\( n \) variables, we wish to determine whether they are deadlock-free and safe, when executed in a concurrent environment. Associating the two transaction sequences with the sequence of points 1, ... on the \( x \)- and \( y \)-axes, respectively, then they define rectangular forbidden regions. For example letting 
\[ T_1 = \text{lock } y, \quad \text{lock } x, \quad \text{unlock } x, \quad \text{unlock } y, \quad \text{and} \]
\[ T_2 = \text{lock } x, \quad \text{lock } y, \quad \text{unlock } y, \quad \text{unlock } x \]
we obtain Figure 6.3.

![Figure 6.3](image)

The region labelled \( x \) corresponds exactly to the restriction that variable \( x \) may only be locked by one transaction at a time. A staircase from 0,0 to 4,4 which does not pass through any rectangle corresponds to a possible interleaving of \( T_1 \) and \( T_2 \), and vice versa, that is a computation history.

Consider the point (2,2). A staircase which approaches close to this point (it cannot reach it since this would imply both \( T_1 \) and \( T_2 \) are locking variable \( y \)) cannot reach point (4,4) at all, since it must go up or go right. The former is not possible since this requires \( T_2 \) to lock \( y \) also, and the latter is not possible since this requires \( T_1 \) to lock \( x \) also. In other words \( T_1 \) and \( T_2 \) are deadlocked. The rectangular area determined by (1,1) and (2,2) is a region of deadlock. Note that the diagonal closure of the two rectangles fills in this region, the shaded region in Figure 6.3. To characterize deadlock we refer to the left edges of a collection as the left edges of its union, and to the lower edges as the lower edges of its union. Basically these edges, in the diagonal closure, must be in the original collection for deadlock freedom to occur.

Similarly, the notion of the safety of \( T_1 \) and \( T_2 \) can be characterized as the absence of any staircase which separates the forbidding rectangles into two non-empty sub-collections. Indeed [Pa] proves:
Theorem 6.6 Let \( C \) be the collection of forbidding rectangles corresponding to two transactions \( T_1 \) and \( T_2 \) of \( n \) variables. Then \( T_1 \) and \( T_2 \) are safe if and only if \( D(C) \) consists of a single polygon and \( T_1 \) and \( T_2 \) are deadlock-free if and only if the lower and left edges of \( D(C) \) are (parts of) lower and left edges of \( C \).

7. VISIBILITY PROBLEMS

There are a number of visibility issues for polygons which either arise from some practical problem or arise from considerations of the complexity of polygons.

Examples of the latter situation are the various art gallery theorems.

**Problem 17** Given a polygon place a number of guards or watchmen on vertices, on edges, in the interior, or even in the exterior, so that each point on an edge, in the interior, in the exterior, etc., can be seen by at least one watchman.

An elegant proof of one result of this type is:

**Theorem 7.1** [O'R1]

\( \lceil n/4 \rceil \) guards, stationed on vertices, are necessary and sufficient to see every point in the interior of a polygon of \( n \) edges.

One can also assume that the guards have some mobility, for example along a line segment. This has been investigated by [O'R2]. Other variations, which have not been investigated to the best of my knowledge, are only allowing guards isothetic mobility and isothetic sight. Assuming the walls are reflective is another possible assumption.

However we prefer to consider visibility problems arising from more practical situations. To this end we define:

**Problem 18** Given a collection of polygons we define a symmetric relation \( \text{vis} \), for "is visible to," by: For two polygons \( A \) and \( D \), \( A \text{vis} D \) if and only if there is a horizontal or vertical line segment joining \( A \) to \( D \) which intersects no other polygon, see Figure 7.1.

If we wish to connect components \( A \) and \( D \) with a wire, then when \( A \text{vis} D \) we have a straight connection, whereas if not \( A \text{vis} D \) then a connecting wire needs to be routed around the blocking obstacles.

It is convenient to split the \( \text{vis} \) relation into its horizontal and vertical components. Hence we say \( A \text{hvis} D \) if \( A \text{vis} D \) via a horizontal line segment and \( A \text{vvis} D \) if \( A \text{vis} D \) via a vertical line segment. In general we might have both \( A \text{hvis} D \) and \( A \text{vvis} D \), since the given polygons are not necessarily
convex. Note that vis may be the empty relation, see Figure 7.2.

Theorem 7.2 Given a collection of \( p \) disjoint convex polygons, then \( hvis \) (and \( vvis \)) has size at most \( 3p \) and, therefore, \( vis \) has size at most \( 6p \).

Proof: Consider \( hvis \) only. Each polygon has a bottommost and topmost edge. For every polygon, extend each of these edges to the right and left until they meet another polygon, otherwise they become rays or lines. In all three cases a partition of the plane is obtained, see Figure 7.3. Intuitively this process gives the horizontal visibility regions for each polygon. Now observe that each bottommost (topmost) edge of a polygon with its extension abuts three visibility regions as in Figure 7.4. This follows from the disjointness assumption and the construction of the regions. Each polygon together with its extension determines one horizontal edge for each of 6 regions. But each region, apart from the extremal ones, has two horizontal edges. Therefore there are, at most, \( 6p/2 \) regions, that is \( 3p \) regions. \( \square \)
This notion was used in [GJS] for printed circuit testing. In their application they have curves rather than polygons. Their problem is to determine a clustering of curves into disjoint groups, so that it is sufficient to test groups against groups for fabrication faults leading to short circuits. They show that there are at most 12 groups needed, in general, independent of the number of curves. In this setting a curve corresponds to a wiring and a visibility corresponds to the possibility of a short circuit. This is one application of the local relation $vis$ to a global problem. There are bound to be others. For example a solution to the contour problem, see Section 5, depends on local visibility.

8. DISCUSSION

It is to be hoped that the survey presented here, although a biased one, will convince the reader that the isothetic viewpoint is a rich source of applications and problems. There are of course topics which have been omitted. Two of them, especially deserving of mention are: motion problems and decomposition problems. Elsewhere in this volume Sue Whitesides and Godfried Toussaint discuss motion problems in the context of robotics, see also [ToS]. Given a collection of polygons, some of which are fixed and are called obstacles, plan a sequence of movements to move the movable polygons to some given new positions, so that no two polygons collide and no two polygons touch. In [COSW] all polygons are movable and the aim is to separate them all, giving the game SEPARATION™.

Two examples of decomposition problems are to decompose the union of a collection of polygons into a minimal number of disjoint rectangles and into disjoint rectangles with minimal contour length. The first decomposition method occurs as a problem in databases [LipLLMP], [LLMP], the second as
a problem in wire routing on VLSI chips [LiPRS].

Research into isothetic problems has yielded new data structures, for example the segment tree, the 1-fold interval tree, and the priority search tree; resulted in new paradigms, for example the sweep line, dynamization, and paradigmatic transformations; and re-affirmed the utility of established paradigms, for example divide-and-conquer and dynamic programming.
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