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1. Introduction

Given two structures of the same type, one standard question is: how
close are these two structures to each other? One example is the string-to-
string correction problem, see [H], [S], and [WF] for example, a second is
syntax-error repairing in parsers, see [BP], and [Ll, and a third is the

similarity of two dendrograms [D], [MGB] and [WS}.

It is this third example we are concerned with in the present note. We
consider labelled and unlabelled trees and search trees of the same size n.
We show that two trees of the same type are 0(n) and O(nlogn) distance

apart, for unlabelled and labelled trees respectively. The basis for the

distance measure is the interchange  or rotation tree transformation.



2. The Results

We define an (unrooted) binary tree (or dendrogram) to be a connected

graph with no cycles, where each node is elther unary or ternary. A unary
node 1s called a leaf, external or terminal node, while a ternary node 1is
called an internal node. If a binary tree has n » 3 leaves, then it has

n - 2 internal nodes and n - 3 edges connecting the internal nodes.

Similarily we define a rooted, oriented and ordered binary tree, usu-—

ally called a binary search tree to be a connected digraph, with a desig-
nated root node. Each node apart from the root has in-degree one and out-
degree either 0 or 2. The former are leaves and the latter are internal

nodes.

A well known tree transformation in binary search trees is that of

rotation or promotion, namely:

given

a clockwise rotation about v yields:




A counterclockwise rotation about u in the second diagram yields the
tree in the first diagram. The reasons for the importance of this rotation
are two—fold. First, if the original tree is a valid search tree, that is
its nodes are also canonically labelled with "keys" from some universe, then
the resulting tree is alse a valid search tree. Second, it affects the
“"balance" of the rotation node, and this is exploited in varlous balanced

binary search tree schemes, see [K, pp. 451 ff] for example.

Given this transformation, which we denote by p, and two binary search

trees S and T each with n nodes, we can define the rotation distance of S

and T, denoted by rdist(S,T), as: the minimum number of applications of p
which will transform S into a tree S' isomorphic with T. (Note: for pur-
poses of clarity, in the following we usually prefer to say (incorrectly):

"...transform S into T"... .)

Number the internal nodes of a binary search tree, with n internal
nodes, ftom 1 to n. Then we may speak of pi’ the clockwise rotation at node

1 and ;i as the counterclockwise rotation at 1.

We now have our first result, namely:

Theorem 1
Let S and T be two binary search trees with n » 1 internal nodes. Then

0 € rdist(S,T) < 2n - 2.



@
Proof: Let R = Cj/;;;i:kj\\ also have n internal nodes.
o/\o

We claim that 0 < rdist(S,R) < n - 1.

If R 1s equal to S then rdist(R,S) = 0. Otherwise the right spine of §
contains 1 < m < n internal nodes, since the root is on the right spine and
S 13 not equal to R. Consider a node i, say, on the right spine that has at
least one internal node in its left subtree. Perform pi to give 8' with
m + 1 internal nodes on its right spine. Repeating this process yields,
eventually, R. Clearly at most n - 1 rotations are used. Similarily, from

T we can also generate R with a sequence p_ ,

wes of rotations

m

0<Km<n- 1. Hence ;i ;1 ces ;i applied to R yields T, and this in
m ml 1

turn yields the result. B

Letting Jn denote the class of binary search trees with n internal

nodes, we next obtain:

Theorem 2

For all n, (Jn’ rdist) forms a metric space.



Proof:
(1) rdist(T,T) = 0, for all T in Ju.
(1i) rdist(S,T) = rdist(T,S), for all § and T in Jn'

(ii1) rdist(S,T) < rdist{S,R) + rdist(R,T), for all R,S and T in Jn' ) |

An open problem is to determine the complexity of computing rdist(S,T).

We now turn to unrooted binary trees., In [M] and [GB] the notion of a
“nearest neighbor l-step change” is introduced. This has been studied in
more detail in [WS]; they call it the "neareat neighbor interchange”. We

will simply call this tree transformation an interchange and we define it as

follows:

given

an interchange about the edge 1 yields:

a . c a
u v " v b
either or
d b
¢ d

Recall that we are dealing with free trees and hence the interchange takes
the set {a, b, c, d} of subtrees and redistributes them to u and v to form a

partition different from the initial one, {{a, b}, {c, di}.



Note that a rotation is a thinly disguised interchange, since:

”\O}s
u yields

that is {{a, b}, (¢, d}} yields {{a, d}, {b, ec}}. This interchange is

uniquely defined because the trees are ordered, and

therefore is an invalid rotatiomn.

We define the interchange distance of S from T, denoted by idist(S,T),

where S5 and T are trees with n internal nodes, as we did for rotation dis—

tance. Letting Fn denote the class of trees with n nodes, we immediately

have:

Theorem 3
For alln > 1,
(1) For all S and T in Fn, idist(S,T) is well-defined and 0 < idist(S,T)
< 2n - 2, and

(i1) (Fn, idist) forms a metric space.



However [WS] are concerned with leaf labelled trees, that is each leaf

of a given tree T has a unique label associated with it (unique with regpect
to T that 1is). It is convenient, and no loss of generality, to assume the
labels are the integers 1,2,... . We use n to denote the number of leaves

of a tree in this discussion, where n > 3.

We may once more define a distance measure between labelled trees with

n leaves, let us call it the labelled interchange distance of S from T,

denoted by 1idist(S,T). However, note that when $ and T are isomorphic,
this means that they are not only structurally the same, as with idist, but
also corresponding leaf nodes have the same label. We now obtain our final

theorem, letting Ln denote the class of leaf labelled trees with n leaves.

Theorem 4
For all n > 3.
(1) For all S and T in Ln, 1idist(S,T) is well-defined and
0 < 1idist(S,T) < 4n - 12 + Anllogz(n/S)], and

(i) (Ln, lidist) forms a metric space.

(1) 14dist(S,T) is well-defined since we can transform S into R which ig
equal to T, if leaf labels are ignored, via Theorem 3. Then for each
leaf in R with an incorrect label i, say, it is swapped with the leaf

having the required label, } say:



a b

— aw—x—z—g‘x—m o
ST YR

and now j can be moved down to its position by the same technique. Clearly

T T T

at most n such swaps are necessary and it should be observed that the
relative ordering of the subtrees on the path connecting i and j remains
undistributed by the swapping. Hence 1idist{5,T) is well-defined.

To show that it is bounded above by 4n - 12 + lm[logz(n/.?.)] transform S
into a minimal diameter tree R, that is the longest path is minimal. Hence

R has the appearance of:

where each subtree has approximately equal height, bounded above by
[logz(n/3)]. Hence to swap the values 1 and j at two leaves takes at most
2 . (2[logz(n/3)]) interchanges by the above and n swaps requires at most

4n - [1032(11/3)] interchanges.



Now to obtain R, by previous arguments at most 2n - 6 interchanges are

needed and similarily to obtain R from T, yielding the result.

(11) This follows immediately ) §

As in [WS}] we leave a number of problems unsolved. For the unlabelled
cases we have an 0(n) interchange/rotation algorithm and this is clearly

asymptotically optimal, since the tree

with n nodes requires 0(n) interchanges to give the right spine tree

However for the labelled case we have an (Q(nlogn) interchange algorithm, but
we have no proof of optimality, although we conjecture it to be so., Simi-
larily the concrete bound of Theorem 4 is not kmown to be achievable, but we
have no better one. Finally given two trees S and T what is the complexity

of determining rdist(S,T), idist(S,T) or lidist(S,T)?
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