**Title or Description:** A Handbook of Algorithms and Data Structures

**Date Requisitioned:** October 24, 1984

**Number of Pages:** 68

**Type of Paper Stock:** Bond

**Paper Size:** 8 1/2 x 11

**Paper Colour:** White

**Printing:** 1 side pages

**Binding/Finishing:** Collating, Stapling

**Special Instructions:**

---

**Negatives:**

<table>
<thead>
<tr>
<th>Quantity</th>
<th>Oper. No.</th>
<th>Time</th>
<th>Labour Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>F, L, M</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**Copy Centre:**

- **Oper. No.:** [Redacted]
- **Mach. No.:** [Redacted]

---

**Design & Paste-Up:**

- **Oper. No.:** [Redacted]
- **Time:** [Redacted]
- **Labour Code:** [Redacted]

---

**Bindery:**

- **Oper. No.:** [Redacted]
- **Time:** [Redacted]
- **Labour Code:** [Redacted]

---

**Outside Services:**

- **Oper. No.:** [Redacted]
- **Time:** [Redacted]
- **Labour Code:** [Redacted]

---

**Cost:** $ [Redacted]
A Handbook of Algorithms and Data Structures

Gaston H. Gonnet

CS-80-23

May, 1980

* Gaston H. Gonnet
University of Waterloo
Waterloo, Ontario, Canada
# Table of Contents

1. Introduction .............................................................................................................. 1

2. Basic Concepts and Notation .................................................................................. 2
   2.1. The Objects Definition ....................................................................................... 2
   2.2. Basic or Atomic Algorithms ............................................................................. 6
   2.3. Building Operations .......................................................................................... 7
   2.4. Interchangeability ............................................................................................. 9
   2.5. Examples .......................................................................................................... 10
   2.6. Notation ........................................................................................................... 11

3. Search Algorithms .................................................................................................. 13
   3.1. Sequential Search .............................................................................................. 13
       3.1.1. Sequential Search ..................................................................................... 13
       3.1.2. Self-Organizing Sequential Search: Move to Front Method .................. 14
       3.1.3. Self-Organizing Sequential Search: Transpose Method ....................... 16
       3.1.4. Optimal Sequential Search ...................................................................... 18
   3.2. Sorted Array Search .......................................................................................... 19
       3.2.1. Binary Search ............................................................................................ 19
       3.2.2. Interpolation Search ............................................................................... 20
       3.2.3. Interpolation-Sequential Search .............................................................. 22
   3.3. Hashing ............................................................................................................ 24
       3.3.1. Uniform Probing Hashing ...................................................................... 25
       3.3.2. Random Probing Hashing ...................................................................... 27
       3.3.3. Linear Probing ......................................................................................... 28
       3.3.4. Double Hashing ....................................................................................... 30
       3.3.6. Ordered Hashing ..................................................................................... 32
       3.3.10 Direct Chaining Hashing ......................................................................... 33
   3.4. Recursive Structures Search ............................................................................. 36
       3.4.1. Binary Tree Search .................................................................................... 36
       3.4.2. B-Trees ..................................................................................................... 41
       3.4.3. B*Trees .................................................................................................... 41
       3.4.4. Trie ............................................................................................................ 41
       3.4.5. Patricia ..................................................................................................... 41
       3.4.6. Other Trees .............................................................................................. 41
   3.5. Multidimensional Search .................................................................................. 44
       3.5.1. Quad Trees ............................................................................................... 44
       3.5.2. K-d Trees ................................................................................................. 44

4. Sorting Algorithms .................................................................................................. 44
   4.1. Sorting Arrays ................................................................................................... 44
       4.1.1. Bubble Sort .............................................................................................. 44
       4.1.2. Linear Insertion Sort ............................................................................... 45
       4.1.3. Quicksort ................................................................................................. 46
       4.1.6. Interpolation Sort .................................................................................... 47
       4.1.7. Linear Probing Sort ............................................................................... 48
   4.2. Sorting various Data Structures ...................................................................... 48
   4.3. Merging ............................................................................................................ 48
5. Selection

5.1. Priority Queues
5.2. Selection of median (k th)
5.3. Selection of top r

6. Arithmetic Algorithms

6.1. Multiplication
6.2. Power of x
6.3. Matrix Multiplication
6.4. Polynomial Evaluation

7. Various Algorithms

7.1. Boolean Transitive Closure
7.2. Boolean Matrix Multiplication

8. Distributions Derived from Empirical Observation

8.1. Zipf's Law
8.2. Bradford's Law
8.3. Lotka's Law
8.4. 80%-20% Rule

9. Asymptotic Expansions

10. References

11. Glossary and Index
1. Introduction

This is a preliminary version of the 0th edition of the Handbook of Algorithms and Data Structures.

This handbook is intended to contain most of the tabular information available on algorithms and their data structures; thus it is designed for a wide spectrum of users, from the programmer who wants to code efficiently, to the student, or researcher who needs quick information.

In one way or another, computer science is not so much a science as an art. Although tremendous effort is being made in the theory and in the practice of the profession to improve this condition, we still cannot compare our software technology with other technologies. For example the construction of the CN tower in Toronto is a task similar in magnitude to the construction of a major operating system; however, it is unthinkable letting the tower fall a few times until its design is "debugged". We hope that this handbook will contribute to an improvement in the quality and reliability of computer science technology.

This early version is about 35% of its target size. It is intended for internal use in the University of Waterloo. The table of contents gives the flavour of the algorithms missing at present. Moreover algorithms will be presented in more than one language. Depending on the practicality of the algorithm they will be coded in Pascal and/or Cobol and/or Fortran.
2. Basic Concepts and Notation

An algorithm is a function which operates on data structures. More formally, an algorithm is a map from \( S \times Q \rightarrow R \), where \( S, Q, \) and \( R \) are all structures; \( S \) is called the Data Structure, \( Q \) is called the Query, and \( R \) is the Result.

The two following examples will make this formal definition more understandable.

1. **B-tree insertion**: This is an algorithm which inserts a new record \( Q \) into a B-tree \( S \), giving a new B-tree as a result. In function notation,
   
   \[
   \text{B-tree insertion: } S \times \text{new record} \rightarrow \text{new B-tree}.
   \]

2. **Quicksort**: This algorithm takes an array and sorts it. Since there is no data structure acting as a Query in this case, we write

   \[
   \text{Quicksort: } \text{Array} \times \text{nil} \rightarrow \text{Sorted Array}.
   \]

Algorithms can be described in several ways: verbally, by flowcharts, or with the aid of an algorithmic language. We will use this last approach, since such languages tend to make algorithms easy to describe, easy to understand, and easy to transmit. Furthermore, it is usually a straightforward matter to translate an algorithmic language into genuine computer code; indeed, most algorithmic languages are themselves programming languages.

To understand the process of designing an algorithm, we must consider three factors:

(a) The objects (data structures) on which the algorithm operates;

(b) The basic operations an algorithm may perform;

(c) The building operations, i.e. the way basic operations may be combined.

We will find that describing algorithms in terms of these three components not only makes the algorithms easier to understand, but sometimes leads to useful variations and occasionally to new algorithms altogether.

2.1. The Objects Definition

When we study analytic functions, we must first be familiar with the complex number system. In the same way, when we study algorithms, we must first look at data structures, since they are the objects which an algorithm takes as input and yields as output.

Data structures generally have rules of creation, syntactic rules, which allow us to build complicated structures from simpler ones, and semantic rules, which indicate which structures will be considered valid and which will not.
2.1.1. The Data Structures

To describe the data structures dealt with in this handbook and their rules of creation, we will use what is known as a W-grammar (also called a two level grammar or a van Wijngaarden grammar). Actually, we will not need the full capabilities of a W-grammar; all we require here are the standard BNF productions and the uniform replacement rule which we shall describe shortly.

A W-grammar generates a language in two steps (levels). In the first step, a collection of generalized rules are used to create more specific production rules. In the second step, the production rules generated in the first step are used to define the actual data structures.

This two-step process can be understood more easily using the following illustration. A sequence of real numbers can be defined by the BNF production

\[ S ::= [ | real, S ] | nil \]

Thus a sequence of reals can have the form nil, [ real, nil ], [ real, [real, nil] ] , and so on. Now in a similar way we could define sequences of integers, characters, strings, boolean constants, etc. However, this would make for a bulky collection of production rules which are all very much alike. One might first try to get around this repetitiveness by defining

\[ S ::= [D,S] | nil \]

where D is given as the list of data-types,

\[ D ::= real | int | bool | string | char \]

However, this pair of productions generates unwanted sequences such as

\[ [real, [int, nil]] \]

as well as the kind of sequences we are looking for. Thus we need a different approach.

In a W-grammar, we solve the problem of listing repetitive production rules by starting out with generalized rule-forms rather than the rules themselves. We let D now be given as

\[ D ::= real; int; bool; string; char; ... \]

To distinguish this from a simple production, we will call it a metaproduction. The generalized form of a sequence S is given by the hyperrule

\[ s-D ::= [D,s-D] | nil \]

Under this new system, we define a sequence of real numbers in two steps. The first step consists of choosing a value to substitute for D from the list of possibilities given by the metaproduction above. In this instance we select

\[ D \rightarrow real. \]

Next we make use of a W-grammar's uniform replacement rule which allows us to substitute the string real for D everywhere it appears in the hyperrule which defines s-D. This substitution gives us

\[ s-real ::= [real, s-real] | nil \]

Thus we have used the metaproduction and the hyperrule to generate an ordinary BNF production defining real sequences. The same two statements can generate a
production rule for sequences of any other valid data-type (integer, character, etc.).

We are ready to define the W-grammar which will generate the data structures we wish to work with. Our metaproductions are

\[
D ::= \text{real,int,boolean,string,char}... \quad \# \text{atomic data types} \\
| D | \hat{D} : \quad \# \text{array} \\
| DS | : \quad \# \text{record} \\
| D | : \quad \# \text{reference} \\
s-D : \quad \# \text{sequence} \\
bt-D-LEAF : \quad \# \text{binary tree} \\
mt-D-LEAF : \quad \# \text{multiway tree} \\
gt-D-LEAF : \quad \# \text{general tree} \\
tr-D-LEAF : \quad \# \text{data structure for Tries}
\]

Thus all of the above are valid data-type substitutions for D. Other metaproductions are

\[
DS :: D, D, DS. \\
LEAF :: nil, D. \\
N :: DIGIT, DIGIT, N. \\
DIGIT :: 0,1,2,3,4,5,6,7,8,9.
\]

Our hyperrule definitions are

HR[1] data structure : D

As an example, consider what happens when we let

D \rightarrow \text{real} \quad \text{and} \quad \text{LEAF} \rightarrow \text{nil}.

With these substitutions, HR[3] generates the production rule

bt-real-nil : [ [ real,bt-real-nil,bt-real-nil ] ] \rightarrow \text{nil}

This production rule defines a binary tree which has a real entry in each node. Since bt-real-nil is one of the legitimate values for D according to the metaproduction for D we let

D \rightarrow bt-real-nil

and learn from HR[1] that such a binary tree is a legitimate data structure.

As another example we can generate a production rule for B-trees of strings using HR[4] and the proper substitutions to yield

mt-string-nil : [ [ 10,string,10,mt-string-nil ] ] \rightarrow \text{nil}.

This is a multi-way tree in which each node contains ten keys and has eleven descendants.
A data structure that is derived from a hyperrule that contains its left-hand side symbol in the right-hand side is called a recursive data structure. Hyperrules 2 to 5 all generate recursive data structures. The object defined by the left-hand side symbol is called the parent of the objects defined by the right-hand symbols (descendants).

2.1.2. Semantic Rules or Constraints

A semantic rule or constraint may be regarded as a boolean function on data structures (S→bool) that tells us which structures are valid and which are not. The objects defined are those in the intersection of the objects produced by the W-grammars and those that satisfy the constraints. Whenever we perform an operation which modifies a data structure (additions, deletions, etc.) we may violate some of these semantic rules. The restructuring activity done by an algorithm to restore validity is called organization. Below we list some examples of semantic rules which may be imposed on data structures. Note that these constraints are additional ones placed on data structures which have been legitimately produced by the rules given in the previous section. Thus when we refer here to an invalid data structure we are not speaking of one that has been illegally produced, but rather a legal data structure which merely does not satisfy all the additional requirements we name in a given application.

Order

Many data structures are kept in some fixed order (e.g. the records in a file are often arranged alphabetically or numerically according to some key). Whatever work is done on such a file should not disrupt this order.

Height Balance

Let s be any node of a tree (binary or multiway). Define h(s) as the height of the subtree rooted in s, i.e. the maximum number of nodes one must pass through to reach the end of branch starting at s. One structural quality that is sometimes required is that the height of a tree along any pair of adjacent branches should be approximately the same. More formally, we require that

$$|h(s_1) - h(s_2)| \leq \delta$$

where s_1 and s_2 are any two subtrees of the same node, and \(\delta\) is a constant giving the maximum allowable height difference. In B-trees, for example, we have \(\delta=0\), while in AVL-trees, \(\delta=1\).

Weight Balance

For any tree, we define the weight function w(s) as the number of nodes in the subtree rooted at s. A weight balance condition requires that for all nodes s_1 in the subtree rooted at s

$$\frac{w(s_1)}{w(s)} \leq r$$

where r is a positive constant less than 1.
Lexicographical Trees

A lexicographical tree is a tree which satisfies the following condition for every node $s$: If $s$ has $n$ keys $(key_1, key_2, ..., key_n)$ stored in it, $s$ must have $n+1$ descendant subtrees $t_0, t_1, ..., t_n$. Furthermore, if $d_0$ is any key in any node of $t_0$, $d_1$ any key in any node of $t_1$, and so on, we have the inequality

$$d_0 \leq key_1 \leq d_1 \leq ... \leq key_n \leq d_n$$

Priority Queues

A priority queue can be any kind of recursive structure in which an order relation has been established between each node and its descendants (most priority queues are implemented using recursive data structures). One example of such an order relation would be to require that $key_p \leq key_d$, where $key_p$ is any key in a parent node, and $key_d$ is any key in any descendant of that node.

Brent's Reorganization and Binary Tree Hashing

Brent's reorganization applies to the insertion of keys in a hashing table. A key is inserted in the location which minimizes the total cost of accessing every element in the table when we are allowed to move only one other table element ahead in its hashing path.

The binary tree hashing scheme is similar to Brent's, but here we are allowed to move ahead more than one element already in the table if it decreases the total access cost. The optimal reorganization algorithm would require us to move any number of keys either forward or backwards in their hashing paths.

Optimality

Any condition on a data structure which minimizes a complexity measure (such as the expected number of accesses; maximum number of comparisons) is an optimality condition. If this minimized measure of complexity is a worst case value, we call the value the minimax; when the minimized complexity measure is an average value, it is the minave.

2.2. Basic or Atomic Algorithms

One cannot define a set of basic operations for algorithms without paying some attention to the building operations as well. After all, the richer the set of building operations we have, the simpler (and possible fewer) atomic operations we need to construct usable algorithms. On the other hand, with a large collection of basic operations, we may not need many building operations to be able to construct the algorithms we want. It is possible that there are an infinite number of ways to define basic operations and building operations which will produce equivalent algorithms. Thus we do not claim that the division of operations we will make is in any way unique or optimal; our motivation for choosing the following system is simply that it seems natural. Moreover, we do not intend to present a formal proof that our atomic operations are indivisible, since we will not be treating these operations formally enough to justify such a proof. We prefer to
list a few of our basic operations below and describe them in a way that conveys their flavour rather than taking a completely rigorous approach.

**Direct Addressing**

Many data structures consist of a collection of records which are each distinguished by an identification key. Direct addressing uses the actual record key (or its binary configuration) as an integer. This integer will normally be used as an index into an array.

**Multiway (Binary) Decision**

This operation is defined as ranking a scalar $X$ in a set of different scalars $X_1, X_2, ..., X_n$. By ranking, we mean finding out how many of the $X_j$ values are less than or equal to $X$, thus determining what rank $X$ would have if all the values were ordered. More precisely, ranking is finding an integer $i$ and a subset $A \subseteq \{X_1, X_2, ..., X_n\}$ such that

$$|A| = i$$

$$X_j \in A \implies X \geq X_j$$

$$X_j \notin A \implies X < X_j.$$

A binary decision is the simplest case of a multiway decision. In a binary decision $n=1$, and $i$ is zero if $X < X_1$, one otherwise.

**Hashing**

Like direct addressing, hashing is an operation which normally makes use of a record key. Rather than using the actual key value, however, hashing transforms the key into an integer in a prescribed range by means of a hashing function and then uses the generated integer value. We would like this hashing transformation $h: K \mapsto h(K)$ to display some randomness; thus we require that the distribution of the values $h(K)$ be discrete rectangular for a random key $K$.

**Interpolation**

This operation computes a tentative location for a record in a file, basing its guess on the value of the record’s key, the number of records in the file, the values of the smallest and largest keys, and the distribution of the values of the keys throughout the file. Interpolation normally gives the statistical mode of the location of the desired record in an ordered file, i.e. the most probable location of the record.

**Collision Resolution**

This operation assumes that a file has been partitioned into a number of sets of records. The algorithm then stores these sets in a linear array according to some prescribed rule. Collision Resolution is closely linked to hashing algorithms.

### 2.3. Building Operations

Building operations allow us to combine basic algorithms to produce more complicated ones. The definition of these building procedures thus provides a criterion for deciding whether or not an algorithm is basic: the algorithm is basic
(or atomic) if it has not been built from simpler operations. In this section, we will define four building operations.

2.3.1. Composition

Composition is our main operation for producing algorithms from atomic operations. Typically, but not exclusively, the composition of \( F_1 \) and \( F_2 \) can be expressed in a functional notation as \( F_2(F_1(S,Q_1),Q_2) \). A more general and hierarchical description of composition is that \( F_2 \) uses \( F_1 \) instead of a basic operation.

Although the formal definition is enough to include all types of composition, we may indentify several common structures of composition.

- **Divide and Conquer**

  is a composition of two algorithms. The first is used to split a problem into (usually two) smaller problems. The composed algorithm is then recursively applied to each non-empty component. Finally the second algorithm is used to assemble the components' results into one result.

- **Iterative Application**

  takes an algorithm and a sequence of data structures as parameters. The algorithm is iteratively applied using successive elements of the sequence in the place of the single element for which it was written (e.g. insertion sort, relational join).

- **Tail Recursion**

  takes one algorithm as its parameter. This algorithm specifies the criterion for splitting a problem into (sometimes two) components and selecting one of them to be solved recursively (e.g. binary search, priority queue merge).

- **Inversion**

  is a composition of two search algorithms used to search for secondary keys (i.e. we expect repetitions of the key values). The first algorithm is used to search for the set of keys that have the searched value and the second search algorithm is used to search within the set. The data structures required by the two composed algorithms are usually called inverted files.

- **Digital Decomposition**

  is applied to a problem of size \( n \) by attacking preferred-size pieces. An algorithm is applied to all these pieces to produce the desired result. It is assumed that we have an algorithm that works very well for these preferred-size problems (e.g. binary (Bentley & Saxe) decomposition).

- **Merge**

  applies an algorithm, and a discarding rule to two sequences of data structures. The algorithm is iteratively applied using successive elements of the sequences in place of the single elements for which it was written. The discarding rule controls the iteration process (e.g. set union, intersection, merge sort, polynomial addition).
2.3.2. Superimposition

This building operation combines two or more algorithms, allowing them to operate on the same data structure more or less simultaneously. Two algorithms $F_1$ and $F_2$ may be superimposed over a structure $S$ if $F_1(S, Q_1)$ and $F_2(S, Q_2)$ can both operate together. A typical example of this situation is a file that can be searched by one attribute using $F_1$ and by another attribute using $F_2$. Interleaving is a special case of superimposition. This happens when one algorithm does not need to wait for other algorithms to terminate before starting its execution. For example, one algorithm might add records to a file while a second algorithm makes deletions; interleaving the two would give an algorithm which performs additions and deletions in a single pass through the file.

2.3.3. Organization

If an algorithm creates or changes a data structure, it is sometimes necessary to perform more work to ensure that semantic rules and constraints on the data structure are not violated. For example, when we insert or delete nodes in a tree, its height balance may be altered. Then we will have to perform some action to restore the balance in the new tree. When we perform changes to the records in an ordered file, we may find ourselves forced to re-sort the file because our record modifications have disrupted the prescribed ordering. In effect, we have combined two algorithms: the original modification algorithm and the sorting algorithm. This process of combining an algorithm with a "clean-up" operation on the data structure involved is called organization (sometimes reorganization).

2.3.4. Self-Organization

This is a supplementary heuristic activity which an algorithm may often perform in the course of querying a structure. Not only does the algorithm do its primary work, it also reaccommodates the data structure involved in a way designed to improve the performance of future queries. For example, a search algorithm may promote the searched element once it is found so that future searches through the file will locate this record more quickly.

2.4. Interchangeability

It is easy to see that there is some interchangeability among data structures, basic algorithms and semantic rules. For example, in place of a list of real numbers, we could use an array of real numbers and simply treat it in sequential fashion. We may use either height or weight balance criteria to eliminate sizable irregularities in tree structures.

Without going into detail, we can establish what amounts to equivalence classes of objects in each of these areas. By this we mean that whenever we have an algorithm which uses one element in an equivalence class, we can create a new algorithm by replacing that element with one of its equivalents. Some of these equivalence classes are listed below.
2.5. Examples

In this section we give examples of the classification of algorithms according to the above criteria. We also suggest some possible variations of known algorithms.

2.5.1. Direct chaining hashing is the sequential composition of a hashing step with a sequential search through a linked list. We could improve its performance by incorporating a step which self-organizes the lists, thus obtaining a new algorithm.

2.5.2. The Interpolation Search is a tail recursion composition where we interpolate, compare the probe position and select part of the file to continue the search recursively. Sequentially composing the interpolation operation with a Sequential Search in the proper direction gives the Interpolation Sequential search algorithm.

2.5.3. If we sequentially compose one interpolation step with sequential lists search we obtain an algorithm that behaves exactly as direct chaining hashing. This algorithm has the advantage that range searches are possible and efficient and that the file is very close to total order compared to hashing.

2.5.4. If we compose hashing with interpolation, in other words we interpolate on the result of a hashing function applied on a key, instead on the keys themselves, we obtain a new algorithm. This algorithm is as efficient as interpolation search and does not suffer the same difficulties as pure interpolation search does when the keys are not uniformly distributed.

2.5.5. Composing interpolation with the linear collision resolution scheme produces an interesting algorithm which is similar to linear probing but which constructs an almost ordered table. From this we can derive a fairly efficient sorting method which we might call the Linear Probing Sort.
2.6. Notation

Many of the complexity measures in this handbook are for situations where the size of the problem increases asymptotically. The asymptotic notation we will use is given below.

\[ f(n) = O(g(n)) \implies \text{there exists } k \text{ and } n_0 \text{ such that } |f(n)| < kg(n) \text{ for } n > n_0. \]

\[ f(n) = o(g(n)) \implies \lim_{n \to \infty} \frac{f(n)}{g(n)} = 0 \]

\[ f(n) = \Theta(g(n)) \implies \text{there exists } k_1, k_2, (k_1 \times k_2 > 0) \text{ and } n_0 \text{ such that } k_1 g(n) < f(n) < k_2 g(n) \text{ for } n > n_0. \]

\[ f(n) = \Omega(g(n)) \implies g(n) = O(f(n)). \]

\[ f(n) = \omega(g(n)) \implies g(n) = o(f(n)). \]

\[ f(n) \approx g(n) \implies f(n) - g(n) = o(g(n)). \]

Whenever we write \( f(n) = O(g(n)) \) it is with the understanding that we know of no better bound, i.e. we know of no \( h(n) = o(g(n)) \) such that \( f(n) = O(h(n)) \).

The probability of a given event is denoted by \( \Pr[\text{event}] \). Random variables will always be capitalized. The expected value of a random variable \( X \) is written \( E[X] \) and its variance is \( \sigma^2(X) \).

At the end of each major section in the following chapters, we will list some references related to the material in the section.

Our algorithm descriptions will all have roughly the same format, though we may make slight deviations or omissions when information is unavailable or trivial. The general format is as follows.

(1) Definition of the algorithm in words and classification according to the basic operations described in this section.

(2) Theoretical results on the algorithm’s complexity. We are mainly interested in measurements which indicate an algorithm’s running time and its space requirements. Useful quantities to measure for this information include the number of comparisons, data accesses, assignments, or exchanges an algorithm might make. When looking at space requirements we might consider the number of words, records, or pointers involved in an operation. Time complexity covers a much broader range of measurements. For example, in our examination of Search algorithms, we might be able to attach meaningful interpretations to most of the combinations of

<table>
<thead>
<tr>
<th>average</th>
<th>variance</th>
<th>minimum</th>
<th>worst case</th>
<th>average w.c.</th>
</tr>
</thead>
<tbody>
<tr>
<td>comparisons</td>
<td>accesses</td>
<td>assignments</td>
<td>exchanges</td>
<td>when we</td>
</tr>
<tr>
<td>query</td>
<td>add a record into</td>
<td>delete a record of</td>
<td>modify a record of</td>
<td>reorganize</td>
</tr>
<tr>
<td></td>
<td>create</td>
<td>the structure.</td>
<td>organize</td>
<td>read sequentially</td>
</tr>
</tbody>
</table>
Other theoretical results may also be presented, such as enumerations, generating functions, or behaviour of the algorithm when the data elements are distributed according to special distributions.

(3) The Algorithm. We present each algorithm in a real programming language. We have selected Algol 68 for this purpose because it allows us to express algorithms in a very compact and precise way. Furthermore, it is relatively simple to translate this language into other languages such as Pascal, Fortran, Cobol, Assembler, or PL/I. Actually, the selection of a language is not an easy decision, and we are not completely happy with any current language. For this reason we have enriched the language we use here with a small number of simple constructs as in Algol 68C. For algorithms which are only of theoretical interest, we do not provide this formal description.

(4) Hints and Tips. Following the algorithm description we give several tips and recommendations on how to use the algorithm. We may point out pitfalls to avoid in coding, suggest when to use the algorithm and when not to, tell when to expect best and worst performances, and provide a variety of other comments.

(5) Tables. Whenever possible, we present tables which show exact values of complexity measures in selected cases. These are intended to give a feeling for how the algorithm behaves. When precise theoretical results are not available we give simulation results, generally in the form \( xx \pm yy \) where the value \( yy \) is chosen so that the resulting interval has a confidence level of 95%. In other words, the actual value of the complexity measure falls out of the given interval in at most one out of every twenty simulations.

(6) Differences between internal and external storage. Some algorithms may perform better for internal storage than external, or vice versa. When this is true, we will give recommendations for applications in the two different cases. Since most of our analysis up to this point implicitly assumes the internal case, in this section we will look more closely at the external case (if appropriate). We analyze the algorithm's behaviour when working with external storage, and discuss any significant practical considerations in using the algorithm externally.
3. Search Algorithms

3.1. Sequential Search

3.1.1. Sequential Search

This very basic algorithm is also known as the Linear search or search by Brute Force. It searches for a given element in an array or list by looking through the records sequentially until it finds the element or it reaches the end of the structure. Let \( A_n \) be a random variable representing the number of comparisons made between keys during a successful search and let \( A'_n \) be a random variable for the number of comparisons in an unsuccessful search. We have

\[
Pr \{ A_n = i \} = \frac{1}{n},
\]

\[
E[A_n] = \frac{n+1}{2},
\]

\[
\sigma^2(A_n) = \frac{n^2-1}{12},
\]

\[A'_n = n.\]

Below we give pseudo-code descriptions of the sequential search algorithm in several different situations. The first algorithm searches an array \( r[i] \) for the first occurrence of a record with the required key; this is known as primary key search. The second algorithm also searches through an array, but does not stop until it has found every occurrence of the desired key; this is known as secondary key search. The last two algorithms deal with the search for primary and secondary keys in linked lists.

Algorithm for arrays (primary keys)

\[
k \text{ of } r[n+1] := \text{key}; \]

\[
i := 1;\]

\[
\text{while} \ k \neq k \text{ of } r[i] \text{ do } i := i + 1\text{ od};\]

\[
\text{if } i \leq n \text{ then } \# \text{ found } \# \text{ else } \# \text{ not found } \# \text{ fi};\]

Algorithm for arrays (secondary keys)

\[
\text{for } i \text{ to } n \text{ do if } k = k \text{ of } r[i] \text{ then } \# \text{ found } \# \text{ fi od};\]

Algorithm for lists (primary keys)

\[
p := \text{list};\]

\[
\text{while } p \neq \text{nil} \text{ do if } k = k \text{ of } p \text{ then } \# \text{ found } #: p := \text{nil}\]

\[
\text{else } p := \text{next of } p \text{ fi od};\]

Algorithm for lists (secondary keys)
p := list;
while p<>nil do if key = k of p then # found # fi;
   p := next of p od;

The Sequential search is the simplest search algorithm. Although it is not very
efficient in terms of the average number of comparisons needed to find a record, we can
justify its use in the following cases:

a) when our files only contain a few records (say, n \leq 20);
b) when the search will be performed only infrequently;
c) when we are looking for secondary keys and a large number of hits (O(n)) is
   expected.

The Sequential search can also look for a given range of keys instead of one unique
key, at no significant extra cost. Another advantage of this search algorithm is that it
imposes no restrictions on the order in which records are stored in the list or array.

The efficiency of the Sequential search improves somewhat when we use it to
examine external storage. Suppose each physical I/O operation retrieves b records; we say
that b is the blocking factor of the file, and we refer to each block of b records as a
bucket. Assume that there are a total of n records in the external file we wish to search
and let k = \lfloor n/b \rfloor. If we use \(E_n\) as a random variable representing the number of
external accesses needed to find a given record, we have

\[
E[E_n] = k + 1 - \frac{kb(k+1)}{2n} \approx \frac{k+1}{2}.
\]

\[
\sigma^2(E_n) = \frac{bk(k+1)}{n} \left( \frac{2k+1}{6} - \frac{kb(k+1)}{4n} \right) \approx \frac{k^2}{12}.
\]

3.1.2. Self-Organizing Sequential Search: Move to Front Method

This algorithm is basically the Sequential search, enhanced with a simple heuristic
method of improving the order of the list or array. Whenever a record is found, that
record is moved to the front of the table and the other records are slid back to make room
for it (note that we only need to move the elements which were ahead of the given record
in the table; those elements further on in the table need not be touched). The rationale
behind this procedure is that if some records are accessed more often than others, moving
those records to the front of the table will decrease the time for future searches. It is, in
fact, very common for records in a table to have unequal probabilities of being accessed;
thus, the Move to Front technique may often reduce the average access time needed for a
successful search.

We will assume that there exists a probability distribution in which
\(Pr[\text{accessing key } K_i] = p_i\). Further we will assume that the keys appear in the table
in order of decreasing access probability, i.e. \(p_1 \geq p_2 \geq \cdots \geq p_n > 0\). With this model we have

\[
E[A_n] = C_n = \frac{1}{2} + \sum_{i,j} \frac{p_ip_j}{p_i+p_j}.
\]
\[
\sigma^2(A_n) = (2-C_n)(C_n-1) + 4 \sum_{i<j<k} \frac{p_i p_j p_k}{p_i+p_j+p_k} \left[ \frac{1}{p_i+p_j} + \frac{1}{p_j+p_k} + \frac{1}{p_i+p_k} \right].
\]

\[
C_n \lesssim \frac{2n}{n+1} C_{n_{Optimal\,arrangement}} = \frac{2n}{n+1} \sum_{i=1}^{n} \mu_i < 2\mu^*.
\]

If we let \( T(z) = \sum_{i=1}^{n} z^{\mu_i} \), then

\[
C_n = \int_{0}^{1} [T(z)]^2 \, dz.
\]

It is conjectured that

\[
C_n \lesssim \frac{n}{2} \mu^* \approx 1.5708 \mu^*.
\]

Let \( C_n(t) \) be the average number of additional accesses required to find a record, given \( t \) accesses have already been made. Working with a randomly ordered table (i.e. not necessarily in decreasing access probability order as was required above) we have

\[
| C_n(t) - C_n | = O(n^2/t).
\]

Below we give a pseudo-code description of the Move to Front algorithm as it can be implemented to search linked lists. The algorithm is less well suited to working with arrays -- it is really only efficient when we can guarantee a search will be successful.

Search and Move algorithm

\[
p := \text{list;}
\]

\[
\text{while } p \neq \text{nil do if } \text{key} = k \text{ of } p \text{ then } \# \text{ found } \#; \; p := \text{nil}
\]

\[
\text{else } p := \text{next of } p \text{ fi od;}
\]

\[
\text{list} := p := := \text{next of } p := := \text{list;}
\]

There are more sophisticated heuristic methods of improving the order of a list than the Move to Front technique; however, this algorithm can be recommended as particularly appropriate when we have reason to suspect that the accessing probabilities for individual records will change with time.

Moreover, the Move to Front approach will quickly improve the organization of a list when the accessing probability distribution is very skewed.

Below we give some efficiency measures for this algorithm when accessing probabilities follow a variety of distributions.

Zipf's law (harmonic): \( p_i = (i / H_n)^{-1} \)

\[
C_n = \frac{1}{2} + \frac{(2n+1)H_{2n} - 2(n+1)H_n}{H_n} = \frac{2\ln(2)n}{H_n} - \frac{1}{2} + o(1).
\]
Lotka's law: \( p_i = (n^2 i^2)^{-1} \)

\[
C_n = \frac{3}{\pi} \ln n - 0.00206339 + O\left(\frac{\ln n}{n}\right).
\]

Exponential distribution: \( p_i = (1-a) a^{i-1} \)

\[
C_n = -\frac{2 \ln 2}{\ln a} - \frac{1}{2} - \frac{\ln a}{24} - \frac{\ln^3 a}{2880} + O(\ln^6 a).
\]

Wedge distribution: \( p_i = \frac{2(n+1-i)}{n(n+1)} \)

\[
C_n = H_n \left[ \frac{4n^2+2}{3} - \frac{1}{8n(n+1)} \right] - H_{2n} \left[ \frac{4n^2+5n-3}{3n} + \frac{3}{4n(n+1)} \right] + \frac{4n+4}{3} - \frac{13}{12(n+1)}
\]

\[= \frac{4(1-\ln 2)}{3} n - H_n + 5(1-\ln 2) + \frac{H_n}{n} + O(n^{-1}).\]

Generalized Zipf's: \( p_i \propto i^{-\lambda} \)

\[
C_n \leq \frac{1}{\lambda} \left[ \psi\left(\frac{\lambda+1}{2\lambda}\right) - \psi\left(\frac{1}{2\lambda}\right) \right].
\]

The table below gives the expected number of accesses required to find an element in lists of various lengths, when the list elements have accessing probabilities which follow several different distributions.

<table>
<thead>
<tr>
<th>( n )</th>
<th>Zipf's law</th>
<th>80%-20% rule</th>
<th>Bradford's law (( b = 3 ))</th>
<th>Lotka's law</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2.6104</td>
<td>1.6471</td>
<td>2.8264</td>
<td>1.8916</td>
</tr>
<tr>
<td>10</td>
<td>4.2949</td>
<td>2.4513</td>
<td>5.1391</td>
<td>2.4124</td>
</tr>
<tr>
<td>50</td>
<td>14.9484</td>
<td>8.9700</td>
<td>23.6736</td>
<td>3.7949</td>
</tr>
<tr>
<td>100</td>
<td>26.2614</td>
<td>17.1580</td>
<td>46.8458</td>
<td>4.4301</td>
</tr>
<tr>
<td>500</td>
<td>101.569</td>
<td>82.7880</td>
<td>232.227</td>
<td>5.9412</td>
</tr>
<tr>
<td>1000</td>
<td>184.724</td>
<td>164.865</td>
<td>463.953</td>
<td>6.5991</td>
</tr>
<tr>
<td>10000</td>
<td>1415.90</td>
<td></td>
<td></td>
<td>8.7932</td>
</tr>
</tbody>
</table>

### 3.1.3. Self-Organizing Sequential Search: Transpose Method

This is another algorithm based on the basic Sequential search and enhanced by a simple heuristic method of improving the order of the list or array. In this model, whenever a search succeeds in finding a record, that record is transposed with the record that immediately precedes it in the table (provided of course that the record being sought
was not already in the first position). As with the Move to Front technique, the object of this rearrangement process is to improve the average access time for future searches by moving the most frequently accessed records closer to the beginning of the table. We have

$$E[A_n] = C_n = \text{Prob}(I_n) \sum_{\pi} \left( \prod_{j=1}^{n} p_j^{-\pi(j)} \right) \sum_{j=1}^{n} p_j \pi(j)$$

where $\pi$ denotes any permutation of the integers $1, 2, ..., n$. $\pi(j)$ is the location of the number $j$ in the permutation $\pi$, and $\text{Prob}(I_n)$ is given by

$$\text{Prob}(I_n) = \left( \sum_{\pi} \prod_{j=1}^{n} p_j^{-\pi(j)} \right)^{-1}$$

This expected value of the number of the accesses to find an element can be written in terms of permanents by

$$C_n = \frac{\sum_{k=1}^{n} \text{perm}(P_k)}{\text{perm}(P)}$$

where $P$ is a matrix with elements $p_{i,j} = p_{j}^{-1}$ and $P_k$ is a matrix which is the derivative of $P$ with respect to $p_k^{-1}$. We can put a bound on this expected value by

$$C_n \leq \frac{2n}{n+1} \text{Opt} < 2\mu$$

In general the Transpose method gives better results than the Move to Front technique. In fact, for all record accessing probability distributions, we have

$$C_n^{\text{Transpose}} \leq C_n^{\text{MTF}}$$

When we look at the case of the unsuccessful search, however, both methods have the identical result:

$$A_n = n.$$
It should be noted that the Transpose algorithm may take quite some time to rearrange a randomly ordered table into close to optimal order. In fact, it may take $\Omega(n^{2})$ accesses to come within a factor of $1+\epsilon$ of the final steady state.

Because of this slow adaptation ability, the Transpose algorithm is not recommended for applications where accessing probabilities may change with time.

3.1.4. Optimal Sequential Search

When we know the accessing probabilities for a set of records in advance, and we also know that these probabilities will not change with time, we can minimize the average number of accesses in a Sequential search by arranging the records in order of decreasing accessing probability (so that the most often required record is first in the table, and so on). With this preferred ordering of the records, the efficiency measures for the Sequential search are

$$ E[A_{n}] = \mu' = \sum_{i=1}^{n} ip_{i}, $$

$$ \sigma^{2}(A_{n}) = \sum_{i=1}^{n} i^{2} p_{i} - (\mu')^{2}. $$

$$ A_{n} = n. $$

Naturally, these improved efficiencies can only be achieved when the accessing probabilities are known in advance and do not change with time. In practice, this is often not the case.

Further, this ordering requires the overhead of sorting all the keys initially according to access probability.

Once the sorting is done, however, the records do not need reorganization during the actual search procedure.
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3.2. Sorted Array Search

The following algorithms are designed to search for a record in an array whose keys are arranged in increasing (or decreasing) order.

3.2.1. Binary Search

This algorithm is also known as the Bipartition search, the Bisection search, or the Dichotomous search. It searches a sorted array by the “divide and conquer” technique. At each step of the search, a comparison is made with the middle element of the array. If there is no match, the algorithm decides which half of the array will contain the required key, and discards the other half. The process is repeated recursively, halving the number of records to be searched at each step until the key is found. If the array contains \( n \) elements and \( k = \lfloor \log_2 n \rfloor \) then we have

\[
1 \leq A_n < k + 1
\]

\[
E[A_n] = k + 1 - \frac{2^{k+1} - k - 2}{n} \approx \log_2(n) - 1 + \frac{k + 2}{n},
\]

\[
\sigma^2(A_n) = \frac{3 \times 2^{k+1} - 1 - (k+2) - 2}{n} \left( \frac{2^{k+1} - k - 2}{n} \right)^2 \approx 2.125 \pm 0.125 + o(1).
\]

\[
1 \leq A_n' \leq k + 1
\]

\[
E[A_n'] = C_n = k + 2 - \frac{2^{k+1}}{n+1} \approx \log_2 n
\]

\[
\sigma^2(A_n') \leq \frac{1}{12}.
\]

\[
C_n = (1 + \frac{1}{n})C_n - 1.
\]

(The random variables \( A_n \) and \( A_n' \) are as defined in section 3.1; \( C_n \) and \( C_n' \) are the expected values of \( A_n \) and \( A_n' \) respectively.)

Binary Search Algorithm.

\[
\text{low} := 0; \quad \text{high} := n+1;
\]

\[\text{while high - low} > 1 \text{ do} \]

\[
j := \left( \frac{\text{high} + \text{low}}{2} \right); \\
\text{if key} > \text{of} \ r[j] \text{ then} \ \text{low} := j \\
\text{elif key} < \text{of} \ r[j] \text{ then} \ \text{high} := j \\
\text{else} \ \text{high} := \text{low} \text{ fi od;} \\
\text{if key} = \text{of} \ r[j] \text{ then} \ # \text{ found} \ # \\
\text{else} \ # \text{ not found} \ # \fi;
\]

There are more efficient search algorithms than the Binary search but such methods must perform a number of special calculations: for example, the Interpolation search (Section 3.2.2) calculates a special interpolation function while hashing algorithms (Section
3.3) must compute one or more hashing functions. The Binary search is an optimal search algorithm when we restrict our operations to only comparisons between keys.

Binary search is a very stable algorithm: the range of search times stays very close to the average search time, and the variance of the search times is $O(1)$.

Another advantage of the Binary search is that it is well suited to searching for keys in a given range as well as searching for one unique key.

One drawback of the Binary search is that it requires a sorted array. Thus additions, deletions, and modifications to the the records in the table can be expensive, requiring work on the scale of $O(n)$.

Below we give figures showing the performance of the Binary search for various array sizes.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$C_n$</th>
<th>$\sigma^2(A_n)$</th>
<th>$C'_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2.2000</td>
<td>0.5600</td>
<td>2.6667</td>
</tr>
<tr>
<td>10</td>
<td>2.9000</td>
<td>0.8900</td>
<td>3.5455</td>
</tr>
<tr>
<td>50</td>
<td>4.8600</td>
<td>1.5204</td>
<td>5.7451</td>
</tr>
<tr>
<td>100</td>
<td>5.8000</td>
<td>1.7400</td>
<td>6.7327</td>
</tr>
<tr>
<td>500</td>
<td>7.9960</td>
<td>1.8600</td>
<td>8.9780</td>
</tr>
<tr>
<td>1000</td>
<td>8.9870</td>
<td>1.9228</td>
<td>9.9770</td>
</tr>
<tr>
<td>5000</td>
<td>11.3644</td>
<td>2.2004</td>
<td>12.3619</td>
</tr>
<tr>
<td>10000</td>
<td>12.3631</td>
<td>2.2131</td>
<td>13.3618</td>
</tr>
</tbody>
</table>

3.2.2. Interpolation Search

This is also known as the Estimated Entry search. It is one of the most natural ways to search an ordered table which contains numerical keys. Like the Binary search, it uses the "divide and conquer" approach, but in a more sophisticated way. At each step of the search, the algorithm makes a guess (or interpolation) of where the desired record is apt to be in the array, basing its guess on the value of the key being sought and the values of the first and last keys in the table. As with the Binary search, we compare the desired key with the key in the calculated probe position; if there is no match, we discard the part of the file we know does not contain the desired key and probe the rest of the file using the same procedure recursively.

Let us suppose we have normalized the keys in our table to be real numbers in the closed interval $[0,1]$ and let $\alpha \in [0,1]$ be the key we are looking for. For any integer $k \leq n$, the probability of needing more than $k$ probes to find $\alpha$ is given by

$$Pr\{A_n > k\} \approx \prod_{i=1}^{k} \left(1 - \frac{1}{2} \epsilon^{2^{-i}}\right).$$
where $\xi = \frac{2}{\pi n \alpha (1-\alpha)}$. For this model we have normalized \((0,1)\) searched key.

$$E[A_n] = \log_2 \log_2 n + O(1) \approx \log_2 \log_2 (n+3) ,$$

$$\sigma^2(A_n) = O(\log_2 \log_2 n) ,$$

$$E[A_n'] = \log_2 \log_2 n + O(1) \approx \log_2 \log_2 n + 0.58$$

When implementing the Interpolation search, we must make use of an interpolating formula. This is a function $\phi(a,n)$ which takes as input the desired key $\alpha(a \in [0,1])$ and the array of length $n$, and which yields an array index between 1 and $n$, essentially a guess at where the desired array element is. Two of the simplest linear interpolation formulæ are $\phi(a,n) = \lfloor n \alpha \rfloor$ and $\phi(a,n) = \lfloor n \alpha + 1 \rfloor$. Below we give a pseudo-code description of the Interpolation search, showing how the function $\phi$ is used.

Search Algorithm.

`low := 0; high := n+1;`

`while high−low > 1 do`

`j := \phi((key − k of r[low]) / (k of r[high] − k of r[low]), high−low−1) + low;`

`if key > k of r[j] then low := j`

`elif key < k of r[j] then high := j`

`else high := low fi;`

`if key = k of r[j] then # found #`

`else # not found # fi;`

The Interpolation search is asymptotically optimal among all algorithms which search arrays of numerical keys. However, it is very sensitive to a non-uniform \([0,1]\) distribution of the keys. Simulations show that the Interpolation search can lose its $O(\log_2 \log n)$ behavior under some non-uniform key distributions.

While it is relatively simple in theory to adjust the algorithm to work suitably even when keys are not distributed uniformly \([6]\) difficulties can arise in practice. First of all, it is necessary to know how the keys are distributed and this information may not be available. Furthermore, unless the keys follow a very simple probability distribution, the calculations required to adjust the algorithm for non-uniformities can become quite complex and hence impractical.

The table below gives figures for the efficiency measures of the Interpolation search for various array sizes. The results represented by an interval are simulation results with a 95% confidence interval.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$E[A_n]$</th>
<th>$\sigma^2(A_n)$</th>
<th>$E[A_n']$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.5935</td>
<td>0.680</td>
<td>1.9611</td>
</tr>
<tr>
<td>10</td>
<td>1.8765</td>
<td>0.580</td>
<td>2.3470</td>
</tr>
</tbody>
</table>
3.2.3. Interpolation Sequential Search

This algorithm is a combination of the Interpolation and Sequential search methods. An initial interpolation probe is made into the table, just as in the Interpolation algorithm; if the given element is not found in the probed position, the algorithm then proceeds to search through the table sequentially, forwards or backwards depending on which direction is appropriate. Let $A_n$ and $A_n'$ be random variables representing the number of array accesses for successful and unsuccessful searches respectively. We have

\[
E[A_n] = 1 + \frac{2}{n} \sum_{k=1}^{n-1} \frac{\Gamma(n)}{\Gamma(k)\Gamma(n-k)} (k/n)^k (1-k/n)^{n-k}
\]

\[
= 1 + \left[ \frac{n \pi}{32} \right]^{\frac{n}{2}} (1 - \frac{7}{12n}) + O(n^{-1})
\]

\[
E[A_n'] = \frac{2}{n+1} \left[ \frac{n}{2} \sum_{k=1}^{n-1} \frac{(n+1)k}{n} I_{k/n}(k+1,n-k)-(k+1)I_{k/n}(k+2,n-k) \right]
\]

\[
= \left[ \frac{n \pi}{32} \right]^{\frac{n}{2}} + O(1)
\]

As with the standard Interpolation search (Section 3.2.2), this method requires an interpolation formula $\phi$ such as $\phi(a,n) = \lfloor n \alpha \rfloor$ or $\phi(a,n) = \lceil n \alpha + 1 \rceil$. Below we give a pseudo-code description of the algorithm.

Search Algorithm.

\[ j := \phi((key-lowestkey)/(highestkey-lowestkey)); \] # initial probe position #
if key < k of r[j] then
    for i from j-1 by -1 to 1 while key < k of r[i] do j := i od
elif key > k of r[j] then
    for i from j+1 to n while key > k of r[i] do j := i od fi:
if key = k of r[j] then # found #
else # not found # fi:

Asymptotically, this algorithm behaves significantly worse than the pure Interpolation search; its performance is generally not acceptable.
When we use this search technique with external storage, we have a significant improvement over the internal case. Suppose we have storage buckets of size $b$ (that is, each physical I/O operation reads in a block of $b$ records); then the number of external accesses the algorithm must make to find a record is given by

$$E[E_n] = 1 + \frac{1}{b} \left( \frac{n \pi}{32} \right)$$

In addition to this reduction the accessed buckets are contiguous and hence the seek time may be reduced.

Below we list the expected number of accesses required for both successful and unsuccessful searches for various table sizes.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$E[A_n]$</th>
<th>$E[A_n']$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.5939</td>
<td>1.9613</td>
</tr>
<tr>
<td>10</td>
<td>1.9207</td>
<td>2.3776</td>
</tr>
<tr>
<td>50</td>
<td>3.1873</td>
<td>3.7084</td>
</tr>
<tr>
<td>100</td>
<td>4.1138</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>7.9978</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>10.9024</td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>23.1531</td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td>32.3310</td>
<td></td>
</tr>
</tbody>
</table>
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3.3. Hashing

Hashing or scatter storage algorithms are distinguished by the use of a hashing function. This is a function which takes a key as input and yields an integer in a prescribed range \([1,m]\) as a result. The function is designed so that the integer values it produces are uniformly distributed throughout the range. These integer values are then used as indices for an array of size \(m\) called the hashing table. Records are both inserted into the table and retrieved from the table by using the hashing function to calculate the required indices from the record keys.

When the hashing function yields the same index value for two different keys, we have a collision. A complete hashing algorithm consists of a hashing function and a method for handling the problem of collisions. Such a method is called a collision resolution scheme.

There are two distinct classes of collision resolution schemes. The first class is called open addressing. Schemes in this class resolve collisions by computing new indices based on the value of the key; in other words, they “rehash” into the table. In the second class of resolution schemes, all elements which “hash” to the same table location are linked together in a chain.

To insert a key using open-addressing we follow a sequence of probes in the table. This sequence of probe positions is called a path. In open addressing a key will be inserted in the first empty location of its path. There are at most \(m!\) different paths through a hashing table and most open-addressing methods use far less paths than \(m!\). Several keys may share a common path or portions of a path. The portion of a path which is fully occupied with keys will be called a chain.

The undesirable effect of having chains longer than expected is called clustering. More precisely there are two possible definitions for clustering.

a) Let \(p = \Theta(m^k)\) be the maximum number of different paths. We say that a collision resolution scheme has \(k+1\) clustering if it allows \(p\) different circular paths. A circular path is the set of all paths that are obtained from circular permutations of a given path. I.e. all the paths in a circular path share the same order of table probing except for their starting position.

b) If the path depends exclusively on the first \(k\) initial probes we say that we have \(k\)- clustering. It is generally agreed that linear probing suffers from primary clustering; quadratic and double hashing from secondary clustering and uniform and random probing from no clustering.

Assume our hashing table of size \(m\) has \(n\) records stored in it. The quantity \(\alpha = n/m\) is called the load factor of the table. We will let \(A_n\) be a random variable which represents the number of times a given algorithm must access the hashing table to locate any of the \(n\) elements stored there. It is expected that some records will be found on the first try, while for others we may have to rehash several times or follow a chain of other records before we locate the record we want. We will use \(L_n\) to denote the length of the longest probe sequence needed to find any of the \(n\) records stored in the table. Thus our random variable \(A_n\) will have the range
1 \leq A_n \leq L_n:
its actual value will depend on which of the n records we are looking for.

In the same way, we will let $A_n'$ be a random variable which represents the number of accesses required to insert an $n+1^{th}$ element into a table already containing $n$ records. We have

$$1 \leq A_n' \leq n+1.$$ 

The search for a record in the hashing table starts at an initial probe location calculated by the hashing function and from there follows some prescribed sequence of accesses determined by the algorithm. If we find an empty location in the table while following this path, we may conclude that the desired record is not in the file. Thus it is important that an open addressing scheme be able to tell the difference between an empty table position (one that has not yet been allocated) and a table position which has had its record deleted. The probe sequence may very well continue past a deleted position, but an empty position marks the end of any search. When we are inserting a record into the hashing table rather than searching for one, we use the first empty location we find, unless we encounter a deletion position earlier in the probe sequence.

Let

$$C_n = E[A_n],$$

and

$$C_n' = E[A_n'] .$$

$C_n$ denotes the expected number of accesses needed to locate any individual record in the hashing table while $C_n'$ denotes the expected number of accesses needed to insert a record. Thus

$$C_n = \frac{1}{n} \sum_{i=0}^{n-1} E[A_i'] = \frac{1}{n} \sum_{i=0}^{n-1} C_i'.$$

### 3.3.1. Uniform Probing Hashing

Uniform Probing Hashing is an open addressing scheme which resolves collisions by probing the table according to a permutation of the integers $[1,m]$. The permutation used depends only on the key of the record in question. Thus for each key, the order in which the table is probed is a random permutation of all table locations. This method will equally likely use any of the $m!$ possible paths.

Uniform Probing is a theoretical hashing model which has the advantage of being relatively simple to analyze. The following list summarizes some of the pertinent facts about this scheme:

$$Pr[A_n' > k] = \frac{n^k}{m^k}.$$ 

$$E[A_n] = C_n = \frac{m+1}{n} [H_{m+1} - H_m - n + 1] \approx -\alpha^{-1}\ln(1-\alpha)$$
\[ \sigma^2(A_n) = \frac{2(m+1)}{m-n+2} - C_n(C_n+1) \approx \frac{2}{1-\alpha} + \alpha^{-1} \ln(1-\alpha) - \alpha^{-2} \ln^2(1-\alpha). \]

\[ C_n = \frac{m+1}{m} [H_{m+1}-1] = \ln m + \gamma + \Theta(1). \]

\[ C_n^{\text{(worst file)}} = \frac{n+1}{2} \]

\[ E[A_n] = C_n' = \frac{m+1}{m-n+1} \approx \frac{1}{1-\alpha} \]

\[ \sigma^2(A_n) = \frac{(m+1)n(m-n)}{(m-n+1)^2(m-n+2)} \approx \frac{\alpha}{(1-\alpha)^3}. \]

\[ C_n = m, \]

\[ C_n^{\text{(worst file)}} = C_n' \]

\[ L_n = \max_{0 \leq i < n} A_i \]

\[ 1 \leq L_n \leq n \]

\[ E[L_n] = -\log_2 m - \log_2 \log_2 m + O(1) \]

\[ E[L_m] = 0.631587 \times m. \]

The following table gives figures for some of the quantities we have been discussing in the cases \( m = 100 \) and \( m = \infty \).

<table>
<thead>
<tr>
<th>\alpha</th>
<th>( C_n )</th>
<th>( \sigma^2(A_n) )</th>
<th>( C_n' )</th>
<th>( C_n )</th>
<th>( \sigma^2(A_n) )</th>
<th>( C_n' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>1.3705</td>
<td>0.6358</td>
<td>1.9804</td>
<td>1.3863</td>
<td>0.6919</td>
<td>2.0</td>
</tr>
<tr>
<td>80%</td>
<td>1.9593</td>
<td>3.3837</td>
<td>4.8095</td>
<td>2.0118</td>
<td>3.9409</td>
<td>5.0</td>
</tr>
<tr>
<td>90%</td>
<td>2.4435</td>
<td>8.4190</td>
<td>9.1818</td>
<td>2.5584</td>
<td>10.8960</td>
<td>10.0</td>
</tr>
<tr>
<td>95%</td>
<td>2.9208</td>
<td>17.4053</td>
<td>16.8333</td>
<td>3.1534</td>
<td>26.9027</td>
<td>20.0</td>
</tr>
<tr>
<td>99%</td>
<td>3.7720</td>
<td>44.7151</td>
<td>50.0</td>
<td>4.6517</td>
<td>173.7101</td>
<td>100.0</td>
</tr>
</tbody>
</table>

It does not seem practical to implement a clustering-free hashing function.

Double hashing behaves very similarly to Uniform Probing. For all practical purposes they are indistinguishable.
3.3.2. Random Probing Hashing

This is an open addressing hashing scheme in which collisions are resolved by additional probes into the table. The sequence of these probes is considered to be random and dependent only on the value of the key. The difference between this scheme and Uniform Probing is that here some positions may be repeated in the probe sequence, whereas in Uniform Probing no position is examined more than once. Random probing is another theoretical model which is relatively simple to analyze.

The pertinent formulae for this scheme are given by:

\[ Pr[A_n > k] = \alpha^k. \]

\[ E[A_n] = C_n = \frac{m}{n} [H_m - H_{m-n}] = -\alpha^{-1}\ln(1-\alpha) + O\left(\frac{1}{m-n}\right) \]

\[ \sigma^2(A_n) = \frac{2m^2}{n} [H_m^{(2)} - H_{m-n}^{(2)}] - C_n(C_n+1) \]

\[ = \frac{2}{1-\alpha} + \alpha^{-1}\ln(1-\alpha) - \alpha^{-2}\ln^2(1-\alpha) + O\left(\frac{1}{m-n}\right) \]

\[ C_n^{\text{worst file}} = \infty. \]

\[ 1 \leq A_n \leq \infty \]

\[ E[A_n] = C_n = \frac{1}{1-\alpha} \]

\[ \sigma^2(A_n) = \frac{\alpha}{(1-\alpha)^2} \]

\[ C_m = H_m = \ln m + \gamma + O(m^{-1}). \]

In some hashing schemes the order in which elements are inserted has no effect on the total number of accesses required to insert a set of keys into the table. In Random Probing, however, order does make a difference. If we have some kind of reorganization scheme which optimizes the order in which keys are inserted, we have the bounds

\[ \ln(m) + \gamma + \frac{1}{2} + o(1) \leq E[L_m]. \]

\[ [-\alpha^{-1}\ln(1-\alpha)] \leq E[L_n]. \]

The following table gives figures for some of the basic complexity measures in the case of \( m = 100 \) and \( m = \infty \).

<table>
<thead>
<tr>
<th></th>
<th>( m = 100 )</th>
<th>( m = \infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha )</td>
<td>( C_n )</td>
<td>( \sigma^2(A_n) )</td>
</tr>
<tr>
<td>50%</td>
<td>1.3763</td>
<td>0.6698</td>
</tr>
<tr>
<td>80%</td>
<td>1.9870</td>
<td>3.7698</td>
</tr>
</tbody>
</table>
Notice that the asymptotic results \((m \to \infty; \alpha \text{ fixed})\) coincide with Uniform Probing, while for finite values of \(m\), Uniform Probing gives better results.

Random Probing could be implemented using pseudo-random probe locations, however, it does not seem to be a good alternative to the Double Hashing algorithm described in Section 3.3.4.

### 3.3.3. Linear Probing

Linear Probing is an open addressing hashing algorithm that resolves collisions by probing to the next table location modulo \(m\). In other words, it probes sequentially through the table starting at the initial hash index, possibly running until it reaches the end of the table, rolling to the beginning of the table if necessary, and continuing the probe sequence from there. This method resolves collisions using only one circular path. For this model:

\[
E[A_n] = C_n = \frac{1}{2} \left[ 1 + \sum_{k \geq 0} \frac{(n-1)^k}{m^k} \right] \approx \frac{1}{2} \left[ 1 + \frac{1}{1-\alpha} \right] \\
\sigma^2(A_n) = \frac{1}{6} + \frac{m}{n} \left[ \sum_{k \geq 0} \frac{k^2+k+3}{6} \frac{n^k}{m^k} - \frac{1}{2} \right] (C_n)^2 \approx \frac{(1-\alpha)^{-3}}{3} - \frac{(1-\alpha)^{-2}}{4} - \frac{1}{12}
\]

\[C_n^{\text{worst file}} = \frac{n+1}{2}.\]

\[
E[A'_n] = C'_n = \frac{1}{2} \left[ 1 + \sum_{k \geq 0} \frac{(k+1)n^k}{m^k} \right] \approx \frac{1}{2} \left[ 1 + \frac{1}{(1-\alpha)^2} \right] \\
\sigma^2(A'_n) = \frac{1}{6} + \sum_{k \geq 0} \frac{(k+1)(2k^2+6k+7)}{12} \frac{n^k}{m^k} (C_n)^2 \approx \frac{3(1-\alpha)^{-4}}{4} - \frac{2(1-\alpha)^{-3}}{3} - \frac{1}{12}
\]

\[C_n^{\text{worst file}} = 1 + m'.\]

\[C_m = \sqrt{\frac{\pi m}{8}} + \frac{1}{3} + O(m^{-\frac{1}{2}}).\]

Because this algorithm is of practical value, we include a pseudo-code description of the scheme's search and insertion algorithms. We denote the hashing table as an array \(r\), with each element \(r[i]\) having a key \(k\).

**Search Algorithm.**

\[i := \text{hash function(key)};\]

\[\text{to n while (k of } r[i] \not= \text{key}) \text{ and not empty}(r[i]) \text{ do}\]
\[ i := (i \mod m) + 1 \text{ od}; \]
\[ \text{if } k \text{ of } r[i] \neq \text{key} \text{ then } \# \text{ not found } \# \]
\[ \text{else } \# \text{ found } \# \text{ fi}; \]

Insertion Algorithm

\[ i := \text{hash function(key)}; \]
\[ \text{to m while not empty(r[i]) and not deleted(r[i]) do } \]
\[ i := (i \mod m) + 1 \text{ od}; \]
\[ \text{if empty(r[i]) or deleted(r[i]) then } \# \text{ insert here } \#; n := n + 1 \]
\[ \text{else } \# \text{ table full } \# \text{ fi}; \]

Linear Probing hashing uses one of the simplest collision resolution techniques available, requiring a single evaluation of the hashing function. It suffers, however, from a piling-up phenomenon called primary clustering. The longer a contiguous sequence of keys grows, the more likely it is that collisions with this sequence will occur when new keys are added to the table. Thus the longer sequences grow faster than the shorter ones. Furthermore, there is a greater probability that longer chains will coalesce with other chains, causing even more clustering. This problem makes the Linear Probing scheme undesirable in certain instances; for example, the scheme is not recommended for probing tables with a high load factor \( \alpha \).

It should be noted that the number of accesses in a successful or unsuccessful search has a very large variance. Thus it is possible that there will be a sizable difference in the number of accesses needed to find different elements.

It should also be noted that given any set of keys, the order in which the keys are inserted has no effect on the total number of accesses needed to install the set. Thus the average number of accesses to insert a single element is not affected by the insertion order either.

An obvious variation on the Linear Probing scheme would be to move backward through the table instead of forward, when resolving collisions. More generally, we could move through a unique permutation of the table entries, which would be the same for every key; only the starting point of the permutation would depend on the key in question. Clearly, both these variations would exhibit exactly the same behaviour as the standard Linear Probing model.

As noted previously, deletions from the table must be marked as such in order for the algorithm to work correctly. The presence of deleted records in the table is called contamination, a condition which clearly interferes with the efficiency of an unsuccessful search. When new keys are inserted after deletions, the successful search is also deteriorated.

Up until now, we have been considering the shortcomings of Linear Probing when it is used to access internal storage. With external storage, the performance of the scheme improves significantly, even for fairly small storage buckets. Let \( b \) be the blocking factor, i.e. the number of records per storage bucket. We find that the number of external accesses \( (E_n) \) is
\[ E_n = 1 + \frac{A_n - 1}{b}. \]

while the number of accesses required to insert an \( n + 1 \)th record is

\[ E'_n = 1 + \frac{A'_n - 1}{b}. \]

Furthermore, for external storage, we may change the form of the algorithm so that we scan each bucket completely before examining the next bucket. This improves the efficiency somewhat over the simplest form of the Linear Probing algorithm.

The following table gives figures for the efficiency of the Linear Probing scheme with \( m = 100 \), and \( m = \infty \).

<table>
<thead>
<tr>
<th>( \alpha )</th>
<th>( C_n )</th>
<th>( \sigma^2(A_n) )</th>
<th>( C'_n )</th>
<th>( C_n )</th>
<th>( \sigma^2(A_n) )</th>
<th>( C'_n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>1.4635</td>
<td>1.2638</td>
<td>2.3952</td>
<td>1.5</td>
<td>1.5833</td>
<td>2.5</td>
</tr>
<tr>
<td>80%</td>
<td>2.5984</td>
<td>14.5877</td>
<td>9.1046</td>
<td>3.0</td>
<td>35.3333</td>
<td>13.0</td>
</tr>
<tr>
<td>90%</td>
<td>3.7471</td>
<td>45.0215</td>
<td>19.6987</td>
<td>5.5</td>
<td>308.25</td>
<td>50.5</td>
</tr>
<tr>
<td>95%</td>
<td>4.8140</td>
<td>87.1993</td>
<td>32.1068</td>
<td>10.5</td>
<td>2566.58</td>
<td>200.5</td>
</tr>
<tr>
<td>99%</td>
<td>6.1616</td>
<td>156.583</td>
<td>50.5</td>
<td>50.5</td>
<td>330833.</td>
<td>5000.5</td>
</tr>
</tbody>
</table>

### 3.3.4. Double Hashing

Double hashing is an open addressing hashing algorithm which resolves collisions by means of a second hashing function. This second function is used to calculate an increment less than \( m \) which is added on to the index to make successive probes into the table. Each different increment gives a different path, hence this method uses \( m - 1 \) circular paths. We have

\[ E[A_n] = C_n = -\alpha^{-1}\log(1-\alpha) + o(1) \quad (\alpha < 0.319...) \]

\[ 1 \leq A'_n \leq n+1 \]

\[ E[A'_n] = C'_n = (1-\alpha)^{-1} + o(1) \quad (\alpha < 0.319...) \]

If \( m = 13 \) then

\[ C_{13}^{Doub. Hash} - C_{13}^{Unif. Prob} = 0.0009763... \]

\[ E[L_{13}^{Doub. Hash}] - E[L_{13}^{Unif. Prob}] = 0.001371... \]

Below we give pseudo-code descriptions of search and insertion algorithms which implement the Double Hashing scheme. Both algorithms require the table size \( m \) to be a prime number; otherwise there is the possibility that the probe sequence for some keys will not cover the entire table.
Search Algorithm.

\[ i := \text{hash function}(\text{key}); \]
\[ \text{to } n \text{ while } (k \text{ of } r[i] \neq \text{key}) \text{ and not empty}(r[i]) \text{ do} \]
\[ i := (i + \text{hash increment}(\text{key}) - 1) \mod m + 1 \text{ od}; \]
\[ \text{if } k \text{ of } r[i] = \text{key} \text{ then } \# \text{ found } \#
\]
\[ \text{else } \# \text{ not found } \# \text{ fi} \]

Insertion Algorithm

\[ i := \text{hash function}(\text{key}); \]
\[ \text{to } m \text{ while not empty}(r[i]) \text{ and not deleted}(r[i]) \text{ do} \]
\[ i := (i + \text{hash increment}(\text{key}) - 1) \mod m + 1 \text{ od}; \]
\[ \text{if empty}(r[i]) \text{ or deleted}(r[i]) \text{ then } \# \text{ insert here } \#; n := n + 1 \]
\[ \text{else } \# \text{ table full } \# \text{ fi}; \]

Double Hashing is a practical and efficient hashing algorithm. Since the increment we use to step through the table depends on the key we are searching for, Double Hashing does not suffer from primary clustering. This also implies that changing the order of insertion of a set of keys may change the average number of accesses required to do the inserting. Thus several reorganization schemes have been developed to reorder insertion of keys in ways which make Double Hashing more efficient.

As with Linear Probing, deletion of records leads to contamination and decreases the efficiency of the unsuccessful search. When new keys are inserted after deletions, the successful search is also deteriorated. The unsuccessful search can be drastically improved by keeping in a counter the length of the longest probe sequence in the file. Thus the search algorithm becomes

\[ \text{to llps while } (\cdots). \]

Whenever we insert a new key we may need to update this counter.

Extensive simulations show that it is practically impossible to establish statistically whether Double Hashing behaves differently from Uniform Probing. For example we would need a sample of \(3.4 \times 10^7\) files of size 13 to statistically show with 95% confidence that double hashing is different from uniform probing. The following tables list some sample results.
\[ m = 101 \]

<table>
<thead>
<tr>
<th>( n )</th>
<th>( C_n )</th>
<th>( L_n )</th>
<th>( \sigma^2(A_n) )</th>
<th>( C_n' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>1.3759±0.0021</td>
<td>4.564±0.027</td>
<td>0.6385±0.0069</td>
<td>2.0020±0.0038</td>
</tr>
<tr>
<td>81</td>
<td>1.9686±0.0035</td>
<td>10.996±0.071</td>
<td>3.436±0.033</td>
<td>4.8763±0.0091</td>
</tr>
<tr>
<td>91</td>
<td>2.4560±0.0051</td>
<td>18.22±0.13</td>
<td>8.623±0.088</td>
<td>9.306±0.017</td>
</tr>
<tr>
<td>96</td>
<td>2.9353±0.0066</td>
<td>27.26±0.20</td>
<td>17.74±0.19</td>
<td>17.004±0.028</td>
</tr>
<tr>
<td>100</td>
<td>3.7920±0.0097</td>
<td>48.81±0.34</td>
<td>49.99±0.52</td>
<td>51.0</td>
</tr>
</tbody>
</table>

\[ m = 4999 \]

<table>
<thead>
<tr>
<th>( n )</th>
<th>( C_n )</th>
<th>( L_n )</th>
<th>( \sigma^2(A_n) )</th>
<th>( C_n' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2500</td>
<td>1.3872±0.0023</td>
<td>9.42±0.23</td>
<td>0.6956±0.0078</td>
<td>1.9991±0.0040</td>
</tr>
<tr>
<td>3999</td>
<td>2.0089±0.0038</td>
<td>25.76±0.59</td>
<td>3.906±0.041</td>
<td>4.9960±0.0100</td>
</tr>
<tr>
<td>4499</td>
<td>2.5555±0.0060</td>
<td>48.91±1.43</td>
<td>10.91±0.15</td>
<td>9.989±0.021</td>
</tr>
<tr>
<td>4749</td>
<td>3.1544±0.0086</td>
<td>90.3±2.6</td>
<td>27.05±0.42</td>
<td>19.914±0.040</td>
</tr>
<tr>
<td>4949</td>
<td>4.629±0.020</td>
<td>314.2±12.4</td>
<td>167.0±4.5</td>
<td>97.99±0.19</td>
</tr>
</tbody>
</table>

3.3.5. Quadratic Hashing

3.3.6. Ordered Hashing

This method is a composition of a hashing step, followed by double hashing collision resolution. The chains for collision resolution are kept ordered. This is equivalent to inserting all keys in increasing order. By doing this there is no gain in the successful search, but we have a significant gain in the unsuccessful search.

For the analysis we will assume that we have no clustering, i.e. similar to uniform probing. Let \( x \) be the probability that a randomly selected key in the file is less than the searched key. Then

\[
Pr[A'_n(x) > k] = \frac{n^k}{m^k x^k}
\]

\[
E[A'_n(x)] = \sum_{k>0} \frac{n^k}{m^k x^k} = \frac{m}{m-nx} + O \left( \frac{1}{m-n} \right)
\]

\[
C'_n = E[A'_n] = \int_0^1 E[A'_n(x)]dx = \sum_{k=0}^n \frac{(m-k)^{m-n}}{m^{m-n} (k+1)}
\]
\[ = \frac{m}{n} \ln \frac{m}{m-n} + O \left( \frac{1}{m-n} \right) \approx -\alpha^{-1} \ln(1-\alpha) \]

\[ C_m' = E[A_m'] = H_m + 1 \]

The values for \( A_n \) and \( C_n \) are the same as those for Double Hashing.

**Search Algorithm**

\[ \text{i := hash function(key);} \]
\[ \text{to n while (k of r[i] \neq key) and not empty(r[i]) do} \]
\[ \quad \text{i := (i + hash increment(key) - 1) mod m + 1 od;} \]
\[ \text{if k of r[i] = key then \# found \#} \]
\[ \quad \text{else \# not found \# fi} \]

**Insertion Algorithm**

\[ \text{i := hash function(key);} \]
\[ \text{to m while not empty(k[i]) and not deleted(k[i]) do} \]
\[ \quad \text{if key = k[i] \# error \#} \]
\[ \quad \text{elif key > k[i] then key := k[i] := := key fi;} \]
\[ \quad \text{i := (i + hash increment(key) - 1) mod (m + 1) od;} \]
\[ \text{if empty(k[i]) or deleted(k[i]) then \# insert here \#; n := n + 1} \]
\[ \quad \text{else \# table full \# fi;} \]

This variation of Double Hashing makes equivalent the unsuccessful search to the successful search at a small cost during insertion.

**3.3.10. Direct Chaining Hashing** (or Separate Chaining, or Separate Overflow Chaining).

This method is also known as Separate Chaining or Separate Overflow Chaining. It makes use of both hashing functions and sequential lists in the following way. The hashing function first computes an index into the hashing table using the record key. This table location does not hold an actual record, but a pointer to the head of a linked list of all records which hash to that location. This is a composition of hashing with linked lists. Let \( P_n \) and \( P'_n \) be random variables which represent the number of pointers (chain links) inspected for the successful and unsuccessful searches respectively. Thus

\[ P_n = A_n, \quad P'_n = A'_n + 1. \]

The pertinent facts about this algorithm are listed below:

\[ \Pr[\text{list with length i}] = \binom{n}{i} \frac{(m-1)^{n-i}}{m^n}, \]

\[ E[A_n] = C_n = 1 + \frac{n-1}{2m} \approx 1 + \frac{\alpha}{2}. \]
\[ \sigma^2(A_n) = \frac{(n-1)(n-5)}{12m^2} + \frac{n-1}{2m} \approx \frac{\sigma^2}{12} + \frac{\alpha}{2} \]

\[ E[A_n] = C_n = \frac{n}{m}. \]

\[ \sigma^2(A_n) = \frac{n(m-1)}{m} \approx \alpha. \]

\[ E[L_n] = \Gamma^{-1}(m) \left[ 1 + \frac{\ln \pi}{\ln \Gamma^{-1}(m)} + O \left( \frac{1}{\ln \Gamma^{-1}(m)} \right) \right]. \]

\[ E[L_{ni}] = \Gamma^{-1}(m) - \frac{3}{2} + \frac{\gamma - 1}{\ln \Gamma^{-1}(m)} + O \left( \frac{1}{\ln m} \right) + P(\ln \ln m). \]

A pseudo-code description of the search algorithm is given below. The insertion algorithm is similar in some respects, but has the added complexity of allocating storage for the new record and either adding the new record to the proper linked list, or else setting a pointer to the record in the table if no other keys have previously hashed to that location.

Search Algorithm:

\[ p := \text{hash table}[\text{hash function(key)}]; \]

\[ \text{while } p \neq \text{nil} \text{ do if } k \text{ of } p = \text{key} \text{ then break; else } p := \text{next of } p \text{ od; if } p = \text{nil} \text{ then } \# \text{ not found } \]

The Direct Chaining method has several advantages over open addressing schemes. It is very efficient in terms of the average number of accesses for both successful and unsuccessful searches, and in both cases the variance of the number of accesses is small. \( L_n \) grows very slowly with respect to \( n \).

Unlike in open addressing schemes, contamination of the table due to deletions does not occur; to delete a record all that is required is an adjustment in the pointers of the linked list involved.

Another important advantage of Direct Chaining is that the load factor \( \alpha \) can be greater than 1; that is, we can have \( n > m \). This makes the algorithm a good choice for dealing with files which may grow beyond expectations.

There are two slight drawbacks to the Direct Chaining method. The first is that it requires additional storage for the \( (m+n) \) pointers used in linking the lists of records. The second is that the method requires some kind of memory management capabilities to handle allocation and deallocation of list elements.
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3.4. Recursive Structures Search

3.4.1. Binary Tree Search

The Binary tree search is an algorithm for searching a lexicographically ordered binary tree. Without loss of generality we may assume that the left descendants nodes of any node contain keys whose values are less than or equal to the root, and that the right descendants nodes contain keys whose values are greater than the root.

Let $A_n$ be the number of accesses (or key comparisons) made in the course of a successful search for a given key in a binary tree of size $n$, and let $A_n'$ be the number of accesses made in the course of an unsuccessful search of size $n$.

The symbol $h(n)$ denotes the height of a tree of size $n$, i.e. the number of nodes in the longest path through the tree. With this definition, a null tree has height 0, a single node tree has height 1. The depth of a node in a tree is that node to the distance from the root; thus the depth of the root is 0.

Several variations on the basic binary tree structure arise with the introduction of semantic rules or constraints such as height balance, weight balance, or heuristic organization schemes. The search algorithm for all binary trees is given below.

Search Algorithm:

```plaintext
mode tree = struct ( typekey k, ref tree left, right );

proc search = (ref tree t, typekey key) void:
  if t = nil then # not found#
    # can insert new element here#
  elif k of t = key then # found#
    #
  elif k of t < key then search(right of t, key)
  else search(left of t, key) fi;
```

The number of different trees with $n$ nodes is

$$t_n = \frac{1}{n+1} \binom{2n}{n},$$

and the associated generating function is:

$$T(z) = \sum_{n \geq 0} t_n z^n = 1 + z T(z)^2 = \frac{1 - \sqrt{1 - 4z}}{2z}.$$

The internal path length, $I_n$, of a tree with $n$ nodes is defined as the sum of the depths of all its nodes. The external path length $E_n$, of a tree is the sum of the depths of all its leaves. For any binary tree

$$E_n = I_n + 2n.$$

Let $a_k$ be the expected number of nodes at depth $k$ and let $b_k$ be the expected number of leaves at depth $k$. We have the associated generating function
\[ A(z) = \sum_k a_k z^k. \]
\[ B(z) = \sum_k b_k z^k = (2z - 1)A(z) + 1. \]

For a successful search we have
\[ C_n = E[A_n] = \frac{E[1]}{n} + 1 = \frac{A(1) + A'(1)}{n} = (1 + 1/n)C'_n - 1. \]
\[ \sigma^2(A_n) = 3C_n - 2 + \frac{A''(1)}{n} - C_n^2. \]

\[ 1 \leq A_n \leq h(n). \]

and for an unsuccessful search
\[ C'_n = E[A'_n] = \frac{E[1]}{n + 1} = \frac{B'(1)}{n + 1}. \]
\[ \sigma^2(C'_n) = \frac{B''(1)}{n + 1} + C_n(1 - C'_n). \]

\[ 1 \leq A'_n \leq h(n). \]

The ordered binary tree is a structure which allows us to perform many operations efficiently: inserting in a time of \( O(h(n)) \); deleting a record also takes \( O(h(n)) \); finding the maximum or minimum key requires \( O(h(n)) \) comparisons; and retrieving all the elements in ascending or descending order can be done in a time of \( O(n) \). With small changes, it allows to retrieve the \( k^{th} \) ordered record in the tree in \( O(h(n)) \).
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3.4.1.1. Randomly Generated Binary Trees

These structures are also known as Random Search trees. Such trees are generated by taking elements in a random order and inserting them into an empty tree using the same algorithm as the one in the previous section. Ordered binary search trees are normally considered to be created in this way. The efficiency measures for searching such trees are

\[ C_n = 1 + n^{-1} \sum_{i=0}^{n-1} C'_i. \]
\[ E[A_n] = C_n = 2(1 + 1/n)H_n - 3 \approx 1.3863 \log \pi - 1.8456. \]
\[ \sigma^2(A_n) = (2 + 10/n)H_n - 4(1 + 1/n)(H_n^2/n + H_n^{(2)}) + 4 \approx 1.3863 \log \pi - 1.4253. \]
\[ E[A'_n] = C'_n = 2H_{n+1} - 2 \approx 1.3863 \log \pi - 0.8456. \]
\[ \sigma^2(A'_n) = 2H_{n+1} - 4H_n^{(2)} + 2 \approx 1.3863 \log \pi - 3.4253. \]
3.634...ln(n) + o(ln n) \leq E[h(n)] \leq 4.3110...\ln(n) + O(\ln n).

E[h(n)] \approx 4.011...\ln n - 6.568 \quad (exper.)

At the cost of two extra pointers per element, randomly generated binary trees display an excellent behaviour in searches. Unfortunately, the worst case can be generated when the elements are sorted before they are put into the tree. In particular, if any portion of the input records is sorted, it will cause the tree to degenerate badly. Compared to the random binary trees of the next section though, ordered binary trees generated from random input are exceptionally well behaved.

Below we give numerical values for several efficiency measures in trees of various sizes.

<table>
<thead>
<tr>
<th>n</th>
<th>C_n</th>
<th>σ²(A_n)</th>
<th>C_n'</th>
<th>σ²(A_n')</th>
<th>E[h(n)]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2.4800</td>
<td>1.1029</td>
<td>2.900</td>
<td>0.9344</td>
<td>3.8000</td>
</tr>
<tr>
<td>10</td>
<td>3.4437</td>
<td>2.1932</td>
<td>4.0398</td>
<td>1.8076</td>
<td>5.6411</td>
</tr>
<tr>
<td>50</td>
<td>6.1784</td>
<td>5.6159</td>
<td>7.0376</td>
<td>4.5356</td>
<td>10.8103</td>
</tr>
<tr>
<td>100</td>
<td>7.4785</td>
<td>7.2010</td>
<td>8.3946</td>
<td>5.8542</td>
<td>13.2858</td>
</tr>
<tr>
<td>500</td>
<td>10.6128</td>
<td>10.7667</td>
<td>11.5896</td>
<td>9.0179</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>11.9859</td>
<td>12.2391</td>
<td>12.9729</td>
<td>10.3972</td>
<td></td>
</tr>
<tr>
<td>5000</td>
<td>15.1927</td>
<td>15.5608</td>
<td>16.1894</td>
<td>13.6105</td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td>16.5772</td>
<td>16.9667</td>
<td>17.5754</td>
<td>14.9961</td>
<td></td>
</tr>
</tbody>
</table>
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3.4.1.2. Random Binary Trees

When speaking of Random Binary Trees, we consider the situation where all possible trees with the same number of nodes are equally likely to occur. In this case,

\[ E[A_n] = \frac{4^n - \frac{3n+1}{n+1}\left(\begin{array}{c}2n \\ n \end{array}\right)}{n+1\left(\begin{array}{c}2n \\ n \end{array}\right)} = \sqrt{\pi n} \left(1 + \frac{9}{8n} + \frac{17}{128n^2} + O\left(n^{-3}\right)\right) - \frac{3}{n} - \frac{1}{n}.
\]

\[ E[A_n'] = \frac{4^n - \frac{n-1}{n+1}\left(\begin{array}{c}2n \\ n \end{array}\right)}{n+1\left(\begin{array}{c}2n \\ n \end{array}\right)} = \sqrt{\pi n} \left(1 + \frac{1}{8n} + \frac{1}{128n^2} + O\left(n^{-3}\right)\right) - \frac{n-1}{n+1}.
\]

\[ E[h(n)] = 2\sqrt{\pi n} + O\left(n^{\frac{1}{4}+\delta}\right) \quad (for \ any \ \delta > 0).
\]

\[ \sigma^2(l_n) = \frac{10}{3} - \pi n^3 - \frac{n^2\sqrt{\pi n}}{2} + 9(1-\pi/4)n^2 - \frac{25n\sqrt{\pi n}}{16} + O(n).
\]
If \( t_{n,h} \) is the number of trees of height \( h \) and size \( n \), then the associated generating function is

\[
B_h(z) = \sum_{n=0}^{\infty} t_{n,h} z^n = z B^{2}_{h-1}(z) + 1.
\]

When all trees of height \( h \) are considered equally likely to occur, then

\[
E[\text{nodes}] = (0.62896...)2^{h-1} + O(\delta^{-2h}) \quad (\delta > 1).
\]

This situation is primarily a theoretical model. In practice, very few situations give rise to random trees.
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3.4.1.3. Height Balanced Trees

These are also known as AVL trees. Height balanced trees have the property that any two subtrees at a common node differ in height by at most 1. This balance property can be efficiently maintained by means of a counter in each node, indicating the difference in height between the left and right subtrees. Because of the height balancing

\[
\log 2n + 1 \leq h(n) \leq 1.4404 \log 2(n + 2) - 0.3277.
\]

\[
C_n \approx \log 2n + 0.25 \quad \text{(exper.)}.
\]

Let \( t_{n,h} \) be the number of height balanced trees of height \( h \) and size \( n \). The associated generating function is

\[
T_h(z) = \sum_{n \geq 0} t_{n,h} z^n = z T_{h-1}(z) (2 T_{h-1}(z) + T_{h-1}(z)).
\]

If we assume that all trees of height \( h \) are equally likely to occur, the average number of nodes in a balanced tree of height \( h \) is

\[
E[\text{nodes}] = (0.70118...)2^h.
\]
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3.4.1.5. Heuristic Organization Schemes on Binary Trees

When the keys in a binary tree have different accessing probabilities, a randomly generated tree may not be fully satisfactory. The following heuristic organization schemes offer ways to create better trees when the accessing probabilities are known.

(a) Insert in decreasing probability order. In this way, the keys most likely to be sought are closer to the root and have shorter search paths. This method requires a reordering of the keys before they are put into the tree.

(b) Median Split. In this scheme we are closer to the root so that the accessing probabilities of both the left and right subtrees are close to ½. This is repeated recursively on both sides of the root; thus if a key is a descendant of any node, it should be equally likely to be in the left subtree as the right. This arrangement is the information theoretic optimum.

(c) It is possible to mix approaches (a) and (b). We allow a tolerance $\delta$, and examine the elements for which the accessing probabilities of the left and right subtrees fall into the range $\frac{1}{2} \pm \delta$. From these elements, we choose the one with the highest accessing probability to be the root. This selection procedure is repeated recursively for the nodes of each subtree.

When we do not know the accessing probabilities we may try heuristic organization schemes similar to the Transpose and Move to Front techniques in linear searching.

(d) The Transpose method can be adapted for trees by exchanging a node with its parent each time the node is accessed. If the probability of accessing any key $i$ is $p_i = 1/n$, then this Exchange with Parent technique has the result

$$C_n^{EP} \approx \sqrt{n}.$$ 

(e) Corresponding to the Move to Front scheme in linear searching, we have the technique of moving an accessed element to the root. With this Move to Root approach we have

$$E(C_n^{MR}) = 1 + \sum_{1 \leq i < n} \frac{p_i p_j}{p_i + \ldots + p_j} \leq 2 \ln(2) H(p) + 1,$$

$$\sigma^2(C_n^{MR}) \leq \sqrt{2 \ln n},$$

where $H(p) = \sum_i -p_i \log_2 p_i$.
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3.4.2. B-Trees

A B-tree is a balanced multiway tree with the following properties: (a) Every node has at most $2m + 1$ sons. (b) Every node except the root and the leaves has at least $m + 1$ sons; the root either is a leaf or has at least two sons. (c) The leaves are null nodes which all appear at the same depth. B-trees are used mainly as a primary key access method for large databases where secondary storage is mandatory.

Let $A_n$ and $A'_n$ represent the number of key comparisons in successful and unsuccessful searches respectively. Let $E_n$ and $E'_n$ be the number of nodes of the B-tree accessed in the two cases. Finally, let $\alpha$ be the occupation factor of the tree, i.e. the ratio between the number of keys currently in the tree and the maximum number of keys that a B-tree of the same shape can hold. Then

$$\alpha = \frac{\text{number of keys}}{2m(\text{number of nodes})}.$$  

We also have

$$1 \leq E_n \leq h(n),$$

$$E_n \approx h - \frac{1}{m} \frac{m(h+1)-1}{m(2m+1)^{h-1}-1},$$

$$[\log_{2m+1}(n+1)] \leq h \leq 1 + \lfloor \log_{2m+1}((n+1)/2) \rfloor.$$  

Let $t_n$ be the number of different B-trees with $n$ nodes. We have

$$B(z) = \sum_{n=0}^{\infty} t_n z^n = B\left(\frac{z^{m+1}(z^{m+1}-1)}{z-1}\right) + z,$$

$$t_n \approx \frac{\phi^{-\frac{\log n}{\phi}}}{n} u(\log n),$$

where $0 < \phi < 1$ and $\phi$ is a root of $z - 1 = z^m (z^{m+1} - 1)$. In general, for randomly generated B-trees, we have

$$1/2 \leq \alpha \leq 1,$$

$$\lim_{m \to \infty} \alpha = \ln(2) \approx 0.69.$$  

In our following description of the algorithm for searching B-trees, in-search($t, x$) is a function that searches for the value $x$ in the node pointed to by $t$, in-search returns the largest $i$ such that $k[i] \leq x$. 

Search Algorithm

\[
\text{proc search} = (\text{btree t; key x, int i) btree} :
\]
\[
\text{if } t = \text{nil} \text{ then nil}
\]
\[
\text{else } i := \text{in-search } (t, x);
\]
\[
\text{if } x = k[i] \text{ then } t
\]
\[
\text{else search } (p[i], x, i)
\]
\fi

B-trees are well suited to searches which look for a range of keys rather than one unique key. Furthermore, since the B-tree structure is kept balanced during insertions and deletions, there is no need for periodic reorganizations.
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3.4.2.1. 2-3 Trees

2-3 trees are the special case of B-trees when \( m = 1 \). Each node has two or three sons, and all the leaves are at the same depth.

Let \( t_n \) be the number of different 2-3 trees with \( n \) nodes. Then

\[
B(z) = \sum_{n=0}^{\infty} t_n z^n = B(z^2 + z^3) + z
\]

\[
t_n \approx \frac{\phi^n}{n} u(\ln n)
\]

where \( \phi = (1 + \sqrt{5}) / 2 \) is the “golden ratio”, and \( u(x) \) is a periodic function with period \( \ln (4-\phi) \) and mean value \( \phi \ln (4-\phi) \). Randomly created 2-3 trees have occupation factors in the range

\[
0.70 + O(n^{-1}) \leq \alpha \leq 0.79 + O(n^{-1}).
\]

If we assume all trees of height \( h \) are equally likely, then

\[
E[\text{nodes}] = (0.48061...)3^h.
\]

\[
E[\text{keys}] = (0.72161...)3^h.
\]

\[
\alpha = 0.75073...
\]

References
3.4.2.2. Symmetric Binary B-Trees

Symmetric Binary B-Trees (or SBB trees) are an implementation of 2-3 trees. They have been suggested as an alternative for AVL trees. Symmetric Binary B-Trees are binary search trees in which the right and left pointers may be either vertical (normal) pointers or horizontal pointers. In an SBB tree all paths have the same number of vertical pointers (as in a true B-tree). All nodes except the leaves have two sons and in no path has two consecutive horizontal pointers.

Random retrievals, insertions, and deletions of keys in an SBB tree can be done in a time of $O(\ln n)$. If we let $k$ be the maximum number of keys in any path and $h(n)$ be the height of the SBB tree (counting vertical pointers only), we have

$$h(n) \leq k \leq 2h(n).$$

$$\log_2(n+1) \leq k \leq 2\log_2(n+2)-2.$$

While every AVL tree can be transformed into an SBB tree, the converse is not true. Thus the class of AVL trees is a proper subclass of the SBB trees.

SBB trees are well suited for primary memory.

References

[Bayer,1972].

4.1. Techniques for Sorting Arrays.

4.1.1. Bubble Sort

The Bubble Sort algorithm sorts an array by interchanging adjacent records that are in the wrong order. The algorithm makes repeated passes through the array probing all adjacent pairs until the file is completely in order.

Let \( C_n \) be the number of comparisons needed to sort a file of size \( n \) using the Bubble Sort, and let \( I_n \) be the number of interchanges performed in the process. Then

\[
C_n = \frac{n^n - n \ln n - (\gamma + \ln 2 - 1)n}{2} + O(n^{1/3}).
\]

\[
I_n = \frac{n(n-1)}{2}.
\]

\[
E[\text{passes}] = n - \sqrt{\pi n/2} + 1/3 + o(1).
\]

The simplest form of the Bubble Sort always makes its passes from the top of the array to the bottom. A slightly more complicated form passes from the top to the bottom, then makes a return pass from bottom to top. Descriptions of both these algorithms are given below.

Bubble Sort Algorithm

\[
\text{up} := n;
\]

\[
\text{while } i < \text{up} \text{ do}
\]

\[
\text{up} := \text{up} - 1;
\]

\[
\text{for } i \text{ to up} - 1 \text{ do}
\]

\[
j := 1;
\]

\[
\text{if } k[i] > k[i+1] \text{ then}
\]

\[
k[i] := k[i+1];
\]

\[
j := i;
\]

\[
\text{fi}
\]

\[
\text{up} := j
\]

\[
\text{od};
\]
Bubble Sort Algorithm (Double direction)

\[
\begin{align*}
\text{a} & := 1; \quad \text{b} := n-1; \text{inc} := 1; \\
\text{while} \ (\text{b-a}) \cdot \text{inc} > 0 \ \text{do} \\
\quad j & := a; \\
\quad \text{for} \ i \ \text{from} \ a \ \text{by} \ \text{inc} \ \text{to} \ b \ \text{do} \\
\quad \quad \text{if} \ k[i] > k[i+1] \ \text{then} \\
\quad \quad \quad k[i] := k[i+1]; \quad k[i+1] := k[i]; \\
\quad \quad j := i \\
\quad \quad \text{fi} \\
\quad \text{od} \\
\quad a := j \cdot \text{inc}; \quad \quad \text{b} := a; \quad \text{inc} := -\text{inc}; \\
\text{od}. 
\end{align*}
\]

The Bubble Sort is a simple sorting algorithm, but inefficient. Its running time is \(O(n^2)\), unacceptable even for medium-sized files. Perhaps for very small files its simplicity may justify its use, but the Linear Insertion Sort is just as simple to code and more efficient to run.

For files with very few elements out of place, the double direction Bubble Sort (or cocktail shaker sort) can be very efficient. If \(k\) of the \(n\) elements are out of order, the running time of the double direction sort is \(O(kn)\). One advantage of the Bubble Sort is that it is stable: records with equal keys remain in the same order after the sort as before.

4.1.2. Linear Insertion Sort

The Linear Insertion Sort is one of the simplest sorting algorithms. With a portion of the array already sorted, the remaining records are moved into their proper places one by one. Let \(C_n\) be the number of comparisons needed to sort an array of size \(n\) using the Insertion Sort. Then

\[
E[C_n] = \frac{(n+4)(n-1)}{4}
\]

\[
\sigma^2(C_n) = \frac{(2n+5)n(n-1)}{72}
\]

Algorithm:

\[
\text{for} \ i \ \text{from} \ n-1 \ \text{by} \ -1 \ \text{to} \ 1 \ \text{do} \\
\quad \text{for} \ j \ \text{from} \ i \ \text{to} \ n-1 \ \text{while} \ k[j] > k[j+1] \ \text{do} \\
\quad \quad k[j] := k[j+1]; \quad k[j+1] := k[j] \ \text{od} \\
\quad \text{od};
\]

Algorithm (more efficient)
\( k[n+1] := +\infty; \)
\[ \text{for } i \text{ from } n-1 \text{ by } -1 \text{ to } 1 \text{ do} \]
\[ \text{temp} := k[i]; \]
\[ j := i+1; \]
\[ \text{while } \text{temp} > k[j] \text{ do } k[j-1] := k[j]; \]
\[ j := j + 1 \text{ od}; \]
\[ k[j-1] := \text{temp} \]
\[ \text{od}. \]

The running time for sorting a file of size \( n \) with the Linear Insertion Sort is \( O(n^2) \). For this reason, the use of the algorithm is only justifiable for sorting very small files. For files of this size however (say \( n < 10 \)), the Linear Insertion Sort may be more efficient than algorithms which perform better asymptotically. The main advantage of the algorithm though is the simplicity of its code.

Like the Bubble Sort, the Linear Insertion Sort is stable: records with equal keys remain in the same order after the sort as before.

### 4.1.3. Quicksort

Quicksort is a sorting algorithm which uses the divide and conquer technique. To begin each iteration an element is selected from the file. The file is then split into two subfiles, those elements smaller than the selected one and those elements whose keys are larger. In this way, the selected element is placed in its proper final location between the two subfiles. This procedure is repeated recursively on the two subfiles and so on.

Let \( C_n \) be the number of comparisons needed to sort an array of size \( n \), let \( I_n \) be the number of interchanges performed in the process, and let \( k = \lceil \log_2 n \rceil \). Then

\[
(n + 1)k - 2^k + 1 + 2 \leq C_n \leq \frac{n(n-1)}{2} \]

\[
E[C_n] = (n+1)(2H_{n+1} - 2) = 2n(\ln n + \gamma - 1) + 2\ln n + O(1).
\]

\[
\sigma^2(C_n) = n\sqrt{7-2\pi^2/3} + o(n)
\]

\[
E[I_n] = (n+1) \left( \frac{H_{n+1}}{3} \cdot \frac{5}{6} \right) + \frac{1}{2} = n \left( \frac{\ln n + \gamma - \frac{5}{6}}{3} \right) + O(\ln n).
\]

In the description of Quicksort below, note that files and subfiles under a certain size \( m \) are sorted by a routine called simplesort, not by Quicksort itself. The choice of \( m \) and the algorithm for simplesort are up to the programmer. For example, if \( m = 0 \) simplesort would be null, while if \( m = 1 \) simplesort is just a conditional interchange. One could also choose \( m = 9 \) and use the Linear Insertion Sort. In any case, Quicksort usually behaves more efficiently when \( m \neq 0 \) and very small files are sorted by a separate algorithm.
QuickSort Algorithm

\[\text{proc quicksort} = ([\text{[] typekey } k; \text{ int } lo, up) \text{ void :}\]
\[\text{if } up - lo \leq m \text{ then simplesort}\]
\[\text{else}\]
\[j := up;\]
\[\text{temp := } k[lo];\]
\[\text{for } i \text{ from } lo + 1 \text{ while } i \leq j \text{ do}\]
\[\text{if } k[i] > \text{temp then}\]
\[\text{while } k[j] > \text{temp do } j := j - 1 \text{ od}\]
\[\text{if } j > i \text{ then } k[j] := k[i] := := k[j] \text{ fi}\]
\[\text{fi}\]
\[\text{od};\]
\[k[lo] := k[j] := := k[lo];\]
\[\text{if } j - lo < up - j \text{ then quicksort}(k, lo, j - 1);\]
\[\text{quicksort}(k, j + 1, up)\]
\[\text{else quicksort}(k, j + 1, up);\]
\[\text{quicksort}(k, lo, j - 1)\]
\[\text{fi}\]

QuickSort is a very popular sorting algorithm, though its worst case is \(O(n^2)\), its average behaviour is excellent.

Unfortunately, this worst case occurs when the given file is nearly in order already, a situation which may well happen in practice. To compensate for this, small tricks in the code of the algorithm can be used to ensure that these worst cases only occur with exponentially small probability.

4.1.4. Shell Sort

4.1.5. Heapsort

4.1.6. Interpolation Sort.

This sorting algorithm is similar in concept to the Bucket Sort. An interpolation function is used to estimate where records should appear in the file. Records with the same interpolation address are grouped together and later bubble-sorted. The main difference between this algorithm and the Bucket Sort is that the Interpolation Sort is implemented in an array, using only one auxiliary index array and with no pointers.

Let \(C_n\) be the number of comparisons needed to sort an array of size \(n\) using the Interpolation Sort, and let \(F_n\) be the total number of interpolation function evaluations made in the process. Then

\[F = 2n,\]

\[n - 1 \leq C_n \leq \frac{n(n - 1)}{2}\]
\[ E[C_n] = \frac{5(n-1)}{4} \]
\[ \sigma^2(C_n) = \frac{(20n-13)(n-1)}{72n} \]

The algorithm below uses the interpolation function \( \phi \) to sort the records \([1:n]\) of the array "in" into ascending order in the array "out". The array "iwk" is an auxiliary array of length \( n \).

Algorithm

\begin{verbatim}
for i to n do iw[i] := 0 od;
for i to n do iw[k(\phi(in[i],n)]) += 1 od;
for i from 2 to n do iw[k] += iw[k-1] od;
for i to n do
    j := \phi(in[i],n);
    out[iw[j]] := in[i];
    iw[j] := 1 od;
for i from 2 to n do
    if out[i-1] > out[i] then
        for k from i by -1 to 2 while out[k-1] > out[k] do
            out[k-1] := out[k] := := out[k+1] od
    fi
od:
\end{verbatim}

Because the standard deviation of \( C_n \) is \( \approx 0.53n \), the total number of comparisons used by the Interpolation Sort is very stable around its average.

One of the restrictions of the Interpolation Sort is that it can only be used where records have numerical keys which can be handled by the interpolation function. Even in this case, if the distribution of the record key values departs significantly from the uniform distribution, it may mean a dramatic difference in running time. If, however, the key distribution is suitable and we can afford the extra storage required, the Interpolation Sort is remarkably fast, with a running time of \( O(n) \).

4.1.7. Linear Probing Sort.

This is an interpolation sort based on a collision resolution technique similar to that of Linear Probing Hashing. It produces ordered chains using an algorithm which is the composition of interpolation and linear collision resolution. The algorithm can be implemented for all tables, but its performance improves dramatically in tables with load factors of less than 100%.

Let the size of our table be \( m+w \); we will use the first \( m \) locations to interpolate the keys and the last \( w \) locations as an overflow area. We will let \( n \) be the total number of keys to be sorted and \( \alpha = n/m \) be the load factor. Let \( C_n \) be the number of comparisons needed to sort the \( n \) keys using the Linear Probing Sort, and let \( F_n \) be the total number of interpolation function evaluations performed in the process. Then
\[ F_n = n. \]
\[ E[C_n] \leq \frac{n(2m-n)}{2(m-n)}. \]

Let \( W_n \) be the number of keys in the overflow section beyond the location \( m \) in the table. We have

\[ E[W_n] \leq \frac{\alpha^2}{2(1-\alpha)} \]
\[ \sigma^2(W_n) = \frac{6\alpha^2-2\alpha^3-\alpha^4}{12(1-\alpha)^2} \]

Below we describe the Linear Probing Sort using the interpolation function \( \phi \).

Algorithm

\[
\text{for } j \text{ to upb } k \text{ do } k[j] := 0 \text{ od;}
\]
\[
\text{to } n \text{ do key := get a key;}
\]
\[
i := \phi(\text{key}, m);
\]
\[
\text{to } n \text{ while } k[i] \neq 0 \text{ do}
\]
\[
\text{if key < } k[i] \text{ then key := } k[i] := := \text{ key fi}
\]
\[
i += 1;
\]
\[
\text{if } i > \text{upb } k \text{ then } \# \text{ overflow: } k \text{ not large enough } \#
\]
\[
\text{od;}
\]
\[
k[i] := \text{key}
\]
\[
\text{od;}
\]
\[
i := 0;
\]
\[
\text{for } j \text{ to upb } k \text{ do if } k[j] \neq 0 \text{ then}
\]
\[
k[ (i+:= 1) ] := k[j] \text{ fi od}
\]
\[
\text{while } i < \text{upb } k \text{ do } k[ (i+:= 1) ] := 0 \text{ od;}
\]

With a good interpolation formula, this algorithm can rank among the most efficient interpolation sort algorithms.

The application of this algorithm to external storage appears to be promising; however, its performance cannot be improved by using larger buckets. Letting \( E_n \) be the number of external accesses required to sort \( n \) records, we have

\[ E[E_n] = n \left( 1 + \frac{\alpha^3}{2b(1-\alpha)} \right) + \frac{m}{b}. \]

Below we give efficiency measures for the two table sizes with various load factors.
<table>
<thead>
<tr>
<th>α</th>
<th>C</th>
<th>W</th>
<th>I</th>
<th>C</th>
<th>W</th>
<th>I</th>
</tr>
</thead>
<tbody>
<tr>
<td>50%</td>
<td>72.94±0.18</td>
<td>0.233±0.011</td>
<td>13.83±0.13</td>
<td>3749.7±8.0</td>
<td>0.305±0.073</td>
<td>766.4±5.9</td>
</tr>
<tr>
<td>80%</td>
<td>201.40±0.91</td>
<td>1.269±0.033</td>
<td>85.57±0.74</td>
<td>11960±76.</td>
<td>1.52±0.22</td>
<td>5941±67.</td>
</tr>
<tr>
<td>90%</td>
<td>309.3±1.6</td>
<td>2.476±0.048</td>
<td>164.1±1.4</td>
<td>24095±293.</td>
<td>4.14±0.48</td>
<td>16130±273.</td>
</tr>
<tr>
<td>95%</td>
<td>398.2±2.2</td>
<td>3.610±0.058</td>
<td>233.8±1.9</td>
<td>45890±884.</td>
<td>8.73±0.85</td>
<td>36121±846.</td>
</tr>
<tr>
<td>99%</td>
<td>499.2±2.7</td>
<td>5.069±0.063</td>
<td>315.8±2.4</td>
<td>119703±3564.</td>
<td>25.7±1.9</td>
<td>106957±3475.</td>
</tr>
</tbody>
</table>
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8. Distributions Derived from Empirical Observation

In this chapter we will describe some probability distributions arising from empirical situations. The distributions described here will later be used with other well known distributions to test algorithms under various conditions. Some of these distributions are related directly or indirectly to data processing.

8.1. Zipf's Law

Zipf [1] observed that the frequency of word usage (in written English) follows a simple pattern. When word frequencies are listed in decreasing order, we have the relation

\[ f_i \approx i f_{i-1} \]

where \( f_i \) denotes the frequency of the \( i^{th} \) most frequent word. Zipf observed that the population of cities in the U.S. also follows this relation closely. From this observation we can easily define a Zipfian probability distribution as

\[ p_i = \frac{1}{i^n} \quad 1 \leq i \leq n. \]

The first moments and variance of this distribution are

\[ \mu_1 = \frac{n}{H_n} \]

\[ \mu_2 = \frac{n(n+1)}{2H_n} \]

\[ \sigma^2 = \frac{n}{H_n} \left( \frac{n+1}{2} - \frac{n}{H_n} \right) \]

This distribution can be generalized in the two following ways.

(a) First generalization of a Zipfian distribution

In this case the probabilities are defined by

\[ p_i = \frac{1}{a(i+h)} \quad (1 \leq i \leq n, \ h > -1) \]

where \( a = \psi(n+h+1)-\psi(h+1) \). The first moments and variance are

\[ \mu_1 = \frac{n}{a} - h \]

\[ \mu_2 = \frac{n(n+1)-2nh+2ah^2}{2a} \]

\[ \sigma^2 = \frac{n}{2a} (n+1+2h-2n/a) \]

Choosing \( h \) to be an integer allows us to represent truncated Zipfian distributions. Giving \( h \) a small non-integer value may provide a better fit for the first few frequencies.
(b) Second generalization of a Zipfian distribution

This generalization introduces a parameter $\theta$ so that we may define

$$p_i = \frac{1}{i^\theta H_n^\theta} \quad 0 \leq \theta \leq 1.$$ 

Zipf found that some word frequencies matched this distribution closely for values of $\theta$ other than 1. In this case the first moments and variance are

$$\mu_1 = \frac{H_n^{(\theta-1)}}{H_n^\theta} \approx \frac{n(1-\theta)}{2-\theta}$$

$$\mu_2 = \frac{H_n^{(\theta-2)}}{H_n^\theta} \approx \frac{n^2(1-\theta)}{3-\theta}$$

$$\sigma^2 = \frac{H_n^{(\theta-2)}H_n^\theta - (H_n^{(\theta-1)})^2}{(H_n^\theta)^2} \approx \frac{n^2(1-\theta)}{(3-\theta)(2-\theta)^2}$$

8.2. Bradford’s Law

Bradford’s law was first observed in experiments dealing with the number of references made to a selection of books in search of information. This principle can be described in the following way. Assume that we have a collection of $n$ books which treat a given topic, and that these books are placed on a shelf in decreasing order according to the number of times each book is referenced. Thus the most referenced book is first and so on. Lastly we divide these books into $k$ contiguous groups such that each group receives the same number of references. Bradford’s Law now states that the number of books in each successive division follows the ratio $1:m:m^2 \cdots :m^{k-1}$.

To translate this description into mathematical terms, we let $r_i$ be the expected value of the number of references to the $i^{th}$ most referenced book on our shelf. Thus we have $r_1 \geq r_2 \geq \cdots \geq r_n$. Let the partial sum of the expected values of these references be

$$\sum_{i=1}^j r_i = R(j)$$

and so

$$R(n) = T$$

where $T$ is the total expected number of references. To divide the $n$ books into $k$ divisions satisfying the given ratio, the number of books in each division must be

$$\frac{n(m - 1)}{m^{k-1}}, \ldots, \frac{n m^{k-1}(m - 1)}{m^{k-1}}.$$ 

Since each division receives the same number of references, this number must be $T/k$. Consequently the total expected number of references to the first division will be

$$\sum_{i=1}^{n(m - 1)} r_i = R\left(\frac{n(m - 1)}{m^{k-1}}\right) = \frac{T}{k}.$$
For the first and second divisions together we have
\[ R \left( \frac{(1+m)n(m-1)}{m^{k-1}} \right) = \frac{2T}{k}. \]

In general, for the first \( j \) divisions we have the equation
\[ R \left( \frac{(m^{j-1})n}{m^{k-1}} \right) = \frac{jT}{k}. \quad (1) \]

Now the quantities \( k \) and \( m \) are related to one another, since for any valid \( k \), Bradford’s Law predicts the existence of a unique \( m \). Examination of \( R(x) \) for different values of \( k \) and \( m \) shows that in order for the law to be consistent, the quantity \( m^{k-1} = b \) must be constant. This constant \( b \) defines the shape of the distribution. From equation (1) we can solve for \( R(x) \) and obtain
\[ R(x) = \frac{T}{k} \log_m \left( \frac{hx}{n} + 1 \right). \]

Let \( p_i \) be the probability that a random reference refers to the \( i \)th book. From the above discussion we have
\[ p_i = \frac{R(i)-R(i-1)}{T} = \frac{1}{k} \log_m \left( \frac{b_i + n}{b(i-1) + n} \right). \]

Since \( m^{k-1} = b \), we have \( k \ln m = \ln(b+1) \); this allows us to simplify the given probability to
\[ p_i = \log_{b+1} \left( \frac{b_i + n}{b(i-1) + n} \right). \]

The first moment of the above distribution is
\[ \nu_1 = \sum_{i=1}^{n} p_i = n \log_{b+1} \left( \frac{n(b+1)}{b} \right) - \log_{b+1} \left( \frac{\Gamma(n(b+1)/b)}{\Gamma(n/b)} \right). \quad (2) \]

The second moment is given by
\[ \nu_2 = \frac{n^2}{2} - \frac{n}{3} + \frac{1}{\ln(b+1)} \left( \frac{n^2(b-2)}{2b} + n - \frac{b}{6(b+1)} + \frac{b^2}{12(b+1)n} \right) + O(n^{-3}). \quad (3) \]

The variance is
\[ \sigma^2 = \frac{n^2}{\ln(b+1)} \left( \frac{b+2}{2b} - \frac{1}{\ln(b+1)} \right) + O(1). \quad (4) \]

This distribution behaves very much like the generalized harmonic (or the first generalization of the Zipf). When the parameter \( b \to 0 \) Bradford’s distribution coincides
with the discrete rectangular distribution.

Although the process of accessing information from books is rarely automated, there is a significant number of automatic processes in which the accessing of information is similar to the situation of referencing books. In these cases Bradford’s Law may provide a good model of the access probabilities.

### 8.3. Lotka’s Law

Lotka [3] observed that the number of papers in a given journal written by the same author closely followed an inverse square distribution. In other words, if we were to choose an author at random from the list of contributors to the journal, the probability that he or she had contributed exactly \( i \) papers would be proportional to \( i^{-2} \). Later it was observed that for some journals an inverse cube law fit the data more precisely. We will generalize these two laws in the following way. Let \( n \) be the total number of authors who published at least one paper in a given journal. The probability that a randomly chosen author contributed exactly \( i \) papers will be given by

\[
p_i = \frac{1}{\xi(\theta)i^\theta}.
\]

The first moment of this distribution corresponds to the average number of papers published by each author; it is given by

\[
\mu'_1 = \sum_{i=1}^{\infty} ip_i = \frac{\xi(\theta-1)}{\xi(\theta)}.
\]

We immediately conclude that this law will only be consistent for \( \theta > 2 \), as has been noted by several other authors; otherwise this first moment will be unbounded, a situation which does not correspond with reality. Note that \( n \mu'_1 \) denotes the expected number of papers published in a journal which has \( n \) contributors.

For \( \theta \leq 3 \), the variance of the distribution under discussion diverges. For \( \theta > 3 \), the variance is given by

\[
\sigma^2 = \frac{\xi(\theta-2)}{\xi(\theta)} \left( \frac{\xi(\theta-1)}{\xi(\theta)} \right)^2.
\]

The median number of papers by the most prolific author can be approximated by

\[
\text{median} \approx \frac{n}{\ln(2)\xi(\theta)(\theta-1)} \frac{1}{\theta-1}.
\]

### 8.4. 80%-20% Rule

The 80%-20% rule was proposed as a probabilistic model to explain certain data processing phenomena. In computing folklore it is usually given as: “80% of the transactions are on the most active 20% of the records, and so on recursively.” Mathematically, let \( p_1 \gg p_2 \gg p_3 \gg \cdots \gg p_n \) be the independent probabilities of performing a transaction on each of the \( n \) records. Let \( R(j) \) be the cumulative distribution of the \( p_i \)'s.
\[ \sum_{i=1}^{j} p_i = R(j); \quad R(n) = 1. \]

The 80%-20% rule is expressed in terms of the function \( R(j) \) by

\[ R(n \times 20\%) = 80\%. \]

This rule may be "applied recursively" by requiring that the relation hold for any contiguous subset of \( p_i \)'s that includes \( p_1 \). This requirement yields the necessary condition:

\[ R(0.2j) = 0.8R(j). \]

More generally we may consider an \( \alpha \%-\left(1-\alpha\right)\% \) rule given by

\[ R((1-\alpha)j) = \alpha R(j), \quad \frac{1}{2} \leq \alpha \leq 1. \]

The above functional equation defines infinitely many probability distributions for each choice of \( \alpha \). One simple solution that is valid for all real \( j \) is

\[ R(i) = \frac{i^\theta}{n^\theta}, \]

where \( \theta = \frac{\ln(\alpha)}{\ln(1-\alpha)} \). Thus \( 0 \leq \theta \leq 1 \). This formula for \( R(i) \) implies

\[ p_i = \frac{i^\theta - (i-1)^\theta}{n^\theta} \quad (2) \]

Note that this probability distribution also possesses the required monotone behavior, i.e., \( p_i \geq p_{i+1} \).

The parameter \( \theta \) gives shape to the distribution. When \( \theta = 1 \) (\( \alpha = \frac{1}{2} \)) the distribution coincides with the discrete rectangular distribution. The moments and variance of the distribution described by equation (2) are

\[ \mu'_1 = \sum_{i=1}^{n} i p_i = \frac{\theta n^2}{\theta + 1} + \frac{\theta n}{\theta + 1} + \frac{2 - \theta}{6} - \frac{\theta (1 - \theta)}{12 n} + O(n^{-3}). \]

\[ \mu'_2 = \sum_{i=1}^{n} i^2 p_i = \frac{3 \theta n^3}{\theta + 2} + \frac{3 \theta n^2}{\theta + 2} + \frac{3 \theta n}{2(\theta + 2)} + \frac{\theta (3 - \theta) n}{4(\theta + 1)} + O(1). \]

\[ \mu'_k = \sum_{i=1}^{n} i^k p_i = \frac{\theta n^{k+2}}{\theta + k} + \frac{\theta kn^{k+1}}{\theta + k} + \frac{\theta (k - \theta) kn^{k-2}}{12(\theta + k - 2)} + O(n^{k-3}) + O(n^{-\theta}). \]

\[ \sigma^2 = \frac{\theta n^2}{(\theta + 1)^2 (\theta + 2)} + O(n^{1-\theta}). \]

For large \( n \), the tail of the distribution coincides asymptotically with \( p_i \approx i^{-\theta - 1} \). For the 80%-20% rule, \( \theta = 0.138646... \); consequently the distribution which arises from this rule behaves very similarly to the second generalization of Zipf's distribution.
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