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ABSTRACT

A number of recent results and open problems on homomorphisms on free monoids are discussed. Many of the results and conjectures state that various equivalence problems about homomorphisms are decidable. Also discussed are equality sets, test sets and new representation theorems for families of languages.
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0. Introduction

We survey a number of recent results and open problems on homomorphisms on free monoids. Except for the last section, dealing with representation of language families, most of the results are decidability results. They were motivated or directly constitute problems in L-systems theory. However all of them are basic problems about free monoids and as such are not only of purely mathematical interest but also, since they are all simply formulated decidability problems, are of fundamental interest for theoretical computer science.

Whenever possible we give an algebraic formulation of each problem so that reading, not only the whole paper, but even a particular problem or theorem does not require any specialized knowledge. Open problems are specifically of interest, which makes us stress some topics. The only new results in this paper are some relations among the open problems (conjectures) mostly very easily shown.

In section 2 we deal with iterations of one or more homomorphisms (DOL, HDOL, DTOL systems) and some generalizations thereof. The next section is about “homomorphism equivalence on languages,” i.e. the problem whether two given homomorphisms agree “string by string” on a given language, and its applications to transducers.

In Section 4 we consider elementary homomorphisms and questions about equality sets, in particular over a binary alphabet. In the next section we consider “homomorphism compatibility on languages,” i.e. the problem whether there exists a string in given languages on which two given homomorphisms agree, in particular various restricted forms of the Post Correspondence Problem.

In Section 6 we discuss the Ehrenfeucht conjecture: Each language possesses a finite subset such that any two homomorphisms which agree (string by string) on the subset agree also on the whole language. Some partial solutions are discussed. Finally in the last section we list some new representation theorems for language families based on equality sets and related phenomena.

Research supported in part by the Natural Science and Engineering Research Council of Canada under Grant No. A-7403. Preparation of this paper was supported in part by the National Science Foundation under Grant No. MCS79-04012.
1. Preliminaries

We consider homomorphisms $\Sigma^* \rightarrow \Delta^*$, where $\Sigma^*, \Delta^*$ are free monoids generated by finite alphabets $\Sigma, \Delta$. The monoid unit (empty word) is denoted by $\epsilon$. The length of a word $w$ in $\Sigma^*$ is denoted by $|w|$. We also use $|n|$ to denote the absolute value of number $n$. The cardinality of set $S$ is denoted by $|S|$.

An alphabet $\Sigma$, homomorphism $h : \Sigma^* \rightarrow \Sigma^*$ and an (initial) word $w$ in $\Sigma^*$ form a DOL system $G = (\Sigma, h, w)$. The sequence generated by $G$, denoted $E(G)$, is defined by $E(G) = w, h(w), h^2(w), \ldots$; the language generated by $G$, denoted $L(G)$, is defined by $L(G) = \{h^n(w) | n \geq 0\}$.

A DOL system $G$ and another homomorphism $g$ form an HDOL system $K = <G, g>$. It generates the sequence

$$E(K) = g(w), g(h(w)), g(h^2(w)), \ldots$$

and the language

$$L(K) = g(L(G)) = \{g(h^n(w)) | n \geq 0\}.$$

A DTOL system $G$ is a tuple $(\Sigma, h_1, \ldots, h_n, w)$ where $h_i : \Sigma^* \rightarrow \Sigma^*$ for $i = 1, \ldots, n$. It generates a set of sequences

$$\{w, h_1(w), h_1(h_2(w)), \ldots | i_1, i_2, \ldots \in \{1, \ldots, n\}\}$$

and the language

$$L(G) = \{h_{i_1}(h_{i_2}(\ldots h_{i_k}(w)\ldots)) | i_1, \ldots, i_k \in \{1, \ldots, n\}\}.$$

For homomorphisms $g, h : \Sigma^* \rightarrow \Delta^*$ the equality set for the pair $(g, h)$ is denoted by $E(g, h)$ and defined by $E(g, h) = \{x \in \Sigma^* | g(x) = h(x)\}$.

A deterministic generalized sequential mapping (dgs-mapping) is a mapping defined by deterministic generalized sequential machine with accepting states (dgsms) as in [32].

For other standard definitions and notations we refer the reader to [40, 41 or 47].

2. Iterated Homomorphisms

We will discuss a number of decision problems about iterative homomorphisms. The following problem and techniques used in its proof stimulated most of the research reported in this paper.

Theorem 2.1 [15] (DOL sequence equivalence problem). Given two homomorphisms $g, h : \Sigma^* \rightarrow \Sigma^*$ and $w$ in $\Sigma^*$ it is decidable whether $g^n(w) = h^n(w)$ for all $n \geq 0$.

The strategy of the solution of this problem is to show that any two (normal) equivalent systems must behave in certain “similar” ways and then to show the decidability for similar systems only. Here a pair of DOL systems is similar if the pair $(g, h)$ has “bounded balance” on the language $\{g^n(w) | n \geq 0\}$. 
The balance of a string $w$ in $\Sigma^*$ with respect to a pair of homomorphisms $g,h$ on $\Sigma^*$ is defined as

$$B(w) = |g(w)| - |h(w)|$$

The pair $(g,h)$ is said to have bounded balance on language $L$ if there is a $C > 0$ so that $|B(w)| \leq C$ for each prefix of every word in $L$.

A property of a pair of DOL systems $G_1 = (\Sigma, g, w)$ and $G_2 = (\Sigma, h, w)$ equivalent to “bounded balance” is introduced in [15]. The pair $(G_1, G_2)$ is said to have a true envelope $R$ if $L(G_1) \cup L(G_2) \subseteq R \subseteq E(g,h)$. Obviously, if a pair $(G_1, G_2)$ has a true envelope, then $G_1$ and $G_2$ are sequence equivalent. It is shown in [15] that a pair of equivalent DOL systems $(G_1, G_2)$ has a regular true envelope iff the pair of homomorphisms $(g,h)$ has bounded balance on $L(G_1)$, and consequently that each pair of equivalent normal DOL systems has a regular true envelope. The latter result is extended in [25] to all pairs of equivalent DOL systems.

The “bounded balance technique” is also useful when testing homomorphism equivalence discussed in Section 3. (See [20]). The same holds also for another technique introduced in [8], the “shifting argument”. Roughly speaking, it is used to show that if homomorphisms $g,h$ agree on two words of the form $xwy$ and $uvw$, i.e. with a common subword $w$, where $w$ is “sufficiently long” and $|B(x) - B(u)|$ “sufficiently small”, then either $B(x) = B(u)$ or $g(w)$ and $h(w)$ are periodic.

The balanced balance technique is not helpful in proving the following generalization of the DOL sequence equivalence problem.

**Conjecture 2.2**: (HDOL equivalence problem). Given four homomorphisms $g_1 : \Sigma_1^* \rightarrow \Sigma_1^*$, $g_2 : \Sigma_1^* \rightarrow \Sigma_2^*$, $h_1 : \Delta_1^* \rightarrow \Delta_1^*$, $h_2 : \Delta_1^* \rightarrow \Delta_2^*$ and strings $u \in \Sigma_1^*$, $v \in \Delta_1^*$. It is decidable whether $g_2(g_1(u)) = h_2(h_1(v))$.

We show later a problem equivalent to the HDOL equivalence problem (Theorem 3.3). There are two other interesting extensions of DOL equivalence which have been shown decidable by reducing them to DOL equivalence. (Theorems 2.3 and 2.6). The proof of the following theorem also uses results about monoids generated by integer matrices obtained by [34] and by [37].

**Theorem 2.3**: [10] (Ultimate sequence equivalence). Given two homomorphisms $g,h : \Sigma^* \rightarrow \Sigma^*$ and $u,v$ in $\Sigma^*$ it is decidable whether there exists $n \geq 0$ such that $g^k(u) = h^k(v)$ for all $k \geq n$.

It is natural to ask whether sequence equivalence remains decidable for more complicated mappings than homomorphisms, in particular for mappings defined symbol by symbol but in a context dependent manner. This is also strongly biologically motivated since such mappings abstract developmental systems of higher level where individual cells interact, i.e. their behaviour is context dependent. The simplest case is dependence on one symbol at the left, the so called DIL system. The sequence equivalence has been shown undecidable even for propagating (nonerasing) version of these systems.

**Theorem 2.4**: [52] The PDIL sequence equivalence problem is undecidable.
In the view of the last theorem it is rather surprising that the equivalence problem becomes decidable when the rewriting of a letter might depend on one neighbour from each side but only when the letter is being rewritten by at least two new letters. That is any letter-to-letter rewriting must be context free (no erasing is allowed). A deterministic system based on this type of rewriting is introduced in [16] and called an e-GD2L system. Two main results of [16] are that e-GD2L systems have essentially context-free behaviour and that the sequence equivalence for them is decidable. The former result could be compared to “Baker’s Theorem” (29, Theorem 10.2.1) giving a condition under which context-sensitive grammar generates a context-free language.

**Theorem 2.5:** If the sequence $s_0, s_1, \ldots$ is generated by an e-GD2L system, then there exist a nonerasing homomorphism $h$ and a letter-to-letter homomorphism (coding) $g$ so that $s_n = g(h^n(s_0))$ for all $n \geq 0$.

**Theorem 2.6:** [16] The sequence equivalence problem for e-GD2L systems is decidable.

We are not directing our attention here to the languages generated by various parallel rewriting systems, but for completeness of the decidability results we mention the following two theorems. The DOL language equivalence had already been reduced to DOL sequence equivalence in [38] before the latter was shown to be decidable. Recently even the inclusion problem has been shown decidable.

**Theorem 2.7:** [45] The inclusion problem for DOL languages is decidable.

In the nondeterministic case we have the following result which follows from the undecidability of the equality problem for sentential forms of context free languages.

**Theorem 2.8:** [3] The equivalence problem for OL (even POL) languages is undecidable.

Another biologically important generalization of DOL systems is obtained when several starting strings and several homomorphisms (tables) are considered. Given two such systems with matching starting strings and matching pairs of homomorphisms we can ask whether all “matching” sequences are identical.

Consider

\[(h_1, \ldots, h_n), (h'_1, \ldots, h'_n)\]  

(2.1)

where $h_i, h'_i$ are homomorphisms $\Sigma^* \rightarrow \Sigma^*$, for $i = 1, \ldots, n$.

**Conjecture 2.9:** (DTOL sequence equivalence). Given strings $w, w' \in \Sigma^*$ and homomorphisms (2.1) it is decidable whether

\[h_{i_1}(h_{i_2}(\ldots h_{i_k}(w)\ldots)) = h'_{i_1}(h'_{i_2}(\ldots h'_{i_k}(w')\ldots))\]

for all $i_1 i_2 \ldots i_k$ in $[1, \ldots, n]^*$.  

**Lemma 2.10:** [20] Conjecture 2.9 holds if it holds for $n = 2$ (two tables).
Later we show another conjecture equivalent to Conjecture 2.9 (Theorem 3.4).

Note that the DTOL language equivalence problem has been shown undecidable in [39] and recently [46] it has been shown that it becomes decidable if only one system is a DTOL system and the other is DOL. This is a strengthening of the decidability of DOL language equivalence.

All the decidable problems mentioned in this section, as well as some other problems in L-systems (see e.g. [22]) have been shown decidable by reducing them to the DOL sequence equivalence problem (Theorem 2.1). Another problem shown decidable in the same way has been the equivalence problem for simple single loops programs with respect to symbolic evaluation [33].

3. **Homomorphism Equivalence on a Language**

The problems discussed in this section originated in a simple observation in the proof of decidability of DOL equivalence problem [8,15]. The first step in the proof was that given homomorphisms \( g,h : \Sigma^* \rightarrow \Delta^* \) and \( w \) in \( \Sigma^* \) the following two conditions are clearly equivalent.

\[
\begin{align*}
(i) & \quad g^n(w) = h^n(w) \text{ for all } n \geq 0; \\
(ii) & \quad g(u) = h(u) \text{ for all } u \text{ in } L, L = \{ g^n(w) : n \geq 0 \}.
\end{align*}
\]

So, the testing of iterative equivalence of two homomorphisms \( g,h \) can be reduced to the testing of string by string equivalence of \( g \) and \( h \) on a certain language, namely the language generated by \( g \) from the "starting string" \( w \). It is natural and also very useful (cf. Theorems 3.10 and 3.11) to attempt such testing also for other types of languages.

The problem to test whether two homomorphisms agree (string by string) on a given language from family \( L \) is called the **homomorphic equivalence problem for \( L \)** [20]. Its decidability for regular sets was already implicitly contained in [15]. The following is the main result from [20].

**Theorem 3.1:** [20] (Homomorphism equivalence for CFL). Given a context free language \( L \subseteq \Sigma^* \) and homomorphisms \( h,g : \Sigma^* \rightarrow \Delta^* \), it is decidable whether \( h(x) = g(x) \) for each \( x \in L \).

The decidability of homomorphic equivalence is open for all families of languages between DOL and indexed. In particular we have the following:

**Conjecture 3.2:** (Homomorphism equivalence for DOL languages). Given \( w \) in \( \Sigma^* \) and homomorphism \( h : \Sigma^* \rightarrow \Sigma^* \) and \( f,g : \Sigma^* \rightarrow \Delta^* \) it is decidable whether

\[
f(h^n(w)) = g(h^n(w))
\]

for all \( n \geq 0 \).

The following is mentioned in [20].

**Theorem 3.3:** Conjecture 2.2 is equivalent to Conjecture 3.2, i.e. the HDOL equivalence problem is decidable iff the homomorphism equivalence problem for
DOL languages is decidable.

Proof: 1. To test (3.1) means to compare two HDO1 sequences based on the same DOL system. 2. Given \( \alpha \in \Sigma^* \), \( \beta \in \Delta^* \) and homomorphisms \( g_1 : \Sigma^* \to \Sigma' \), \( g_2 : \Sigma^* \to \Sigma' \), \( h_1 : \Delta^* \to \Delta' \), \( h_2 : \Delta^* \to \Delta' \). Assume without loss of generality that \( \Sigma \cap \Delta = \emptyset \) and define homomorphisms \( f, f_1 \) and \( f_2 : (\Sigma \cup \Delta)^* \to (\Sigma \cup \Delta)^* \) by \( f(\alpha) = g_1(\alpha) \) for \( \alpha \in \Sigma \), \( f(\beta) = h_1(\beta) \) for \( \beta \in \Delta \), \( f_1(\alpha) = g_2(\alpha) \), \( f_2(\beta) = h_2(\beta) \) for \( \alpha \in \Sigma \), \( \beta \in \Delta \). Then, clearly, \( f_1(f^n(\alpha \beta)) = f_2(f^n(\alpha \beta)) \) for all \( n \) iff \( g_2(g_1^n(\alpha)) = h_2(h_1^n(\beta)) \) for all \( n \).

Using similar techniques as in the proof of Theorem 3.2 we also get the following reduction result.

Theorem 3.4: The following three problems are equivalent (and thus all conjectured to be decidable by Conjecture 2.9).

(a) DTOL sequence equivalence problem;
(b) HDTOL sequence equivalence problem;
(c) Homomorphism equivalence problem for DTOL languages.

Proof: We show the reduction (c) to (a); the others are easier.

Let \( \overline{\Sigma} = \{ \overline{a} \mid a \in \Sigma \} \) and for \( w \in \Sigma \) let \( \overline{w} \) denote the word obtained from \( w \) by "barring" each symbol. Given DTOL system \( G = (\Sigma, h_1, h_2, w) \) and homomorphisms \( g_1, g_2 \), we construct DTOL systems \( G_i = (\Sigma \cup \overline{\Sigma}, h_1, h_2, f_i, w) \) for \( i = 1, 2 \), where \( h_i(\alpha) = h_1(\alpha) \), \( h_i(\overline{\alpha}) = \epsilon \) for all \( \alpha \in \Sigma \) and \( j = 1, 2 \); \( f_i(\alpha) = g_i(\overline{\alpha}) \), \( f_i(\overline{\alpha}) = \epsilon \) for all \( \alpha \in \Sigma \) and \( i = 1, 2 \).

Since \( h_i(\overline{\alpha}) = \epsilon \) for all \( \alpha \), \( i = 1, 2 \) and \( u \in \Sigma^* \), it is easy to verify that \( G_1 \) and \( G_2 \) are sequence equivalent iff homomorphisms \( g_1 \) and \( g_2 \) are equivalent on \( L(G) \).

In [20] it has been conjectured that even a much stronger result than Conjecture 3.2 holds. However, in the view of Theorem 3.3 we cannot expect it to be easy to prove the following.

Conjecture 3.5: The homomorphism equivalence problem for indexed languages is decidable.

For the special case of elementary homomorphisms (see Section 4) decidability has been shown using Theorem 4.4.

Theorem 3.6: [49] It is decidable whether two given elementary homomorphisms are equivalent on a given indexed language.

The following is a partial solution of Conjecture 3.5, which is incomparable with Theorem 3.1. It is based on the fact that every homomorphism on a binary alphabet is either elementary or periodic with the same period for each letter (see Section 4), and on Theorem 3.6.
Theorem 3.7: [19] The homomorphism equivalence problem for ETOL languages over a binary alphabet is decidable.

Finally, we have an easy undecidability result:

Theorem 3.8: [20] The homomorphism equivalence problem for (deterministic) context-sensitive languages is undecidable.

We conclude this section with applications of Theorem 3.1 to problems about finite and push-down transducers [12]. All these quite powerful results follow easily from Theorem 3.1. Note, for example, that the equivalence problem for deterministic generalized sequential machines is a very special case of Theorem 3.11.

We call a transducer defining a regular (rational) translation a finite transducer (a-transducer in [28]). In [1] it has been shown that regular (rational) and push-down translations can be homomorphically characterized, i.e. each regular or push-down translation \( t \) can be expressed as

\[
  t = \{(g(w), h(w)) : w \in L\}
\]

where \( g, h \) are homomorphisms and \( L \) is regular or context free, respectively. Therefore, we immediately obtain by Theorem 3.1:

Theorem 3.9: [12] Given a finite transducer or a push down transducer it is decidable whether it defines an identity relation restricted to its domain.

From Theorem 3.9 we easily obtain the following:

Theorem 3.10: [12] Given a finite transducer \( M \) and a context-free grammar \( G \), it is decidable whether \( t_M \) (the relation defined by \( M \)) is functional on \( L(G) \).

The inverse relation of the restriction of \( t_M \) to \( L(G) \) is not necessarily equal to the restriction of \( t_M^{-1} \) to \( t_M(L(G)) \). Hence it does not follow as a corollary of Theorem 3.10, as claimed in [12], that it is decidable whether \( t_M \) is one-to-one on \( L(G) \). Actually this problem has been shown to be undecidable in [30]. However, we can test whether \( t_M \) is one-to-one (on its domain).

Among the other consequences of Theorem 3.1 shown in [12] is the decidability of the equivalence problem for functional finite transducers, or the even stronger result which follows, where an unambiguous pushdown transducer is a p.d.t. based on an unambiguous pushdown automaton [32].

Theorem 3.11: [12] (Equivalence between a functional finite transducer and an unambiguous pushdown transducer). Given an unambiguous pushdown transducer \( P \) and a functional finite transducer it is decidable whether \( t_P = t_M \).

4. Elementary Homomorphisms and Equality Sets

Here we consider a very useful special type of homomorphism first introduced in [23], equality sets for them and equality sets over a binary alphabet.
A homomorphism $h : \Sigma^* \to \Delta^*$ is \textit{elementary} if there is no decomposition of $h$ into homomorphisms $f$ and $g$, that is $h = gf$:

\[
\begin{array}{c}
\Sigma^* \\
\searrow f \\
\downarrow h \\
\nearrow g \\
\Delta^*
\end{array}
\]

such that card $\Gamma < \text{card } \Sigma$. Similarly, a finite language $L$ is \textit{elementary} if there is no language $K$ such that card $K < \text{card } L$, and $L \subseteq K^*$. Let $L_h = \{ h(a) : a \in \Sigma \}$. Clearly, a homomorphism $h : \Sigma^* \to \Delta^*$ is elementary iff card $L_h = \text{card } \Sigma^*$ and $L_h$ is elementary.

Properties of elementary homomorphisms and languages were studied in [23, 24, 41 and 35]. We mention a few of them.

\textbf{Theorem 4.1:} [23] Each elementary homomorphism is injective.

\textbf{Theorem 4.2:} [41] Let $L = \{u_1, \ldots, u_n\}$ be an elementary language over the alphabet $\Sigma$. If $u_ixz = u_iy$ for some $i \neq j$, $x, y \in L^*$ and $z \in \Sigma^*$, then $|u_i| \leq |u_1u_2 \ldots u_n| - n$.

\textbf{Corollary 4.3:} [41] Every elementary language is a code with bounded delay (both from left to right and from right to left).

The following is an important result. In particular it has made it possible to simplify the proof of the decidability of DOL sequence equivalence.

\textbf{Theorem 4.4:} [24] If homomorphisms $g$ and $h$ are elementary, then the equality set $E(g,h)$ is regular.

This result has been strengthened in [26] for the weaker assumption that at least one of $g$ and $h$ is elementary and then for even weaker assumptions in [35]. No effective proof even for the weakest result is known so we have the following open problem and its even harder versions.

\textbf{Open Problem 4.5:} Given elementary homomorphisms $g, h : \Sigma^* \to \Delta^*$, can the regular set $E(g,h)$ (represented e.g. by a regular expression) be found effectively?

This problem is presently open even for the case of binary alphabets [17]. A positive answer in this special case already implies the validity of Conjecture 5.2.
the decidability of PCP restricted to lists of length two.

The fact that every homomorphism on a binary alphabet is either elementary or periodic severely restricts the form of equality sets for homomorphisms over a binary alphabet (on free monoids with two generators). Each equality set is either regular or of the form \( \{ w \in \{a,b\}^* \mid \#a(w) / \#b(w) = k \} \) for some rational \( k \neq 0 \), where \( \#a(w) \) is the number of occurrences of letter \( a \) in \( w \). In [17] an attempt has been made to fully classify such equality sets. In particular for some words all possible homomorphisms agreeing on them are shown. On the other hand a number of sets or words (singleton sets) are shown to be “periodicity forcing,” meaning that only periodic homomorphisms could agree on them. These results support the following:

Conjecture 4.6: Every regular equality set for homomorphisms over a binary alphabet is of the form \( F^* \) where \( F \) is of cardinality at most two.

This conjecture would imply a simple proof of Theorem 6.2 and also sharpen this theorem, namely it would imply that for \( L \subseteq \{a,b\}^* \) there always exists (noneffectively) a test set (see Section 6) of cardinality at most three. Some other implications of Conjecture 4.6 are discussed in [17].

Note that there is no loss of generality in assuming that the range of considered homomorphisms is over a binary alphabet, since a larger alphabet can always be encoded into a binary one, preserving the equality set. This is, of course, not the case for the domain. Hence, we have a rather unusual situation that many problems considered here are much easier for a binary alphabet than in the general case. One such example is the DOL equivalence problem.

5. Homomorphism Compatibility

In Section 3 we were interested in testing whether two given homomorphisms agree “string by string” on a given language. In [20] four kinds of “homomorphism agreements” were considered, namely, compatibility, strong compatibility, ultimate equivalence and equivalence. The last one was considered in Section 3, here we will consider the first one, the other two are omitted since the results for them are similar to the two cases considered.

Homomorphisms \( g \) and \( h \) are compatible on a language \( L \) if \( g(w) = h(w) \) for some \( w \) in \( L \), that is if \( L \cap E(g,h) \neq \phi \).

To decide whether homomorphisms \( g \) and \( h \) are compatible on \( \Sigma^+ \), i.e. whether \( E(g,h) \neq \{e\} \neq \phi \), is nothing else but the Post Correspondence Problem (PCP). An instance PCP(\( g,h \)) is given by two nonerasing homomorphisms \( g,h : \{1,\ldots,n\}^* \rightarrow \Sigma^* \), traditionally called lists of length \( n \).

The problem of homomorphism compatibility for a family of languages \( L \) can be stated as: given \( L \) in \( L \) and homomorphisms \( g \) and \( h \), to decide whether there is \( w \) in \( L \) such that \( g(w) = h(w) \). Hence, this problem is undecidable for any family containing \( \Sigma^+ \) for arbitrarily large alphabet \( \Sigma \). Actually, it is known that there is a certain fixed size for \( \Sigma \), which is sufficient to make the PCP undecidable. However the minimal size is not known. We have the following open problem and conjecture.
Open Problem 5.1: What is the minimal integer $n$ such that PCP with only lists of length $n$ is undecidable?

The results in [17] support the following generally accepted but not yet proven

Conjecture 5.2: The PCP with the restriction to lists of length two, i.e. homomorphic compatibility on $\Sigma^+$ for a binary $\Sigma$, is decidable.

More difficult to prove would be the following:

Conjecture 5.3: The PCP restricted to instances PCP$(g,h)$ with elementary homomorphisms (lists) $g$ and $h$ is decidable.

Open is also the modification of Conjecture 5.3 obtained by assuming that the homomorphisms are injective rather than elementary.

Theorem 5.4: The positive solution of Problem 4.5 implies the validity of Conjectures 5.2 and 5.3.

Proof: If $g$ and $h$ are elementary, then we can effectively find a regular set $E(g,h)$ and test whether $E(g,h) \neq \{e\}$. This validates Conjecture 5.3, in the case of Conjecture 5.2. There remains the easy case when at least one of $g,h$ is periodic, see [17].

Obviously, $\# \Sigma^*$, for every alphabet $\Sigma$ and $\# \not\in \Sigma$, is a DTOL language. Hence, the homomorphism compatibility problem is clearly undecidable for the family of DTOL languages. However, we have the following:

Open Problem 5.5: (Homomorphism compatibility on DOL languages). Given $w$ in $\Sigma^*$, and homomorphisms $h: \Sigma^* \rightarrow \Sigma^*$, $g,f: \Sigma^* \rightarrow \Delta^*$, is it decidable whether there is an $n \geq 0$ such that $g(h^n(w)) = f(h^n(w))$?

Related are the following two problems:

Open Problem 5.6: (Intersecting DOL sequences). Given $u,v$ in $\Sigma^*$ and homomorphisms $g,h: \Sigma^* \rightarrow \Sigma^*$, is it decidable whether $g^i(u) = h^n(v)$ for some $n \geq 0$?

Open Problem 5.7: (Intersecting HDOL sequences). Given $u$ in $\Sigma^*$, $v$ in $\Delta^*$ and homomorphisms

$$
\begin{align*}
g_1: \Sigma^* & \rightarrow \Sigma^* \\
g_2: \Sigma^* & \rightarrow \Gamma^* \\
h_1: \Delta^* & \rightarrow \Delta^* \\
h_2: \Delta^* & \rightarrow \Gamma^*
\end{align*}
$$
is it decidable whether \( g_2^n(u) = h_2^n(v) \) for some \( n \)?

**Theorem 5.8:** Problems 5.5 and 5.7 are equivalent, the decidability of Problem 5.5 implies the decidability of Problem 5.6.

**Proof:** Similar to the proof of Theorem 3.3.

If we modify Problem 5.6 so that only the length of generated strings is compared we obtain the following problem which is shown in [51] to be equivalent to the well known open problem of finding zeros of \( \mathbb{Z} \)-rational functions.

**Open Problem 5.9:** (Intersecting DOL growth sequences). Given \( u \) in \( \Sigma^* \), \( v \) in \( \Delta^* \) and \( h : \Delta^* \rightarrow \Delta^* \) decide whether \( |g^n(u)| = |h^n(v)| \) for some \( n \).

There are a large number of results (and open problems) concerning growth (length) and Parikh vector sequences generated by one or more iterative homomorphisms. Mathematically, they belong to the theory of noncommutative formal power series and we refer the interested reader to [51]. We have included Problem 5.9 here because of its strong implications to our other open problems shown in the following theorem. The first part was shown in the terminology of \( \mathbb{Z} \)-rational functions in [42] the second follows by Theorem 3.3.

**Theorem 5.10:** The decidability of Problem 5.9 implies

(i) The decidability of the HDOL sequence equivalence problem (Conjecture 2.2).

(ii) The decidability of the homomorphism equivalence problem for DOL languages.

Clearly, the decidability of Problem 5.7 (or 5.5) implies the decidability of Problem 5.9 and therefore, by Theorem 5.10, also the decidability of (i) and (ii) above.

In [17] a problem which can be considered dual to the Post Correspondence Problem is shown to be decidable by reducing it to Makanin's result concerning solvability of equations in free monoids [36].

**Theorem 5.11:** Given a string \( w \) in \( \Sigma^* \), it is decidable whether there exist two distinct homomorphisms \( g, h : \Sigma^* \rightarrow \Delta^* \) for some \( \Delta \), such that at least one of them is aperiodic and \( g(w) = h(w) \).

Note that the problem is trivial if \( g \) and \( h \) are not required to be distinct or aperiodic.
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6. Test Sets and Checking Words

The very interesting "Ehrenfeucht conjecture" (Conjecture 6.1) is at least several years older than the notion of homomorphism equivalence to which it is closely related.

We say that a finite subset \( F \) of a language \( L \) is a test set for \( L \) if, for any pair of homomorphisms \((g,h)\), \( g(x) = h(x) \) for all \( x \) in \( L \) if and only if \( g(x) = h(x) \) for all \( x \) in \( F \), i.e. \( g \) and \( h \) are equivalent on \( L \) iff \( g \) and \( h \) are equivalent on \( F \).

**Conjecture 6.1:** For every language there exists a test set.

It immediately follows by Theorem 3.8 that given a context sensitive grammar \( G \) a test set for \( L(G) \) cannot be effectively constructed, since the effective existence of a test set for a family \( L \) obviously implies the decidability of homomorphism equivalence for \( L \).

The discussion in Section 4 indicates that proving the validity of the Ehrenfeucht conjecture is considerably easier for languages over a binary alphabet. This has actually been done recently in [21].

**Theorem 6.2:** [21] For each language \( L \subseteq \Sigma^* \), where \( \Sigma \) is a binary alphabet, there exists a test set \( F \), i.e. a finite set \( F \), such that for each pair of homomorphisms \( g,h \), \( g(x) = h(x) \) for all \( x \) in \( L \) iff \( g(x) = h(x) \) for all \( x \) in \( F \).

It easily follows from the discussion in (15 or 20) that for each regular set there effectively exists a test set. Recently this result has been extended to context free languages.

**Theorem 6.3:** [2] For each context free language there effectively exists a test set.

As mentioned above, this result immediately implies the decidability of homomorphism equivalence on the CFL (Theorem 3.1).

Actually, a somewhat stronger form of Theorem 6.3 is shown in [2], namely that given a CFG \( G = (N,T,P,S) \) with \( n=\text{card } N \) and \( m \) the maximal length of the right side of the a production in \( P \),

\[
F = \{ w \in L : |w| \leq m^{3n+1} \}
\]

is a test set for \( L(G) \).

This result is then used to obtain also finite "test sets" for CFL with respect to gsm mappings realized by gsm with a uniformly bounded number of states. Despite our reasons for expecting it to be hard to prove Conjecture 3.2 (equivalent to Conjecture 2.2) we venture to make an even stronger one:

**Conjecture 6.4:** For every indexed language (given by an indexed grammar) there effectively exists a test set.

According to [21] a word in \( \Sigma^* \) is a checking word for a language \( L \subseteq \Sigma^* \) if, for any pair of homomorphisms \((g,h)\), \( g(x) = h(x) \) for all \( x \) in \( L \) if and only if \( g(w) = h(w) \). Observe that it is not required that \( w \) be in \( L \), hence \(|w| \) might not
be a test set for \( L \).

A language \( L \) is rich if two homomorphisms \( g \) and \( h \) are equivalent on \( L \) only in case \( g = h \). Somewhat surprisingly it is easier to show the following result than Theorem 6.2.

**Theorem 6.5:** [21] Every language over a binary alphabet is either rich or possesses a checking word.

7. **Representation of Language Families**

Equality sets have already been discussed in the previous sections mainly in relation to decidability problems about homomorphisms. They were explicitly introduced in [24] under a different name and their basic properties were studied in [49]. A generalization of equality sets to more than two homomorphisms is considered by [6].

It turned out that equality sets and similarly fixed point languages [26] provide simple representations of the recursively enumerable languages [11, 27, 49] which can also be extended to various time and complexity classes [4, 5, 13, 14]. The first results say that the closure of equality sets under dgsm mappings is the family of recursively enumerable languages.

**Theorem 7.1:** [27, 49] For every recursively enumerable (r.e.) set \( L \), there exists a pair of homomorphisms \( (h_1, h_2) \) and a dgsm mapping \( g \) such that \( L = g(E(h_1, h_2)) \).

This result has been strengthened in [11] by replacing dgsm's by erasings and equality sets by minimal equality sets.

A homomorphism \( h : \Sigma^* \rightarrow \Delta^* \) is called an erasing if, for each \( a \in \Sigma \) either \( h(a) = a \) or \( h(a) = \epsilon \). For homomorphisms \( g, h : \Sigma^* \rightarrow \Delta^* \), the minimal equality set is the set \( e(g, h) = \left\{ w \in \Sigma^+ \mid g(w) = h(w) \text{ and if } w = uv \text{ for } u, v \in \Sigma^+ \right\} \). Then \( e(g, h) \neq e(h, g) \), that is, using the notation of [32],

\[
e(g, h) = \min(E(g, h)) - \left\{ \epsilon \right\}.
\]

**Theorem 7.2:** [11] For every r.e. language \( L \), there exist homomorphisms \( h_1, h_2 \) and an erasing \( h_0 \) so that \( L = h_0(e(h_1, h_2)) \).

Also we have a representation based on fixed points of dgsm mappings. Let \( g : \Sigma^* \rightarrow \Sigma^* \) be a function. The fixed-point language \( F_p(g) \) of the function \( g \) is defined to be \( F_p(g) = \left\{ w \in \Sigma^* \mid g(w) = w \right\} \).

**Theorem 7.3:** [27] For every r.e. language \( L \), there exists a dgsm mapping \( g \) and an erasing \( h \) such that \( L = h(F_p(g)) \).

By imposing simple restrictions on the mappings used in Theorems 7.1, 7.2 and 7.3 we obtain a simple "machine independent" characterization of many time and space complexity classes of languages. Similar results have been shown independently in [4, 5] and in [13, 14]. We give here a few of these results.
We say that \( \mathcal{C} \) is a class of complexity functions if \( \mathcal{C} \) is a class of functions closed under addition of and multiplication by a constant. A language \( L \) is of time (space) complexity \( \mathcal{C} \) if \( L \) is accepted by a nondeterministic multitape on-line Turing machine \( M \) which operates within time-bound (space-bound) \( f \), for some \( f \) in \( \mathcal{C} \), we write \( L \in \text{NTIME}(\mathcal{C}) \) (\( L \in \text{NSPACE}(\mathcal{C}) \)).

We generalize the notion of \( k \)-limited erasing [32] as follows: For a function \( f \) on the integers we say that an erasing \( h \) is \( f \)-bounded on a language \( L \) if for each \( w \) in \( L \), \( w = xyz \) and \( h(y) = \epsilon \) implies \( |y| \leq f(|w|) \), that is at most \( f(|w|) \) consecutive symbols of \( w \) may be erased. We say that \( h \) is \( \mathcal{C} \)-bounded, for a class \( \mathcal{C} \) of complexity functions, if \( h \) is \( f \)-bounded for some \( f \) from \( \mathcal{C} \).

We get the following “machine independent” characterization of the time complexity classes of languages.

**Theorem 7.4:** [5,14] Let \( \mathcal{C} \) be a class of complexity functions closed under squaring. Then the following three conditions are equivalent.

(i) \( L \in \text{NTIME}(\mathcal{C}) \)

(ii) \( L = h_0(e(h_1, h_2)) \) where \( h_1, h_2 \) are homomorphisms and \( h_0 \) is an \( \mathcal{C} \)-bounded erasing on \( e(h_1, h_2) \).

(iii) \( L = h(F_p(g)) \) where \( g \) is a dgsn mapping and \( h \) is an erasing on \( F_p(g) \).

**Corollary:** A language \( L \) is in \( \text{NP} \) if there exist homomorphisms \( h_0, h_1, h_2 \) such that \( h_0(e(h_1, h_2)) = L \) and \( h_0 \) is polynomial-bounded erasing on \( e(h_1, h_2) \).

**Corollary:** A language \( L \) is primitive recursive (recursive) if there exist homomorphisms \( h_0, h_1, h_2 \) such that \( h_0(e(h_1, h_2)) = L \) and \( h_0 \) is primitive recursive (recursive) bounded erasing on \( e(h_1, h_2) \).

In order to get a characterization of space complexity classes we need to generalize the notion of bounded balance on a language considered in Section 3.

Consider two fixed homomorphisms \( g,h : \Sigma^* \rightarrow \Delta^* \). Recall that for each \( w \) in \( \Sigma^* \), the balance of \( w \) is defined as \( B(w) = |g(w)| - |h(w)| \). Now, for a monotone function \( f \) on the integers, an erasing \( \pi \) and \( L \subseteq \Sigma^* \) we say that the pair \( (g,h) \) has \( f \)-bounded balance on language \( L \), with respect to erasing \( \pi \), if for each \( x \) in \( L \) and each prefix \( x \) of \( x \) we have \( |B(w)| \leq f(|h(x)|) \). For a complexity class \( \mathcal{C} \), we say that \( (g,h) \) has \( \mathcal{C} \)-bounded balance on \( L \), with respect to \( \pi \), if the same holds true for some \( f \in \mathcal{C} \).

**Theorem 7.5:** [14] Let \( \mathcal{C} \) be any class of complexity functions. Then \( L \in \text{NSPACE}(\mathcal{C}) \) if \( L = h_0(e(h_1, h_2)) \) where \( h_0 \) is an erasing and the pair \( (h_1, h_2) \) has \( \mathcal{C} \)-bounded balance on \( e(h_1, h_2) \) with respect to \( h_0 \).

**Corollary:** A language \( L \) is context sensitive if there exist an erasing \( h_0 \) and homomorphisms \( h_1, h_2 \) such that \( L = h_0(e(h_1, h_2)) \) and the pair \( (h_1, h_2) \) has linear-bounded balance on \( e(h_1, h_2) \).

The class \( \text{NP} \) also has an alternative characterization:
Theorem 7.6: [5] The class \( E(h_1, h_2) \) (of nonerasing homomorphisms) with square-root-bounded balance (i.e. with the pair \((h_1, h_2)\) having square-root-bounded balance on \( E(h_1, h_2) \) with respect to the identity) and closed under intersection with regular sets and polynomial-bounded erasings.

We also have an alternative necessary condition for \( \text{PSPACE} \):

Theorem 7.7: [5] For every language \( L \) in \( \text{PSPACE} \) there is a pair of nonerasing homomorphisms \((h_1, h_2)\) with \( \log n \)-bounded balance, a regular set \( R \), and an erasing \( h \) such that \( L = h(E(h_1, h_2) \cap R) \) and for some constants \( c > 1, k > 0 \), \( h \) is \( c^n h \)-bounded on \( E(h_1, h_2) \cap R \).

The study of equality sets has contributed representation theorems of the following form:

Let \( \Sigma \) be a family of languages over an alphabet \( \Sigma \). Then there exist a language \( L_\Sigma \) and an erasing \( \pi_\Sigma \) such that \( L \in L \) iff \( L = \pi_\Sigma(L_\Sigma \cap R_L) \) for some regular set \( R_L \).

Letting \( L \) being the family of context free languages we have the well known Chomsky-Schützenberger theorem with \( L_\Sigma \) being the Dyck language over \( \Sigma \) for the families of EOL and ETOL languages such representation has been established in [7].

Now, given \( \Sigma \) let \( \overline{\Sigma} \) denote the alphabet disjoint from \( \Sigma \) consisting of “barred” symbols, \( \overline{\Sigma} = \{ \overline{a} \mid a \in \Sigma \} \), and for any word \( x \) in \( \Sigma^* \), let \( \overline{x} \) denote the word obtained from \( x \) by barring each symbol. To get a representation as above for the r.e. sets, the twin-shuffle over \( \Sigma \) has been defined in [27] as

\[
L(\Sigma) = \{ x \in (\Sigma \cup \overline{\Sigma})^* \mid \pi_\Sigma(x) = \pi_{\overline{\Sigma}}(x) \}
\]

where \( \pi_\Sigma, \pi_{\overline{\Sigma}} \) areerasings on \((\Sigma \cup \overline{\Sigma})^*\), which only preserve the symbols from \( \Sigma, \overline{\Sigma} \) respectively.

Clearly, the twin-shuffle \( L(\Sigma) \) is an equality set of two homomorphisms. They cannot be nonerasing as shown in [5].

Theorem 7.8: [27] Let \( L \) be an r.e. language over \( \Sigma \). There exists a regular set \( R_L \subseteq (\Sigma \cup \overline{\Sigma} \cup \{0, 0, 1, 1\})^* \) such that \( L = \pi_\Sigma(L(\Sigma \cup \{0, 1\}) \cap R_L) \), where \( \pi_\Sigma \) is the erasing which only preserves the symbols from \( \Sigma \).

This theorem has essentially been shown in [27] using Theorem 7.3. It also follows by Theorem 7.2, see [13, 18].

It is actually not difficult to show that every principal cone has a representation as above. A family of languages \( \Sigma \) is a principal cone if there is an \( L \) in \( \Sigma \) such that \( L \) is the closure of \( \{L\} \) under the operations of homomorphism, inverse homomorphism and intersection with a regular set, or equivalently \( L \) is the closure of \( \{L\} \) under finite transducers (rational relations), see [28].

Theorem 7.9: [13, 18] Let \( \Sigma \) be an alphabet and \( L \) a principal cone. There exists a
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language $L_\Sigma$ in $L$ such that for each $L$ in $L$, $L \subseteq \Sigma^*$, there exists a regular set $R_L$ such that $L = \pi_\Sigma(L_\Sigma \cap R_L)$ where $\pi_\Sigma$ is the erasing, which only preserves the symbols in $\Sigma$.

We refer to [4,5,13,14,18,27] for a number of additional representation results.
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Intersection of DOL growth sequences
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Zero of Z-rational function

HDOL sequence equivalence

Homomorphism equivalence for DOL languages

Relations between open decidability problems
(see 5.5-5.10, A ⇒ B reads the decidability of A implies the decidability of B)
Open Problem 5.1: What is the minimal integer \( n \) such that PCP with only lists of length \( n \) is undecidable?

The results in [17] support the following generally accepted but not yet proven

Conjecture 5.2: The PCP with the restriction to lists of length two, i.e., homomorphic compatibility on \( \Sigma^* \) for a binary \( \Sigma \), is decidable.

More difficult to prove would be the following:

Conjecture 5.3: The PCP restricted to instances \( \text{PCP}(g,h) \) with elementary homomorphisms (lists) \( g \) and \( h \) is decidable.

Open is also the modification of Conjecture 5.3 obtained by assuming that the homomorphisms are injective rather than elementary.

Theorem 5.4: The positive solution of Problem 4.5 implies the validity of Conjectures 5.2 and 5.3.

Proof: If \( g \) and \( h \) are elementary, then we can effectively find a regular set \( E(g,h) \) and test whether \( E(g,h) \neq \{e\} \). This validates Conjecture 5.3, in the case of Conjecture 5.2. There remains the easy case when at least one of \( g,h \) is periodic, see [17].

Obviously, \( \Sigma^* \), for every alphabet \( \Sigma \) and \( \alpha \in \Sigma \), is a DFOI language. Hence, the homomorphism compatibility problem is clearly undecidable for the family of DFOI languages. However, we have the following:

Open Problem 5.5: (Homomorphism compatibility on DFOI languages). Given \( w \) in \( \Sigma^* \), and homomorphisms \( h : \Sigma^* \to \Sigma^* \), \( f : \Sigma^* \to \Delta^* \), is it decidable whether there is an \( n \geq 0 \) such that \( g(h^n(w)) = f(h^n(w)) \)?

Related are the following two problems:

Open Problem 5.6: (Intersecting DFOI sequences). Given \( w \) in \( \Sigma^* \) and homomorphisms \( h, k : \Sigma^* \to \Sigma^* \), is it decidable whether \( g^k(h^n(w)) = h^k(g^n(w)) \) for some \( n \geq 0 \)?

Open Problem 5.7: (Intersecting DFOI sequences). Given \( \alpha \) in \( \Sigma^* \), \( \beta \) in \( \Delta^* \) and homomorphisms

\[ g_1 : \Sigma^* \to \Sigma^* \]
\[ g_2 : \Sigma^* \to \Gamma^* \]
\[ h_1 : \Delta^* \to \Delta^* \]
\[ h_2 : \Delta^* \to \Gamma^* \]
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ABSTRACT

A number of recent results and open problems on homomorphisms on free monoids are discussed. Many of the results and conjectures state that various equivalence problems about homomorphisms are decidable. Also discussed are equality sets, test sets and new representation theorems for families of languages.
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0. Introduction

We survey a number of recent results and open problems on homomorphisms on free monoids. Except for the last section, dealing with representation of language families, most of the results are decidability results. They were motivated or directly constitute problems in 1-systems theory. However all of them are basic problems about free monoids and as such are not only of purely mathematical interest, but also, since they are all simply formulated decidability problems, are of fundamental interest for theoretical computer science.

Whenever possible we give an algebraic formulation of each problem so that reading, not only the whole paper, but even a particular problem or theorem does not require any specialized knowledge. Open problems are specifically of interest, which makes us stress some topics. The only new results in this paper are some relations among the open problems (conjectures) mostly very easily shown.

In section 2 we deal with iterations of one or more homomorphisms (DOL, HDOL, DTO1 systems) and some generalizations thereof. The next section is about "homomorphism equivalence on languages," i.e., the problem whether two given homomorphisms agree "string by string" on a given language, and its applications to transducers.

In Section 4 we consider elementary homomorphisms and questions about equality sets, in particular over a binary alphabet. In the next section we consider "homomorphism compatibility on languages," i.e., the problem whether there exists a string in given languages on which two given homomorphisms agree, in particular various restricted forms of the Post Correspondence Problem.

In Section 6 we discuss the Ehrenfeucht conjecture: Each language possesses a finite subset such that any two homomorphisms which agree string by string on the subset agree also on the whole language. Some partial solutions are discussed. Finally in the last section we list some new representation theorems for language families based on equality sets and related phenomena.

Research supported in part by the Natural Science and Engineering Research Council of Canada under Grant No. A-7403. Preparation of this paper was supported in part by the National Science Foundation under Grant No. MCS79-05012.
1. Preliminaries

We consider homomorphisms \( \Sigma^* \to \Delta^* \), where \( \Sigma^*, \Delta^* \) are free monoids generated by finite alphabets \( \Sigma, \Delta \). The monoid unit (empty word) is denoted by \( e \). The length of a word \( w \) in \( \Sigma^* \) is denoted by \( |w| \). We also use \( |n| \) to denote the absolute value of number \( n \). The cardinality of set \( S \) is denoted by \( \text{card} \, S \).

An alphabet \( \Sigma \), homomorphism \( h : \Sigma^* \to \Sigma^* \) and an (initial) word \( w \) in \( \Sigma^* \) form a DOL system \( G = (\Sigma, h, w) \). The sequence generated by \( G \), denoted \( E(G) \), is defined by \( E(G) = w, h(w), h^2(w), \ldots \); the language generated by \( G \), denoted \( L(G) \), is defined by \( L(G) = \{ h^n(w) \mid n \geq 0 \} \).

A DOL system \( G \) and another homomorphism \( g \) form an HDOL system \( K = \langle G, g \rangle \). It generates the sequence

\[ F(K) = g(w), g(h(w)), g(h^2(w)), \ldots \]

and the language

\[ L(K) = g(L(G)) = \{ g(h^n(w)) \mid n \geq 0 \}. \]

A DTOI system \( G \) is a tuple \( (\Sigma, h_1, \ldots, h_n, w) \) where \( h_i : \Sigma^* \to \Sigma^* \) for \( i = 1, \ldots, n \). It generates a set of sequences

\[ \{ w, h_{i_1}(w), h_{i_2}(h_{i_3}(w)), \ldots \mid i_1, i_2, \ldots \in \{1, \ldots, n\} \} \]

and the language

\[ L(G) = \{ h_{i_1}(h_{i_2}(\ldots h_{i_n}(w) \ldots)) \mid i_1, \ldots, i_n \in \{1, \ldots, n\} \}. \]

For homomorphisms \( g, h : \Sigma^* \to \Delta^* \), the equality set for the pair \( (g, h) \) is denoted by \( E(g, h) \) and defined by \( E(g, h) = \{ x \in \Sigma^* \mid g(x) = h(x) \} \).

A deterministic generalized sequential mapping (dGSM) is a mapping defined by deterministic generalized sequential machine with accepting states (dGSM) as in [32].

For other standard definitions and notations we refer the reader to [40, 41 or 47].

2. Iterated Homomorphisms

We will discuss a number of decision problems about iterative homomorphisms. The following problem and techniques used in its proof stimulated most of the research reported in this paper.

**Theorem 2.1** [15] (DOL sequence equivalence problem). Given two homomorphisms \( g, h : \Sigma^* \to \Sigma^* \) and \( w \) in \( \Sigma^* \) it is decidable whether \( g^a(w) = h^b(w) \) for all \( a \geq 0 \).

The strategy of the solution of this problem is to show that any two (normal) equivalent systems must behave in certain "similar" ways and then to show the decidability for each class systems only. Here a pair of DOL systems is similar if the pair \( (g, h) \) has "bounded behavior" on the language \( \{ g^a(w) \mid a \geq 0 \} \).
The balance of a string $w$ in $\Sigma^*$ with respect to a pair of homomorphisms $g, h$ on $\Sigma^*$ is defined as

$$B(w) = |g(w)| - |h(w)|$$

The pair $(g, h)$ is said to have bounded balance on language $L$ if there is a $C > 0$ so that $|B(w)| \leq C$ for each prefix of every word in $L$.

A property of a pair of DOL systems $G_1 = (\Sigma, g, w)$ and $G_2 = (\Sigma, h, w)$ equivalent to "bounded balance" is introduced in [15]. The pair $(G_1, G_2)$ is said to have a true envelope $R$ if $L(G_2) \cup L(G_1) \subseteq R \subseteq L(g, h)$. Obviously, if a pair $(G_1, G_2)$ has a true envelope, then $G_1$ and $G_2$ are sequence equivalent. It is shown in [15] that a pair of equivalent DOL systems $(G_1, G_2)$ has a regular true envelope if the pair of homomorphisms $(g, h)$ has bounded balance on $L(G_1)$, and consequently that each pair of equivalent normal DOL systems has a regular true envelope. The latter result is extended in [25] to all pairs of equivalent DOL systems.

The "bounded balance technique" is also useful when testing homomorphism equivalence discussed in Section 3. (See [20]). The same holds also for another technique introduced in [8], the "shifting argument". Roughly speaking, it is used to show that if homomorphisms $g, h$ agree on two words of the form $xwy$ and $wxy$, i.e. with a common subword $w$, where $w$ is "sufficiently long" and $|B(x) - B(y)|$ "sufficiently small", then either $B(x) = B(y)$ or $g(w)$ and $h(w)$ are periodic.

The bounded balance technique is not helpful in proving the following generalization of the DOL sequence equivalence problem.

**Conjecture 2.2:** (HDOL equivalence problem). Given four homomorphisms $g_1 : \Sigma_1 \rightarrow \Sigma_2$, $g_2 : \Sigma_2 \rightarrow \Sigma_3^*$, $h_1 : \Delta_1 \rightarrow \Delta_2^*$, $h_2 : \Delta_2 \rightarrow \Delta_3^*$ and strings $u \in \Sigma_1^*$, $v \in \Delta_1^*$. It is decidable whether $g_2(g_1(u)) = h_2(h_1(v))$.

We show later a problem equivalent to the HDOL equivalence problem (Theorem 3.3). There are two other interesting extensions of DOL equivalence which have been shown decidable by reducing them to DOL equivalence. (Theorems 2.3 and 2.6). The proof of the following theorem also uses results about monoids generated by integer matrices obtained by [34] and by [37].

**Theorem 2.3:** [10] (Ultimate sequence equivalence). Given two homomorphisms $g, h : \Sigma \rightarrow \Sigma^*$ and $u, v$ in $\Sigma^*$, it is decidable whether there exists $n \geq 0$ such that $g^k(u) = h^k(v)$ for all $k \geq n$.

It is natural to ask whether sequence equivalence remains decidable for more complicated mappings than homomorphisms, in particular for mappings defined symbol by symbol but in a context dependent manner. This is also strongly biologically motivated since such mappings abstract developmental systems of higher level where individual cells interact, i.e. their behaviour is context dependent. The simplest case is dependence on one symbol at the left, the so-called DNL system. The sequence equivalence has been shown undecidable even for propagating (nonerasing) version of these systems.

**Theorem 2.4:** [52] The PDNL sequence equivalence problem is undecidable.
In the view of the last theorem it is rather surprising that the equivalence problem becomes decidable when the rewriting of a letter might depend on one neighbour from each side but only when the letter is being rewritten by at least two new letters. That is any letter-to-letter rewriting must be context free (no erasing is allowed). A deterministic system based on this type of rewriting is introduced in [16] and called an e-GD2L system. Two main results of [16] are that e-GD2L systems have essentially context-free behaviour and that the sequence equivalence for them is decidable. The former result could be compared to "Baker's Theorem" (29, Theorem 10.2.1) giving a condition under which context-sensitive grammar generates a context-free language.

**Theorem 2.5:** If the sequence $s_0, s_1, \ldots$ is generated by an e-GD2L system, then there exist a nonerasing homomorphism $h$ and a letter-to-letter homomorphism (coding) $g$ so that $s_n = g(h^n(s_0))$ for all $n \geq 0$.

**Theorem 2.6:** [16] The sequence equivalence problem for e-GD2L systems is decidable.

We are not directing our attention here to the languages generated by various parallel rewriting systems, but for completeness of the decidability results we mention the following two theorems. The DOL language equivalence had already been reduced to DOL sequence equivalence in [38] before the latter was shown to be decidable. Recently even the inclusion problem has been shown decidable.

**Theorem 2.7:** [45] The inclusion problem for DOL languages is decidable.

In the nondeterministic case we have the following result which follows from the undecidability of the equality problem for sentential forms of context free languages.

**Theorem 2.8:** [3] The equivalence problem for OL (even POL) languages is undecidable.

Another biologically important generalization of DOL systems is obtained when several starting strings and several homomorphisms (tables) are considered. Given two such systems with matching starting strings and matching pairs of homomorphisms we can ask whether all "matching" sequences are identical.

Consider

$$(h_1, \ldots, h_n), (h'_1, \ldots, h'_n) \quad (2.1)$$

where $h_i, h'_i$ are homomorphisms $\Sigma^* \rightarrow \Sigma^*$, for $i = 1, \ldots, n$.

**Conjecture 2.9:** (DTOL sequence equivalence). Given strings $w, w' \in \Sigma^*$ and homomorphisms (2.1) it is decidable whether

$$h_{i_1}(h_{i_2}(\ldots h_{i_k}(w)\ldots)) = h'_{i_1}(h'_{i_2}(\ldots h'_{i_k}(w')\ldots))$$

for all $i_1, i_2, \ldots, i_k$ in $\{1, \ldots, n\}^*$.

**Lemma 2.10:** [20] Conjecture 2.9 holds if it holds for $n = 2$ (two tables).
Homomorphisms: decidability, equality and test sets

Later we show another conjecture equivalent to Conjecture 2.9 (Theorem 3.4).

Note that the DTOI language equivalence problem has been shown undecidable in [39] and recently [46] it has been shown that it becomes decidable if only one system is a DTOI system and the other is DOL. This is a strengthening of the decidability of DOL language equivalence.

All the decidable problems mentioned in this section, as well as some other problems in L-systems (see e.g., [22]) have been shown decidable by reducing them to the DOL sequence equivalence problem (Theorem 2.1). Another problem shown decidable in the same way has been the equivalence problem for simple single loops programs with respect to symbolic evaluation [33].

3. Homomorphism Equivalence on a Language

The problems discussed in this section originated in a simple observation in the proof of decidability of DOL equivalence problem [8,15]. The first step in the proof was that given homomorphisms \( g, h : \Sigma^* \rightarrow \Sigma^* \) and \( w \) in \( \Sigma^* \) the following two conditions are clearly equivalent.

(i) \( g^n(w) = h^n(w) \) for all \( n \geq 0 \);
(ii) \( g(u) = h(u) \) for all \( u \) in \( L_L = \{ g^n(w) : n \geq 0 \} \).

So, the testing of iterative equivalence of two homomorphisms \( g, h \) can be reduced to the testing of strings by string equivalence of \( g \) and \( h \) on a certain language, namely the language generated by \( g \) from the “starting string” \( w \). It is natural and also very useful (cf. Theorems 3.10 and 3.11) to attempt such testing also for other types of languages.

The problem to test whether two homomorphisms agree (string by string) on a given language from family \( L \) is called the homomorphic equivalence problem for \( L \) [20]. Its decidability for regular sets was already implicitly contained in [15]. The following is the main result from [20].

**Theorem 3.1.** [20] (Homomorphism equivalence for CFL). Given a context free language \( L \subseteq \Sigma^* \) and homomorphisms \( h, g : \Sigma^* \rightarrow \Delta^* \), it is decidable whether \( h(x) = g(x) \) for each \( x \in L \).

The decidability of homomorphic equivalence is open for all families of languages between DOL and indexed. In particular we have the following:

**Conjecture 3.2.** (Homomorphism equivalence for DOL languages). Given \( w \) in \( \Sigma^* \) and homomorphism \( h : \Sigma^* \rightarrow \Sigma^* \) and \( f, g : \Sigma^* \rightarrow \Delta^* \) it is decidable whether

\[
f(h^n(w)) = g(h^n(w))
\]

for all \( n \geq 0 \).

The following is mentioned in [20].

**Theorem 3.3.** Conjecture 2.2 is equivalent to Conjecture 3.2, i.e. the HDOI equivalence problem is decidable if the homomorphism equivalence problem for
DOI languages is decidable.

*Proof:* 1. To test (3.1) means to compare two HDOL sequences based on the same DOI system. 2. Given \( u \in \Sigma^* \), \( v \in \Delta^* \), and homomorphisms \( g_1 : \Sigma^* \rightarrow \Sigma^* \), \( g_2 : \Sigma^* \rightarrow \Delta^* \), \( h_1 : \Delta^* \rightarrow \Delta^* \), \( h_2 : \Delta^* \rightarrow \Delta^* \). Assume without loss of generality that \( \Sigma \cap \Delta = \emptyset \) and define homomorphisms \( f, f_1 \) and \( f_2 : (\Sigma \cup \Delta)^* \rightarrow (\Sigma \cup \Delta)^* \) by \( f(a) = g_1(a) \) for \( a \in \Sigma \), \( f(b) = h_1(b) \) for \( b \in \Delta \), \( f_1(a) = g_2(a) \), \( f_2(b) = h_2(b) \) for \( a \in \Sigma \), \( f_1(b) = \epsilon \), \( f_2(b) = h_2(b) \) for \( b \in \Delta \). Then, clearly, \( f_1(f^n(uv)) = f_2(f^n(uv)) \) for all \( n \) if \( g_2(g_1^n(u)) = h_2(h_1^n(v)) \) for all \( n \).

Using similar techniques as in the proof of Theorem 3.2 we also get the following reduction result.

**Theorem 3.4:** The following three problems are equivalent (and thus all conjectured to be decidable by Conjecture 2.9).

(a) DTOI sequence equivalence problem;
(b) HDTOI sequence equivalence problem;
(c) Homomorphism equivalence problem for DTOI languages.

*Proof:* We show the reduction (c) to (a); the others are easier.

Let \( \Sigma = \{ a | a \in \Sigma \} \) and for \( w \in \Sigma \) let \( \overline{w} \) denote the word obtained from \( w \) by "baring" each symbol. Given DTOI system \( G = (\Sigma, h_1, h_2, w) \) and homomorphisms \( g_1, g_2 \), we construct DTOI systems \( G_i = (\Sigma \cup \overline{\Sigma}, h_i, h_i, f_i, w) \) for \( i = 1, 2 \), where \( h_i(a) = h_i(a) \), \( h_i(\overline{a}) = \epsilon \) for all \( a \in \Sigma \) and \( j = 1, 2 \); \( f_i(a) = g_i(a) \), \( f_i(\overline{a}) = \epsilon \) for all \( a \in \Sigma \) and \( i = 1, 2 \).

Since \( h_i(f_i(u)) = \epsilon \) for all \( i, j = 1, 2 \) and \( u \in \Sigma^* \), it is easy to verify that \( G_1 \) and \( G_2 \) are sequence equivalent iff homomorphisms \( g_1 \) and \( g_2 \) are equivalent on \( L(G) \).

In [20] it has been conjectured that even a much stronger result than Conjecture 3.2 holds. However, in the view of Theorem 3.3 we cannot expect it to be easy to prove the following:

**Conjecture 3.5:** The homomorphism equivalence problem for indexed languages is decidable.

For the special case of elementary homomorphisms (see Section 4) decidability has been shown using Theorem 4.4.

**Theorem 3.6:** [49] It is decidable whether two given elementary homomorphisms are equivalent on a given indexed language.

The following is a partial solution of Conjecture 3.5, which is incomparable with Theorem 3.1. It is based on the fact that every homomorphism on a binary alphabet is either elementary or periodic with the same period for each letter (see Section 4), and on Theorem 3.6.
Theorem 3.7: [19] The homomorphism equivalence problem for ETOI languages over a binary alphabet is decidable.

Finally, we have an easy undecidability result:

Theorem 3.8: [20] The homomorphism equivalence problem for (deterministic) context-sensitive languages is undecidable.

We conclude this section with applications of Theorem 3.1 to problems about finite and push-down transducers [12]. All these quite powerful results follow easily from Theorem 3.1. Note, for example, that the equivalence problem for deterministic generalized sequential machines is a very special case of Theorem 3.11.

We call a transducer defining a regular (rational) translation a finite transducer (a-transducer in [28]). In [1] it has been shown that regular (rational) and push-down translations can be homomorphically characterized, i.e. each regular or push-down translation \( t \) can be expressed as

\[
  t = \{ (g(w), h(w)) : w \in L \}
\]

where \( g, h \) are homomorphisms and \( L \) is regular or context free, respectively. Therefore, we immediately obtain by Theorem 3.1:

Theorem 3.9: [12] Given a finite transducer or a push down transducer it is decidable whether it defines an identity relation restricted to its domain.

From Theorem 3.9 we easily obtain the following:

Theorem 3.10: [12] Given a finite transducer \( M \) and a context-free grammar \( G \), it is decidable whether \( t_M \) (the relation defined by \( M \)) is functional on \( L(G) \).

The inverse relation of the restriction of \( t_M \) to \( L(G) \) is not necessarily equal to the restriction of \( t_M^{-1} \) to \( M(L(G)) \). Hence it does not follow as a corollary of Theorem 3.10, as claimed in [12], that it is decidable whether \( t_M \) is one-to-one on \( L(G) \). Actually this problem has been shown to be undecidable in [30]. However, we can test whether \( t_M \) is one-to-one (on its domain).

Among the other consequences of Theorem 3.1 shown in [12] is the decidability of the equivalence problem for functional finite transducers, or the even stronger result which follows, where an unambiguous pushdown transducer is a p.d.t. based on an unambiguous pushdown automaton [32].

Theorem 3.11: [12] (Equivalence between a functional finite transducer and an unambiguous pushdown transducer). Given an unambiguous pushdown transducer \( P \) and a functional finite transducer it is decidable whether \( P = t_M \).

4. Elementary Homomorphisms and Equality Sets

Here we consider a very useful special type of homomorphism first introduced in [23], equality sets for them and equality sets over a binary alphabet.
A homomorphism \( h : \Sigma^* \rightarrow \Delta^* \) is \emph{elementary} if there is no decomposition of \( h \) into homomorphisms \( f \) and \( g \), that is, \( h = \varepsilon f \).

such that \( \text{card } \Gamma < \text{card } \Sigma \). Similarly, a finite language \( L \) is \emph{elementary} if there is no language \( K \) such that \( \text{card } K < \text{card } L \) and \( L \subseteq K \). Let \( L_h = \{ h(a) : a \in \Sigma \} \). Clearly, a homomorphism \( h : \Sigma^* \rightarrow \Delta^* \) is elementary iff card \( L_h = \text{card } \Sigma \) and \( L_h \) is elementary.

Properties of elementary homomorphisms and languages were studied in \([23, 24, 41 \text{ and } 35]\). We mention a few of them.

\textbf{Theorem 4.1:} \([23]\) Each elementary homomorphism is injective.

\textbf{Theorem 4.2:} \([41]\) Let \( L = \{ u_1, \ldots, u_n \} \) be an elementary language over the alphabet \( \Sigma \). If \( u_{ij} = u_{jy} \) for some \( i \neq j, x, y \in L, \) and \( z \in \Sigma^* \), then \( |u_{ix}| \leq |u_{i1}u_{i2}, \ldots, u_{in}| - n \).

\textbf{Corollary 4.3:} \([41]\) Every elementary language is a code with bounded delay (both from left to right and from right to left).

The following is an important result. In particular it has made it possible to simplify the proof of the decidability of DOL sequence equivalence.

\textbf{Theorem 4.4:} \([24]\) If homomorphisms \( g \) and \( h \) are elementary, then the equality set \( E(g,h) \) is regular.

This result has been strengthened in \([26]\) for the weaker assumption that at least one of \( g \) and \( h \) is elementary and then for even weaker assumptions in \([35]\). No effective proof even for the weakest result is known so we have the following open problem and its even harder versions.

\textbf{Open Problem 4.5:} Given elementary homomorphisms \( g, h : \Sigma^* \rightarrow \Delta^* \), can the regular set \( E(g,h) \) (represented e.g. by a regular expression) be found effectively?

This problem is presently open even for the case of binary alphabets \([17]\). A positive answer in this special case already implies the validity of Conjecture 5.2.
the decidability of PCP restricted to lists of length two.

The fact that every homomorphism on a binary alphabet is either elementary or periodic severely restricts the form of equality sets for homomorphisms over a binary alphabet (on free monoids with two generators). Each equality set is either regular or of the form \( \{ w \in \{a,b\}^+ \mid a(w)/b(w) = k \} \) for some rational \( k \neq 0 \), where \( a(w) \) is the number of occurrences of letter \( a \) in \( w \). In [17] an attempt has been made to fully classify such equality sets. In particular for some words all possible homomorphisms agreeing on them are shown. On the other hand a number of sets of words (singleton sets) are shown to be "periodicity forcing," meaning that only periodic homomorphisms could agree on them. These results support the following:

**Conjecture 4.6.** Every regular equality set for homomorphisms over a binary alphabet is of the form \( F^* \) where \( F \) is of cardinality at most two.

This conjecture would imply a simple proof of Theorem 6.2 and also sharpen this theorem, namely it would imply that for \( L \subseteq \{a,b\}^+ \) there always exists (noneffectively) a test set (see Section 6) of cardinality at most three. Some other implications of Conjecture 4.6 are discussed in [17].

Note that there is no loss of generality in assuming that the range of considered homomorphisms is over a binary alphabet, since a larger alphabet can always be encoded into a binary one, preserving the equality set. This is, of course, not the case for the domain. Hence, we have a rather unusual situation that many problems considered here are much easier for a binary alphabet than in the general case. One such example is the DOL equivalence problem.

**5. Homomorphism Compatibility**

In Section 3 we were interested in testing whether two given homomorphisms agree "string by string" on a given language. In [20] four kinds of "homomorphism agreements" were considered, namely, compatibility, strong compatibility, ultimate equivalence and equivalence. The last one was considered in Section 3, here we will consider the first one, the other two are omitted since the results for them are similar to the two cases considered.

Homomorphisms \( g \) and \( h \) are compatible on a language \( L \) if \( g(w) = h(w) \) for some \( w \) in \( L \), that is if \( L \cap E(g,h) \neq \emptyset \).

To decide whether homomorphisms \( g \) and \( h \) are compatible on \( \Sigma^+ \), i.e., whether \( E(g,h) - \{s\} \neq \emptyset \), is nothing else but the Post Correspondence Problem (PCP). An instance PCP \((g,h)\) is given by two nonerasing homomorphisms \( g, h : \{1, \ldots, n\}^+ \to \Sigma^+ \), traditionally called lists of length \( n \).

The problem of homomorphism compatibility for a family of languages \( \mathcal{L} \) can be stated as: given \( L \) in \( \mathcal{L} \) and homomorphisms \( g \) and \( h \), to decide whether there is \( w \) in \( L \) such that \( g(w) = h(w) \). Hence, this problem is undecidable for any family containing \( \Sigma^+ \) for arbitrarily large alphabet \( \Sigma \). Actually, it is known that there is a certain fixed size for \( \Sigma \) which is sufficient to make the PCP undecidable. However the minimal size is not known. We have the following open problem and conjecture.
is it decidable whether \( g^n (a) = h^n (b) \) for some \( n \)?

**Theorem 5.8**: Problems 5.5 and 5.7 are equivalent; the decidability of Problem 5.5 implies the decidability of Problem 5.6.

*Proof*: Similar to the proof of Theorem 3.3.

If we modify Problem 5.6 so that only the length of generated strings is compared we obtain the following problem which is shown in [51] to be equivalent to the well known open problem of finding zeros of \( Z \)-rational functions.

**Open Problem 5.9**: (Intersecting DOL growth sequences). Given \( u \in \Sigma^* \), \( v \in \Delta^* \) and \( h : \Delta \to \Delta \) decide whether \( | g^n (u) | = | h^n (v) | \) for some \( n \).

There are a large number of results (and open problems) concerning growth (length) and Parikh vector sequences generated by one or more iterative homomorphisms. Mathematically, they belong to the theory of noncommutative formal power series and we refer the interested reader to [51]. We have included Problem 5.9 here because of its strong implications to our other open problems shown in the following theorem. The first part was shown in the terminology of \( Z \)-rational functions in [42] the second follows by Theorem 3.3.

**Theorem 5.10**: The decidability of Problem 5.9 implies

(i) The decidability of the HDOL sequence equivalence problem (Conjecture 2.2).

(ii) The decidability of the homomorphism equivalence problem for DOL languages.

Clearly, the decidability of Problem 5.7 (or 5.5) implies the decidability of Problem 5.9 and therefore, by Theorem 5.10, also the decidability of (i) and (ii) above.

In [17] a problem which can be considered dual to the Post Correspondence Problem is shown to be decidable by reducing it to Makanin's result concerning solvability of equations in free monoids [36].

**Theorem 5.11**: Given a string \( w \in \Sigma^* \), it is decidable whether there exist two distinct homomorphisms \( g, h : \Sigma \to \Delta \) for some \( \Delta \), such that at least one of them is aperiodic and \( g(x) = h(x) \).

Note that the problem is trivial if \( g \) and \( h \) are not required to be distinct or aperiodic.
6. Test Sets and Checking Words

The very interesting "Ehrenfeucht conjecture" (Conjecture 6.1) is at least several years older than the notion of homomorphism equivalence to which it is closely related.

We say that a finite subset \( F \) of a language \( L \) is a test set for \( L \), if, for any pair of homomorphisms \( (g, h) \), \( g(x) = h(x) \) for all \( x \) in \( L \) if and only if \( g(x) = h(x) \) for all \( x \) in \( F \), i.e. \( g \) and \( h \) are equivalent on \( L \) iff \( g \) and \( h \) are equivalent on \( F \).

**Conjecture 6.1:** For every language there exists a test set.

It immediately follows by Theorem 3.8 that given a context sensitive grammar \( G \) a test set for \( L(G) \) cannot be effectively constructed, since the effective existence of a test set for a family \( L \) obviously implies the decidability of homomorphism equivalence for \( L \).

The discussion in Section 4 indicates that proving the validity of the Ehrenfeucht conjecture is considerably easier for languages over a binary alphabet. This has actually has been done recently in [21].

**Theorem 6.2:** [21] For each language \( L \subseteq \Sigma^* \), where \( \Sigma \) is a binary alphabet, there exists a test set \( F \), i.e. a finite set \( F \), such that for each pair of homomorphisms \( g, h \), \( g(x) = h(x) \) for all \( x \) in \( L \) iff \( g(x) = h(x) \) for all \( x \) in \( F \).

It easily follows from the discussion in (15 or 20) that for each regular set there effectively exists a test set. Recently this result has been extended to context free languages.

**Theorem 6.3:** [2] For each context free language there effectively exists a test set.

As mentioned above, this result immediately implies the decidability of homomorphism equivalence on the CFL (Theorem 3.1).

Actually, a somewhat stronger form of Theorem 6.3 is shown in [2], namely that given a CFG \( G = (N, T, P, S) \) with \( n = \text{card} \ N \) and \( m \) the maximal length of the right side of the a production in \( P \),

\[ F = \{ w \in L : |w| \leq m^{3n+1} \} \]

is a test set for \( L(G) \).

This result is then used to obtain also finite "test sets" for CFL with respect to gsm mappings realized by gsm with a uniformly bounded number of states. Despite our reasons for expecting it to be hard to prove Conjecture 3.2 (equivalent to Conjecture 2.2) we venture to make an even stronger one:

**Conjecture 6.4:** For every indexed language (given by an indexed grammar) there effectively exists a test set.

According to [21] a word in \( \Sigma^* \) is a checking word for a language \( L \subseteq \Sigma^* \) if, for any pair of homomorphisms \( (g, h) \), \( g(x) = h(x) \) for all \( x \) in \( L \) if and only if \( g(w) = h(w) \). Observe that it is not required that \( w \) be in \( L \), hence \( |w| \) might not
be a test set for $L$.

A language $L$ is rich if two homomorphisms $g$ and $h$ are equivalent on $L$ only if $g = h$. Somewhat surprisingly it is easier to show the following result than Theorem 6.2.

**Theorem 6.5.** [21] Every language over a binary alphabet is either rich or possesses a checking word.

7. Representation of Language Families

Equality sets have already been discussed in the previous sections mainly in relation to decidability problems about homomorphisms. They were explicitly introduced in [24] under a different name and their basic properties were studied in [49]. A generalization of equality sets to more than two homomorphisms is considered by [6].

It turned out that equality sets and similarly fixed point languages [26] provide simple representations of the recursively enumerable languages [11, 27, 49] which can also be extended to various time and complexity classes [4, 5, 13, 14]. The first results say that the closure of equality sets under dsgm mappings is the family of recursively enumerable languages.

**Theorem 7.1.** [27, 49] For every recursively enumerable (r.e.) set $L$, there exists a pair of homomorphisms $(h_1, h_2)$ and a dsgm mapping $g$ such that $L = g(F(h_1, h_2))$.

This result has been strengthened in [11] by replacing dsgm's by erasings and equality sets by minimal equality sets.

A homomorphism $h : \Sigma^* \rightarrow \Delta^*$ is called an erasing if, for each $a \in \Sigma$ either $h(a) = a$ or $h(a) = \epsilon$. For homomorphisms $g, h : \Sigma^* \rightarrow \Delta^*$, the minimal equality set is the set $e(g, h) = \{w \in \Sigma^+ | g(w) = h(w) \}$ and if $w = uv$ for $u, v \in \Sigma^+$, then $g(u) \neq h(u)$, that is, using the notation of [32],

$$e(g, h) = \min(E(g, h)) = \{1\}.$$

**Theorem 7.2.** [11] For every r.e. language $L$, there exist homomorphisms $h_1, h_2$ and an erasing $h_0$ so that $L = h_0(e(h_1, h_2))$.

Also we have a representation based on fixed points of dsgm mappings. Let $g : \Sigma^* \rightarrow \Sigma^*$ be a function. The fixed-point language $F_p(g)$ of the function $g$ is defined to be $F_p(g) = \{w \in \Sigma^* | g(w) = w\}$.

**Theorem 7.3.** [27] For every r.e. language $L$, there exists a dsgm mapping $g$ and an erasing $h$ such that $L = h(F_p(g))$.

By imposing simple restrictions on the mappings used in Theorems 7.1, 7.2 and 7.3 we obtain a simple “machine independent” characterization of many time and space complexity classes of languages. Similar results have been shown independently in [4, 5] and in [13, 14]. We give here a few of these results.
HOMOMORPHISMS: DECIDABILITY, EQUALITY AND TEST SETS

We say that $\mathcal{C}$ is a class of complexity functions if $\mathcal{C}$ is a class of functions closed under addition of and multiplication by a constant. A language $L$ is of time (space) complexity $\mathcal{C}$ if $L$ is accepted by a non-deterministic multi-tape on-line Turing machine $M$ which operates within time-bound (space-bound) $f$, for some $f$ in $\mathcal{C}$, we write $L \in \text{NTIME}(\mathcal{C})$ ($L \in \text{NSPACE}(\mathcal{C})$).

We generalize the notion of $k$-limited erasing [32] as follows: For a function $f$ on the integers we say that an erasing $h$ is $f$-bounded on a language $L$ if for each $w$ in $L$, $|w| = x$ and $h(x) = e$ implies $|y| \leq f(|w|)$, that is, at most $f(|w|)$ consecutive symbols of $w$ may be erased. We say that $h$ is $\mathcal{C}$-bounded, for a class $\mathcal{C}$ of complexity functions, if $h$ is $f$-bounded for some $f$ from $\mathcal{C}$.

We get the following "machine independent" characterization of the time complexity classes of languages.

**Theorem 7.4:** [5,14] Let $\mathcal{C}$ be a class of complexity functions closed under squaring. Then the following three conditions are equivalent.

(i) $L \in \text{NTIME}(\mathcal{C})$

(ii) $L = h_0(e(h_1, h_2))$ where $h_1$, $h_2$ are homomorphisms and $h_0$ is a $\mathcal{C}$-bounded erasing on $e(h_1, h_2)$.

(iii) $L = h(F_p(g))$ where $g$ is a dgem mapping and $h$ is an erasing on $F_p(g)$.

**Corollary:** A language $L$ is in NP iff there exist homomorphisms $h_0$, $h_1$, $h_2$ such that $h_0(e(h_1, h_2)) = L$ and $h_0$ is polynomial-bounded erasing on $e(h_1, h_2)$.

**Corollary:** A language $L$ is primitive recursive (recursive) iff there exist homomorphisms $h_0$, $h_1$, $h_2$ such that $h_0(e(h_1, h_2)) = L$ and $h_0$ is primitive recursive (recursive)-bounded erasing on $e(h_1, h_2)$.

In order to get a characterization of space complexity classes we need to generalize the notion of bounded balance on a language considered in Section 3.

Consider two fixed homomorphisms $g, h: \Sigma^* \rightarrow \Sigma^*$. Recall that for each $w$ in $\Sigma^*$, the balance of $w$ is defined as $B(w) = |g(w)| - |h(w)|$. Now, for a monotone function $f$ on the integers, an erasing $\pi$ and $L \subseteq \Sigma^*$ we say that the pair $(g, h)$ has $f$-bounded balance on language $L$, with respect to erasing $\pi$, if for each $x$ in $L$ and each prefix $w$ of $x$ we have $|B(w)| \leq f(|h(x)|)$. For a complexity class $\mathcal{C}$, we say that $(g, h)$ has $\mathcal{C}$-bounded balance on $L$, with respect to $\pi$, if the same holds true for some $f \in \mathcal{C}$.

**Theorem 7.5:** [14] Let $\mathcal{C}$ be any class of complexity functions. Then $L \in \text{NSPACE}(\mathcal{C})$ iff $L = h_0(e(h_1, h_2))$ where $h_0$ is an erasing and the pair $(h_1, h_2)$ has $\mathcal{C}$-bounded balance on $e(h_1, h_2)$ with respect to $h_0$.

**Corollary:** A language $L$ is context-sensitive iff there exist an erasing $h_0$ and homomorphisms $h_1$, $h_2$ such that $L = h_0(e(h_1, h_2))$ and the pair $(h_1, h_2)$ has linear-bounded balance on $e(h_1, h_2)$.

The class NP also has an alternative characterization:
Theorem 7.6: [5] The class NP is the smallest class containing all equality sets $F(h, h \cdot)$ of nonerasing homomorphisms with square-root-bounded balance (i.e. with the pair $(h, h \cdot)$ having square-root-bounded balance on $F(h, h \cdot)$ with respect to the identity) and closed under intersection with regular sets and polynomial-bounded erasings.

We also have an alternative necessary condition for PSPACE:

Theorem 7.7: [5] For every language $L$ in PSPACE there is a pair of nonerasing homomorphisms $(h_1, h_2)$ with log $n$-bounded balance, a regular set $R$, and an erasing $h$ such that $L = h(F(h_1, h_2) \cap R)$ and for some constants $c > 1, k > 0$, $h$ is $c^h$-bounded on $F(h_1, h_2) \cap R$.

The study of equality sets has contributed representation theorems of the following form:

Let $L$ be a family of languages over an alphabet $\Sigma$. Then there exist languages $L_\Sigma$ and an erasing $\pi_\Sigma$ such that $L \in L_\Sigma$ if $L = \pi_\Sigma(L_\Sigma \cap R_L)$ for some regular set $R_L$.

Letting $L_\Sigma$ be the family of context free languages we have the well known Chomsky-Schützenberger theorem with $L_\Sigma$ being the Dyck language over $\Sigma$, for the families of EOL and ETO languages such representation has been established in [7].

Now, given $\Sigma$, let $\Sigma'$ denote the alphabet disjoint from $\Sigma$ consisting of "barred" symbols, $\Sigma' = \{ \overline{a} \mid a \in \Sigma \}$, and for any word $x \in \Sigma'$, let $\overline{x}$ denote the word obtained from $x$ by barring each symbol. To get a representation as above for the r.e. sets, the twin-shuffle over $\Sigma$ has been defined in [27] as

$L_\Sigma(\Sigma) = \{ x \in (\Sigma \cup \Sigma')^* \mid \pi_\Sigma(x) = \pi_\Sigma(\overline{x}) \}$

where $\pi_\Sigma, \pi_\Sigma'$ are erasings on $(\Sigma \cup \Sigma')^*$, which only preserve the symbols from $\Sigma, \Sigma'$ respectively.

Clearly, the twin-shuffle $L_\Sigma(\Sigma)$ is an equality set of two homomorphisms. They cannot be nonerasing as shown in [5].

Theorem 7.8: [27] Let $L$ be an r.e. language over $\Sigma$. There exists a regular set $R_L \subseteq (\Sigma \cup \Sigma \cup \{0, 1, \overline{0}, \overline{1}, \overline{1}, \overline{0}\})^*$ such that $L = \pi_\Sigma(L(\Sigma \cup \{0, 1\}) \cap R_L)$, where $\pi_\Sigma$ is the erasing which only preserves the symbols from $\Sigma$.

This theorem has essentially been shown in [27] using Theorem 7.3. It also follows by Theorem 7.2, see [13, 18].

It is actually not difficult to show that every principal cone has a representation as above. A family of languages $L$ is a principal cone if there is an $L$ in $L$ such that $L'$ is the closure of $\{L\}$ under the operations of homomorphism, inverse homomorphism and intersection with a regular set, or equivalently $L$ is the closure of $\{L\}$ under finite transducers (rational relations), see [28].

Theorem 7.9: [13, 18] Let $\Sigma$ be an alphabet and $L$ a principal cone. There exists a
language $L_\Sigma$ in $\mathcal{L}$ such that for each $L$ in $\mathcal{L}$, $L \in \Sigma^*$, there exists a regular set $R_\Sigma$ such that $L = \pi_\Sigma(L \cap R_\Sigma)$ where $\pi_\Sigma$ is the erasing, which only preserves the symbols in $\Sigma$.

We refer to [4, 5, 13, 14, 18, 27] for a number of additional representation results.
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