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1 Introduction

For program verification a multitude of different formalisms and proof rules have been proposed. As examples of proof rules we mention McCarthy's recursion induction [14], Scott's induction rule [2], Park's fixpoint induction [17], and subgoal induction [16]. Floyd's method of inductive assertions [9] is based on a proof rule which concludes partial correctness from the truth of verification conditions. Hoare [10] proposed a separate proof rule for each of a selected set of constructs of an Algol-like language. Verification-oriented languages such as Lucid [1] and Euclid [13] come with their own inference systems.

Prior to all of these, Tarski has established [19] a 'methodology of the deductive sciences' which incorporates predicate logic as the sole application-independent inference system, all application-specific matters being embodied in the axioms of the 'deductive theory'. At first sight, programs and their verifications would appear to be a suitable subject for a deductive theory. Yet, although predicate logic plays a part in some approaches to program verification, such as Floyd's, Hoare's and Park's, even these do not follow Tarski's paradigm because they use application-specific rules of inference.

The realisation that first order logic can be used as a programming notation [11,7], with resolution inference systems as program executors, has made it possible to bring program verification within the compass of Tarski's paradigm [5,6]. A logic program comprises a set of first order sentences. These are used to (computationally) infer instances of the relations they describe. To verify the program, to show that all the derivable instances are instances of the relations we want to compute, we just have to show that the program is made up of true statements about these relations. We do this formally by showing that each statement of the program is a logical consequence of set of axioms that constitute an intuitively correct characterization of the relations in question, by showing that the logic program comprises a set of theorems of a theory of what is to be computed. We call this the consequence verification method for logic programs.

In this paper we show how the verification of flowchart programs can be reduced to consequence verification of logic programs. We do this by reading off, from a flowgraph version of the flowchart, an equivalent logic program; equivalent in the sense that the set of input-output pairs computed by the flowchart is exactly the set of instances, of some particular relation, derivable from the logic program. A consequence verification of the logic program is a (partial) verification of the flowchart.
We shall see that there are two straightforward methods for reformulating a flowgraph program as a logic program. The first method gives us a 'forward' description of the flowgraph, a description in terms of the relations computed between the start node and each node of the flowgraph. The second method is the 'backward' description, a description in terms of the relations computed between each node and the halt node. Each of these is an implicit, or recursive, description. A consequence verification of the forward description program is equivalent to a verification of the flowgraph using Floyd's inductive assertions. A consequence verification of the backward description is equivalent to a verification of the flowgraph by subgoal induction.

That a flowchartable program can be given two quite different recursive descriptions is not a new idea. In [3] de Bakker gives these alternative representations as two different sets of mutually recursive procedures, and in [4,7] they are given as alternative sets of relational equations. Blikle[4] calls the 'forward' equations the initiation semantics, and the 'backward' equations the continuation semantics. He goes on to show that a verification of the forward equations by fixed point induction[9] corresponds to a Floyd verification of the program, although he does not pursue the verification of the backward equations. We are simply going one step further. A fixed point induction for Blikle's forward equations is a consequence verification of our forward description, which, in turn, reduces to a proof of the verification conditions for Floyd's method. Correspondingly, a fixed point induction for his backward equations is a consequence verification of our backward description, which reduces to a proof of the verification conditions for subgoal induction.

Because of the above correspondences consequence verification does not provide us with a new verification method. Its main interest lies in the fact that it can be justified solely in terms of the model theory of first order logic. Moreover, the manner in which it subsumes Floyd verification and subgoal induction serves to illuminate their essential similarity. We shall see that they differ only in the way in which they implicitly factor the overall computation into component sub-computations.

We offer consequence verification as a conceptual tool, and we offer our analysis of the relationship between it and the other verification methods as a tutorial. We want to demonstrate that the semantics and proof theory of first order logic provide a useful framework for the discussion of computation and verification.

2 Flowgraphs

In this section we define flowgraphs, which are a streamlined version of the conventional flowcharts. An advantage of a flowgraph is that tests and actions are both viewed as binary relations over states; therefore, they are not distinct entities as they are in flowcharts. Each half of a test in a flowchart is represented in a flowgraph, independently of the other half, as a complementary subset of the identity relation. Fig. 1(a) is an example of a flowgraph. Fig. 1(b) is an equivalent flowchart. Each arc of the flowgraph is labelled with a binary relation, called a command, over the states of the computation. In this example the states are pairs of integers. In general, a state is an ordered tuple of the values of the variables accessible to the
Fig. 1

flowgraph. In the flowgraph of Fig. 1

"u:=1" names the binary relation \{(u,v, u':v') : u'=1 & v'=v\}

"v<0" names the binary relation \{(u,v, u':v') : u'=u & v'=v & v<0\}

The semicolon between binary relations is the usual relational product. A pair (x,y) is in r;r' iff there is a state z such that (x,z) is in r and (z,y) is in r'. Hence,

"v>0; u:=uxv; v:=v-1" denotes \{(u,v, u':v') : v>0 & u'=uxv & v'=v-1\}.

We may visualize a forward computation of a flowgraph as a path from the start node to the halt node as it is traced by a token carrying a state. The constraint which determines which paths are computations is that an arc can only be traversed if the state is in the domain of the relation labelling the arc. When the arc is traversed, the state changes to one of the values allowed by the relation.

A more precise description of flowgraphs and their computations may be given as follows.

DEFINITIONS
(1) A flowgraph is a labelled, directed graph with one node S (the start node) which has no incoming arc and one node H (the halt node) which has no outgoing arc. Each arc is labelled with a binary relation over a set of states.
(2) A forward computation is a sequence of (node, state) pairs. The set of forward computations of a flowgraph $G$ is the smallest set such that

a) it contains the unit sequence $(S, x)$ for all states $x$.

b) if it contains $(S, x), \ldots, (P, y)$ and if $G$ has an arc from $P$ to $Q$ labelled with $C$ such that there is some $z$ with $(y, z)$ in $C$, then it contains also $(S, x), \ldots, (P, y), (Q, z)$.

(3) A backward computation is a sequence of (node, state) pairs. The set of backward computations of a flowgraph $G$ is the smallest set such that

a) it contains the unit sequence $(H, x)$ for all states $x$.

b) if it contains $(Q, y), \ldots, (H, x)$ and if $G$ has an arc from $P$ to $Q$ labelled with $C$ such that there is some $z$ with $(z, y)$ in $C$, then it contains also $(P, z), (Q, y), \ldots, (H, x)$.

(4) The input-output relation of the forward computations that end at $P$ is the set of state pairs $(x, y)$ such that $(S, x), \ldots, (P, y)$ is a forward computation. Similarly the input-output relation of the backward computations that begin at $P$ is the set of pairs $(y, z)$ such that $(P, y), \ldots, (H, z)$ is a backward computation.

(5) The input-output relation of the flowgraph is the input-output relation of the forward computations that end at $H$, or the input-output relation of the backward computations that begin at $S$.

The alternative characterisations of the input-output relation of the entire flowgraph given in the last definition are a consequence of the fact that a sequence $(S, x), \ldots, (H, z)$ is a forward computation iff it is a backward computation. Our alternative mappings of flowgraphs into logic programs exploit the fact that we can view the input-output relation of the flowgraph as either the input-output relation of a special subset of the forward computations, or that of a special subset of the backward computations.

3 Logic Program Descriptions of a Flowgraph

Forward Description

Suppose that we associate with each node $P$ of the flowgraph a predicate $FP$ understood as the name of the input-output relation of all the forward computations that end at $P$; that is, $FP(x, y)$ is true iff there exists a forward computation $(S, x), \ldots, (P, y)$.

Now suppose that there is an arc in the flowgraph from $P$ to $Q$ labelled with a command $C$. The following implication is a true statement about the relations $FP$ and $FQ$:

$$\forall x, y, z [FP(x, z) \iff FP(x, y) \& C(y, z)] \quad (3.1)$$
We can read the implication as:

for all \( x,y,z \), if \( y \) is a state reached at \( P \) in a forward computation that starts with \( x \), and \( z \) is related to \( y \) by command \( C \), then \( z \) is a state reached at \( Q \) in a forward computation that starts with \( x \).

If \( S \) is the start node of the flowgraph, then \( FS \) is the input-output relation of all the forward computations that start and end at \( S \). Hence \((Vx)FS(x,x)\) is true.

**Definition**

The forward description[7] of a flowgraph is a set of implications of the form (3.1), one for each arc of the flowgraph, together with the assertion \((Vx)FS(x,x)\).

Note that the forward description is just a formalisation of the two conditions that characterise the set of forward computations.

**Example**

The sentences:

\[
\begin{align*}
FS(x,x), \\
FP(x,y) &\leftarrow FS(x,y) & A(y,z), \\
FP(x,z) &\leftarrow FP(x,y) & B(y,z), \\
FH(x,z) &\leftarrow FP(x,y) & C(y,z), \\
\end{align*}
\]

each implicitly universally quantified with respect to its variables, is the forward description of the flowgraph of Fig. 2. Note that \( FH \), being the name of the input-output relation of the forward computations that end at \( H \), names the input-output relation of the entire flowgraph.

Suppose that \( C \) is a set of assertions about the commands of a flowgraph which includes \( C(a,b) \) iff \((a,b)\) is in the command relation \( C \). Then the forward description and the set of assertions \( C \) characterise the input-output relations of the forward computations in the following sense.

**Theorem 1**

Let \( F \) be the forward description of a flowgraph and let \( C \) be the set of command assertions for the flowgraph. Then

\[
F,C \quad FP(x,y)
\]

iff there exists a forward computation \((S,x),...,(P,y)\).

**Corollary**

\[
F,C \quad FH(x,y)
\]

iff \((x,y)\) is in the input-output relation of the flowgraph.
Sketch Proof

By an induction on the length of the derivation we can show that \( FP(x,y) \) is derivable from \( F \) and \( C \) by a hyper-resolution proof [18] (of length \( n \)) iff there is a forward computation \((S,x),\ldots,(P,y)\) (of length \( n \)). The hyper-resolution proof simulates the forward computation of the flowgraph. By the soundness and completeness of hyper-resolution \( FP(x,y) \) is so derivable iff it is a logical consequence of \( F \) and \( C \).

Backward Description

Again we associate with each node \( P \) of the flowgraph a predicate, \( BP \), which this time is intended to name the input-output relation of all the backward computations that begin at \( P \). That is, \( BP(x,y) \) is true iff there is a backward computation \((P,x),\ldots,(H,y)\).

For each arc from \( P \) to \( Q \) labelled with command \( C \) we read off the implication

\[
(Vx,y,z)[BP(x,z) \leftarrow C(x,y) \& BQ(y,z)]
\]

3.2

We can read this as the statement:

for all \( x,y,z \), if \( z \) is the output of a backward computation that starts at \( Q \) with state \( y \), and \( x \) is related to \( y \) by \( C \), then \( z \) is also the output of a backward computation that starts at \( P \) with state \( x \).

DEFINITION

The backward description[7] of a flowgraph is a set of implications of the form (3.2), one for each arc of the flowgraph, together with the assertion \((Vx)BH(x,x)\), where \( BH \) is the predicate associated with the start node.

Again the backward description is just the formal statement of the two conditions that characterise the set of backward computations.

Example

The sentences:

\[
\begin{align*}
& BH(x,x), \\
& BS(x,z) \leftarrow A(x,y) \& BP(y,z), \\
& BP(x,z) \leftarrow B(x,y) \& BP(y,z), \\
& BP(x,z) \leftarrow C(x,y) \& BH(y,z).
\end{align*}
\]

are the backward description of the flowgraph of Fig. 2. This time \( BS \) is the name of the input-output relation of the flowgraph.

Theorem 2

Let \( B \) be the backward description of a flowgraph and let \( C \) be the set of command assertions of the flowgraph. Then

\[
B,C \models BP(s,t)
\]

iff \((s,t)\) is in the input-output relation of the backward computations that
begin at P.

Corollary

$$B, C \models BS(s, t)$$

iff $$(s, t)$$ is in the input-output relation of the flowgraph.

Sketch Proof

Analogous to the proof of Theorem 1 but using SL-resolution [12] as the logic program executor. An SL proof that $$(u)\text{BP}(s, u)$$, using the appropriate selection rule, will simulate the forward construction of the sequence $$(P, s), \ldots, (H, t)$$. 

4 Consequence Verification of Logic Programs

The forward description together with the command assertions can be considered a logic program for the predicate FH. By the corollary of Theorem 1 we know that every assertion FH(s, t) which is a logical consequence of the program names an input-output instance of the corresponding flowgraph, and vice versa. Similarly, the backward description together with the command assertions can be considered a logic program for the predicate BS, and again the set of assertions BS(s, t) derivable from this program name exactly the input-output instances of the flowgraph.

To verify a logic program, to show that each of the assertions $R(s, t)$ that are derivable from the program denote a positive instance of some actual relation $R$, we need only check that each sentence of the program is a true statement when we interpret the predicate $R$ as the name of the relation $R$. If the program sentences are "obviously" true statements about $R$, this is the end of the matter. If not, we need to prove that they are true of $R$. This can be done by deriving each sentence of the program from a formal specification of the relation $R$. This formal specification is a set of sentences of first order logic which make use of the predicate $R$. However, unlike the sentences of the logic program, they are all obviously true statements when $R$ is interpreted as the name of $R$.

Fig. 4 is a diagrammatic representation of this verification method[6] for logic programs, which we shall call consequence verification.

Relation to Fixpoint Induction

We can interpret consequence verification as fixpoint induction [17]. We can associate with a logic program comprising a set of simple implications, like those of the forward and backward descriptions, a monotonic mapping from interpretations (à la Tarski semantics) to interpretations. A fixed point of this mapping is a model of the program [8]. Our derivation of the logic program from the specification is a proof that the relations as described by the specification, which are a model of the specification, are also a model of the program. Hence, they comprise a fixed point of the mapping associated with the program. Fixed point induction tells us that the relations computed
by the program are sub-relations of any fixed point interpretation. In other words it confirms that the relation instances derivable from the program are instances of the relations described by the specification.

The consequence verification method for logic programs, and its relation to fixpoint induction, is more fully discussed in [6]. However, as a verification method, it has its own justification in terms of the modal theory of first order logic. We express this formally in the following theorem.

Theorem

If the set of sentences of a logic program L are each derivable from a set of specification axioms S, then any relation instance \( R(s,t) \) derivable from L denotes an instance of the relation assigned to R in any model of S.

Corollary 1

If the forward description program F, C of a flowgraph is a set of theorems derivable from a specification S, then each input-output instance \( (s,t) \) of a flowgraph computation is an instance of the relation assigned to FH in any model of S.
Corollary 2

If the backward description program B,C of a flowgraph is a set of theorems derivable from a specification S, then each input-output instance (s,t) of a computation of the flowgraph is an instance of the relation assigned to BS in any model of S.

Proof

The theorem is just the statement that first order deduction is sound, that it preserves truth. Corollary 1 follows from this fact and Theorem 1, Corollary 2 from this fact and Theorem 2.

The specifications from which we shall try to derive the forward and backward logic programs will implicitly include all the command assertions. So we shall only need to derive the sentences of the forward and backward descriptions of the flowgraph. We shall give explicit definitions of the relations that we believe are computed between the input node and each other node, in the case of the forward description program, and the relations that we believe are computed between the other nodes and the halt node in the case of the backward description program. In addition we shall include any axiom that describes a property of the command relations that we know to be true.

5 Consequence Verification of a Flowgraph: The Forward Case

The flowgraph of Fig. 1(a) has the forward description

\[
\begin{align*}
\text{FS}(u^n:v^n, u^n:v^n) \\
\text{FP}(u^n:v^n, u:v) & \leftarrow \text{FS}(u^n:v^n, u':v') \land (u = 1 \land v = v') & (5.1) \\
\text{FP}(u^n:v^n, u:v) & \leftarrow \text{FP}(u'^n:v^n, u':v') \land (v' > 0 \land u = u'xv' \land v = v' - 1) \\
\text{FH}(u^n:v^n, u:v) & \leftarrow \text{FP}(u'^n:v^n, u':v') \land (v' \leq 0 \land u = u' \land v = v')
\end{align*}
\]

Remember that FH is the name of the input-output relation computed by the flowgraph and FP the name of the input-output relation of all forward computations that begin at S and end at P. We would like prove that at the end of the computation the u component of the memory is the factorial of the v component of the initial state. To do this we take as our specification of FH the definition

\[
\begin{align*}
\text{FH}(u^n:v^n, u:v) & \leftarrow u = v^n ! \\
\text{where} & \leftarrow 0! = 1 \\
& \leftarrow v! = v(x(v-1)) ! \leftarrow v > 0
\end{align*}
\]

Notice that we have specified the input-output relation in terms of the primitives of the commands of the flowgraph.
To this definition we must add definitions for FS and FP. The input-output relation of the forward computations that end at S is the identity relation, and all the input-output instances of the forward computations that end at P are instances of the relation:

\[(u^n:v^n,u:v) : uxv! = v^n!\].

We therefore add the following definitions to our specification:

\[
\begin{align*}
FS(u^n:v^n,u:v) & \iff u=u^n \land v=v^n \\
FP(u^n:v^n,u:v) & \iff uxv! = v^n!
\end{align*}
\]  

(5.3)

Remember we can augment the specification with any axioms that are true of the command primitives of the flowchart. For the derivisation of (5.1) from specification axioms (5.2) and (5.3) we can make use of algebraic laws such as

\[
1xu = u \\
(uxv)xw = ux(vxw)
\]

(5.4)

which we know to be true of the program primitives.

Example derivation

Each of the sentences of the forward description (5.1) is a theorem of the specification comprising the definitions and axioms of (5.2), (5.3) and (5.4). As an example we shall show that the third sentence of the forward description is a theorem. Its proof is a demonstration that the relation FP as characterised by the definition of (5.3) satisfies this 'implication equation' of the forward description.

The premiss of the implication is:

\[
\begin{align*}
& \implies u'xv'=v'k & u'=0 & u'=u'xv' & v'=v'k-1 \\
& (u'x)(v'x(v'-1))=v'! & v'>0 & u'=u'xv' & v'=v'k-1 & \text{ (using v'=v'x(v'-1)!} \iff \neg v'-0 & \text{)}
\end{align*}
\]

\[
\begin{align*}
& \implies (u'xv!)x(v'-1) = v'! & v'>0 & u'=u'xv' & v'=v'-1 & \text{ (associativity law)}
\end{align*}
\]

\[
\begin{align*}
& \implies uxv! = v'! & u'>0 & u'=u'xv' & v'=v'-1 & \text{ (equality substitution)}
\end{align*}
\]

\[
\begin{align*}
& \implies FP(u^n:v^n, u:v) \text{ (by definition of FP)}
\end{align*}
\]

which is the consequent of the implication.
Relation to Floyd's verification method

The consequence verification of the forward description is essentially a verification of the flowgraph using Floyd assertions[9]. If we take $u^v$ and $v^v$ as parametric input values of the program variables $u$ and $v$, then each of the definitions of the definitions for $FS$, $FP$ and $FH$ are the assertions about the 'states of the computation' that would be attached to nodes $S$, $P$ and $H$ respectively. Such an annotated flowgraph is depicted in Fig. 5. Moreover, the derivation of each of the sentences of the forward description is just the proof that for each forward path between assertion points the assertion at the beginning of the path 'implies' the assertion at the end of the path taking into account the state transformation of the path. In other words, it is a proof of the Floyd verification condition for each such path.

More generally, the task of showing that some flowgraph is partially correct with respect to input condition $\phi(x)$ and input-output relation $\psi(x,y)$, is for us the task of augmenting the specification

\[FS(x,y) \rightarrow x=y\]
\[FH(x,y) \rightarrow [\phi(x) \rightarrow \psi(x,y)]\]  
(5.5)
with suitable definitions for predicates $FP_1, \ldots, FP_n$ associated with the interior nodes of the flowgraph. The constraint on these definitions is that, together with axioms about the program primitives, they enable us to derive all the implications of the forward description.

Second order formalisation

Let $F_{\phi, \psi}$ be the forward description with all mentions of the predicates $FS$ and $FH$ replaced by appropriate instances of the (5.5) definitions. A consequence verification of $F_{\phi, \psi}$ is, in effect, a proof that

\[\exists (FF_1, \ldots, FP_n)F_{\phi, \psi}\]

is true for some fixed interpretation of the command predicates, $\phi$ and $\psi$. This is the second order formalisation of the Floyd verification method which Manna gave in [15].

6 Consequence Verification of a Flowgraph: The Backward Case

The backward description of the flowgraph of Fig. 1(a). is

\[BH(u:v,u:v)\]
\[BS(u:v,u'':v'') \leftarrow (u'1 = 1 \& v'1 = v') \& BP(u':v',u'':v'')\]  
(6.1)
\[BP(u:v,u'':v'') \leftarrow (v > 0 \& u = uxv \& v' = v - 1) \& BP(u':v',u'':v'')\]
\[BP(u:v,u'':v'') \leftarrow v < 0 \& BH(u:v,u'':v'')\]

This time $BS$ is supposed to name the input-output relation of the entire
flowgraph, so its definition is
\[
BS(u:v,u^n:v^n) \leftrightarrow u^n = v^n
\]
where
\[
\begin{align*}
0! &= 1 \\
v! &= v(x(v-1))! \dashv v > 0
\end{align*}
\]

BH names the input-output relations of the backward computations that begin and end at H. We define it as the identity relation. BP names the input-output relation of the flowgraph of Fig. 1(a) minus the initialisation of u to 1. Without this initialisation the flowgraph computes the relation
\[
\{ (u:v,u^n:v^n) : u^n = u(xv)! \}.
\]

Our definitions for BH and BP are:
\[
\begin{align*}
BH(u:v,u^n:v^n) & \leftrightarrow u = u^n \land v = v^n \\
BP(u:v,u^n:v^n) & \leftrightarrow u^n = u(xv)!
\end{align*}
\]

(6.3)

Example derivation

With the addition of certain algebraic axioms about the program primitives each of the sentences of the backward description (6.1) is a theorem of the specification comprising the definitions (6.2) and (6.3). For comparison with the forward description derivation we show that the third sentence of the backward description is a theorem.

The consequent of the implication is:
\[
BP(u:v,u^n:v^n)
\]
\[
\dashv v > 0 \land u^n = u(xv)(v-1)! \quad \text{(using } v! = v(x(v-1))! \dashv v > 0)\]
\[ \langle \Rightarrow \forall v \geq 0 \& u^n \Rightarrow (uxv)x(v-1)! \quad (\text{associativity law}) \]
\[ \langle \leftarrow \forall v \geq 0 \& u' = uvx \& v' = v-1 \& u^n = u'xv'! \quad (\text{equality introduction}) \]
\[ \langle \leftarrow \forall v \geq 0 \& u' = uvx \& v' = v-1 \& BP(u:v, u':v') \quad (\text{definition of BP}) \]

which is the antecedent of the implication.

Notice that the derivation comprises almost exactly the steps that were needed to derive the corresponding implication of the forward description. However, the former is a forward deduction, inferring the consequent from the antecedent. This is a backward deduction, reducing the consequent to the antecedent. The moral seems to be that the same deductive work is required no matter which relational view we take of the flowgraph. The only significant difference lies in the definitions that we have to invent for the predicates associated with the interior nodes.

Relation to subgoal induction

The three implications of the backward description, specialised by replacing the reference to FS by certain equality substitutions, are exactly the verification conditions that would be generated by the subgoal induction verification method [16]. More interestingly, just as the definitions of the forward description definitions were Floyd assertions describing the states of the computation in terms of parametric initial values \( u^n, v^n \) of the program variables, so the definitions of the backward description definitions describe the states of the computation in terms of parametric final values \( u^n, v^n \) of the program variables. Fig. 6. is the flowgraph annotated with these assertions. The derivation of each of the sentences of the backward description is now a proof that the assertion at the end of each path between assertions 'implies' the assertion at the beginning of the path taking in to account the inverse of the state transformation for the path. In other words it is a sort of backwards Floyd verification.

More generally, a subgoal verification of the flowgraph with respect to input predicate \( \phi(x) \) and input-output predicate \( \psi(x,y) \) is for us the task of augmenting the pair of definitions

\[
\begin{align*}
\text{BH}(x,y) & \leftrightarrow x = y \\
\text{BS}(x,y) & \leftrightarrow [\phi(x) \rightarrow \psi(x,y)]
\end{align*}
\]

with definitions for predicates \( BP_1, \ldots, BP_n \) associated with the interior nodes. The constraint on these definitions is that, with suitable extra axioms about the command predicates and the correctness predicates and , we are able to derive each of the implications of the backward description.

Second order formalisation

Let \( B\phi, \psi \) be the backward description with occurrences of BH and BS replaced in accordance with definitions (6.4). The finding of suitable definitions for \( BP_1, \ldots, BP_n \) is a proof that

\[
(\exists BP_1, \ldots, BP_n) B\phi, \psi
\]

is true for some fixed interpretation of the command predicates, \( \phi \) and \( \psi \). This formula provides us with an alternative second order representation of the concept of partial correctness. It also gives us a second order
formalisation of subgoal induction.

Fig. 6

7 Concluding remarks

We believe that the foregoing analysis does show that the concepts of formal logic provide a rich framework in which to discuss computation and verification. The undertaking of the analysis certainly sharpened the authors understanding of the relationship between Floyd's inductive assertions, subgoal induction, and fixed point induction.

We have seen that, coupled with an appropriate resolution theorem prover, verification conditions can be 'run' as programs. Extending this idea, we can think of the flowgraph as the 'compiled' form of these logic programs. Since logic programs are correct if they comprise a set of (provable) true statements. This suggests what we believe will prove a most fruitful metaphor. It is that programs essentially comprise a set of computationally useful theorems about the relations they compute.
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