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Abstract:

The problem of determining a heuristic which main-
tains a doubly linked list in approximately optimal order with
respect to mean search time is considered. Within a general
framework of simple assumptions it is shown that in one par-
ticular case no such heuristic can be found, while in many
other situations heuristics for similarly maintaining sequen-
tial lists should be used. In the remaining circumstances a
heuristic known as move to end is shown to reduce search time,
on average, to at most twice the minimum value determined by

an optimal ordering of the list.
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In recent years considerable interest has focussed
on heuristics for maintaining a sequential list in approximately
optimal order. In particular, the 'move to front' and 'trans-
position' heuristics have been intensively analyzed by Hendricks
[4], Burville and Kingman [2], Bittner [1], Knuth [6] and
Rivest [7], to name only a few. Present experimental evidence
suggests that the transposition heuristic is optimal, and the
paper of Rivest succinctly summarizes existing results on this
important problem.

One direction in which this same problem can logically
be extended is to the data structure known as a doubly linked
list. As defined by Knuth [5] a doubly linked list is a
linear list in which each node contains two links which point
to items in the list on either side of that node (see Figure 1).
Such lists often include a list head which simplifies manipu-
lation of the list, but for our purposes it is convenient to
suppose that a doubly linked list has well-defined left and

right end nodes.
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Knuth [5] remarks that the origin of doubly linked
lists is obscure. However, this obscurity is no doubt attribut-
able to their usefulness as an information structure. (For

algorithms and possible applications see also Tremblay and



Sorenson [8}). The network model described in the Data Base
Task Group Report [3] makes extensive use of doubly linked
lists. For this reason the results which follow may prove
both academically interesting and practically significant.

A given doubly linked 1list, D, consists of N

records Rl’Rz""’RN’ with pj the probability of requesting

R j=1,...,N. Successive requests for records in D are
assumed to be independent and identically distributed, and

without loss of generality we suppose that plzrpzz-...zx%qz 0.

Since D is doubly-linked a search for Ri can begin from
the leftmost record in D or its rightmost counterpart;
let Pi1Pip = 1 - Pig,s 1 =i =N be the probabilities of
these two events, respectively. We assume that the starting
point for any search is selected independently of the request
for the record being sought.

Suppose, initially, that the probabilities P Py,

(and therefore are known. The following lemma charac-—

big)
terizes the optimal ordering of the records if the mean search

time, E(S), 1is to be minimized.

"Lemma 1. E(S) is minimized when the records in D are

arranged, from left to right, in decreasing order of
- _ 1
pi pi(piL 2)-

R and let

Proof: Let A be a given arrangement of Rl""’ N



Ki be the number of records to the left of Ri in A. Then

the expected search time for A is

N N
Ep(8) = ] pypyp(&y+1) + ] pypip(N-4£y)
i=1 i=1
N N
- _ 1 _ _
=2 ] py(pyy - )4y + N - (N-1) | pipy (1.1)
i=1 i=1
N
and (1.1) is minimized when Y p.(piL-—%)Ki is least 1i.e.

when the records are arranged, from left to right, in decreasing

order of pI = p;(pyp - %)

Two further observations concerning Lemma 1 can also
be made. If Py, = P for all i then the optimal arrange-

ment 1is Rl’RZ""’R as in the case of the sequential list.

N
In particular, if Piq, = 4 for all i, EA(S) = 3(N+1) does
not depend on {Ki} indicating that, with respect to mean
search time, the ordering of the records is immateriai if either
end of D 1is equally likely to be the starting point of a
search for any particular record.

In most circumstances the probabilities P;»Pyr,
1 =i =N are unknown and so the records cannot be arranged
in the optimal order in advance. Therefore the problem becomes
one of finding a heuristic which dynamically maintains D in

approximately optimal order. Subsequent developments will

show that two different situations arise, depending on the



values of the probabilities D1, In order to discuss and

compare such heuristics the following definitions are required.

Definitions.

(a) A heunistic for a given doubly linked list, D, is a

set of permutations T = {TjL,T.R} such that TjL(TjR)

is applied to D whenever the requested record is found

in position j by a search beginning from the left (right)

end of D.
(b) A heuristic 1 = {TjL,TjR} is said to be optimal iff
ET(S), the asymptotic expected search time using T,

satisfies ET(S) < EG(S) for all probability frameworks

{pj,ij} and all heuristics o which operate on D.

The first of the two above-mentioned situations con-
cerns a characterization of the optimal heuristic when Pir, =P

for all 1i; without loss of generality we take p =2 3%.

Lemma 2.

(i) 1If = p = %2 no heuristic is necessary to maintain D
in optimal order.

(ii) If P =P > 2 and if 1T 1is an optimal heuristic for

the corresponding sequential list of N records (p = 1),

then 1 1is optimal for D as well.

Proof: We begin by defining the limiting probabilities (deter-

mined by T)



bT(l,J) = pr(Ri is left of Rj in D),

1 <1, j < N.

It follows that when 1t 1is the replacement rule the asymptotic

mean search time is

N
E.(S;p) = ] p.p{l+ ] b (i)} + ] p.(1-p)[1+ ) {1-b (i,3)}]
j=1 7 i#3 j=1" i3]
N
=N -p(N-1) + (2p-1) ] py ] b (i,3). (2.1)
j=1 v i#j

Il
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When p , E (S;3) = 3(N+1) does not depend on T indi-
cating that when a search for any record is equally likely to
begin from either end of D the ordering of records is immaterial
i.e. no heuristic is necessary, since the mean search time cannot
be reduced under these circumstances.

To prove (ii) let T be an optimal heuristic for the
corresponding sequential 1list of N records. Then
T = {1

,Tr) 1s a set of permutations such that Tj is

10 Tgs s Ty
applied to that list whenever the requested record is found in

position Jj, and T can be extended for D by defining

Since 1T 1is an optimal heuristic for the corresponding
sequential list it follows that for any other heuristic p # T

operating on the sequential list



N
lim E_(8;p) =1 + | p, ] b _(1,3)

p~>1 jl‘]lJ
N
<1+ ) p, ) b (i,j)=1im Ep(S;p). (2.2)
j=1J i#j P p~+1

It follows from (2.2) and (2.1) that when 71,p are extended

for use on D

poj
IA

o]
IA
fod

E_(S;p) = EQ(S;p), (2.3)

To complete the proof of (ii) assume that there exists

a heuristic o such that for at least one Py € (%,1]
E (85py) < E_(8;py) and E (S;p) = E (S;p), P # pjy-

Then it follows from (2.1) that

N
Lpy 1o < (LPy P9 (2.4)

i#] i#J

Clearly ¢ does not consist solely of a set of permutations
{01,...,0N} since, by (2.2) with p = ¢ we obtain the contra-
diction EO(S;pO) > ET(S;pO). Therefore ¢ consists, at most,

R L R}.

Gy b

of the permutations {o Now, define a new

1 b
replacement rule, w, for the corresponding sequential list.
L '

The heuristic w is given by w = {wj = Oj oyt = OjR} where

wj (wj') is applied to the sequential l1ist whenever the requested
record is found in position j and the result of a corresponding

independent Bernoulli trial is L(R); with respect to the



Bernoulli trial we specify that pr(L) = Po and pr(R) = 1-—p0.
Probabilistically, w is equivalent to ¢ and therefore

bw(l,j) = bo(l,J). Hence

N N
. )b (i,3) = .Y b (i,3
1+ jzlpJ L b, (1,3) =1+ jzlpJ Y b _(1,3)

i#] i#]
? N |
< 1 + P b (i, J)
j=1 9 i#j T

contradicting (2.2), and (ii) follows at once.

it follows from the lemma that in searching for
optimal heuristics for D it suffices to find an optimal
heuristic for the corresponding sequential list. Rivest [7]
has deduced a partial characterization of an optimal replacement
rule, if such a heuristic exists, and has exhibited empirical
evidence which suggests that the transposition heuristic is in

fact optimal for any distribution of search probabilities.

Suppose, now, that at least one of Pqy,s -+ 5 Py is
different. We consider a modification of the move to front
heuristic called '"move to end" (MTE) which operates in the

following fashion; let D = (Rl,Rz,...,RN). If Ri is re-

quested and the associated search began at the left end of D

place Ri at the left end of D and shift Rl’RZ""’Ri—l

one position to the right; then D becomes
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.,R Conversely, if R. is

i+1’ - N)° i

D' = (Ri’Rl""’Ri—l’R
requested and the associated search began at the right end
of D place Ri at the right end of D and shift

R one position to the left; then D becomes

Ri+1""’ N

D" = (R ’Ri—l’R "RN’Ri)' The mean search time for

IEREE P41
MTE is easily calculated. Let b(i,j) denote the asymptotic
probability that Ri is located to the left of Rj in D

under MTE. Then

Proof: At any time Ri is located to the left of Rj if one

of the following mutually exclusive cases obtains:

(1) There exists a unique kl such that the preceding k1
requests consist of a request for Ri’ which was found
by searching D from the left end, followed by (k1 - 1)
requests for records other than Ri or Rj; the
probability in this case is

© k,.-1
- 1= _
Py = PyPyy, L (1 -py - py) = PPy /(Py *+ Py
k,=1
1
(2) There exists a unique k2 such that the preceding k2
requests consist of a request for Rj’ which was found

by searching D from the right end, followed by (k2 - 1)

requests for records other than Ri or Rj; the prob-
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ability in this case is

Py = P3P/ (P + Py).

The result follows at once.

Using Lemma 3 we can derive an expression for EMTE(S),
the expected search time under the MTE heuristic and show that

E S) never exceeds twice the expected search time when D

MTE(
is optimally ordered.

Theorem. If E*(S) is the minimum search time when D is

optimally arranged, from left to right, in decreasing order of

X _ 1 .
p; pi(piL ), 1 =41 = N, then

EMTE(S) < 2E*(8).

Proof: Denote the products PP, and pjij by Py ﬁjR

respectively, 1 =i, j = N. Then

Eyrp(S) = jglﬁjﬂ“i;jb(i,j)} + jglﬁjR{l+i;jb(j,i)}
N . N N | N A

- jzlij + jzlij + jzlij i;jb(i,j) + jzlij i;jb(j,i)
¥ ~ A A A N ~

=1 + jzl i;j(ijRij + ijpiL + ijpiR)/(pi 4 pj)
N A A~ ~

=1+ ijl{ij iZj(ij-+piL)/(pi-+pj)

+ ﬁjR ) (ﬁiR + ﬁjL)/(Pi'+pj)}. . (1)

i>j
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To prove the result we optimally arrange D and
then relabel the records so that Ri is the 1ith record
from the left under this ordering. Then from (1.1) it follows
that the optimal expected search time is given by

N N

Z p;p..J + ) p.p.o(N-j+1)
=1 J 3L j=1 J IR

E*(S)

1+ szLJ—1)+ZpR<N 3). (2)
j=1

Since ﬁiL + ﬁjR = pi + pj, ﬁiR + ﬁjL < pi + pj it follows

from (1), (2) that

E*(8)

IA

Eyrp(S)

IA

N
1+ 2 Z P (j-1) +2 7 p.(N=3)
j=1 JL j=1 JR

< 2E*(8).

i.e. on average MTE never requires more than twice the search

time associated with the optimal ordering of D.

In summary, then, if D is equally likely to be
searched from either end for any particular record there is no
heuristic which will reduce the mean search time below the
value 3%(N+1). If, however, a search is more likely to begin
at one particular end of D with a constant probability for
every item requested, then in order to reduce the mean search

time it suffices to regard D as a sequential list and to
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apply known results concerning heuristics for maintaining
sequential lists in approximately optimal order. Finally, if
the probabilities for search direction are not constant the
move to end heuristic represents one replacement rule which
has the potential to reduce mean search time considerably by
dynamically reorganizing the doubly linked list when the re-

quest and search direction probabilities are unknown.
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