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Abstract

Quasinets, as defined by A. Blikle, are algebras in which it is possible to investigate formally properties of computer programs. Briefly, a quasinet is a set $U$ of objects interpreted as meanings of algorithms of a given class (e.g. flowchart, recursive procedures, etc.) together with a partial orderings $\leq$, such that $(U, \leq)$ is a complete lattice, and a binary operation $\circ$ which is continuous and additive with respect to the join of $(U, \leq)$ such that $(U, \circ, e)$ is a monoid for some element $e$ in $U$. The completeness property of the lattice provides infinitistic operations necessary to deal with iteration and recursion. The finitistic join is to describe branching, and the monoid operation to describe sequencing in algorithms.

This paper introduces two new quasinets which improve the analysis of infinitistic properties of programs (e.g. non-termination). One is a modification of the quasinet of generalized languages (i.e. languages with finite and infinite words); the other is isomorphic to the quasinet of $\delta$-relations but it avoids many of the technical inconveniences appearing in this algebra.
§1 Introduction

If we want to investigate formally the properties of a computer program, we need a precise mathematical model in which programs are representable and which is powerful enough to carry out the required analysis. Throughout this paper, a program is assumed to consist of a finite number of elementary modules (e.g. boxes in flowcharts, elementary instructions, etc.) together with a control mechanism to define the order in which the elementary modules are to be executed (e.g. flowchart structure, recursive calls, coroutine mechanisms, etc.).

The approach developed by Blikle [74,76a,76b], consists of building an algebra in which modules and sequence control are representable. The algebra must provide enough tools to enable us to analyze formally some properties of programs such as correctness, domain of termination (for which class of inputs does the program terminate), domain of looping (for which class of inputs does the program loop infinitely), domain of blocking (for which class of inputs does the program block without reaching the end). The algebras used by Blikle are called quasinets: they consist of a set $U$ of objects representing the modules, a partial ordering $\leq$, such that $(U,\leq)$ is a complete lattice, and a continuous binary operation $\circ$, additive with respect to the join of the lattice, such that $(U,\circ,e)$ is a monoid for a certain unit element $e$ in $U$. Completeness of the lattice provides infinitistic operations necessary to deal with iteration and recursion. Finitistic join is to describe branching, and the monoid operation is to describe sequencing in algorithms.

Obviously, there are many ways in which one can associate a meaningful object with a given computer program. The first step of the
approach is thus to define quasinets which are adequate to investigate some class of properties. In section 2, we discuss informally two types of semantics of programs, that is, ways of associating a "useful meaning" to a given program. Section 3 defines quasinets formally and introduces an important concept, the $\mathcal{C}$-operation. Section 4 introduces a new quasinet in order to deal with symbolic semantics. In section 5, we introduce another new quasinet, this time to deal with input-output semantics. These last two quasinets are superior to previous existing ones, specially to analyze the infinitistic behaviour of programs. In section 6, we prove some properties enjoyed by our new quasinets.

The present paper is self-contained except in section 5 where some basic knowledge of the usual algebra of relations is required. Also, the reader is occasionally referred to some other articles in order to have a more complete discussion of some concepts presented here.

§2 Semantics of Programs

To describe the semantics of any language, we need to define a meaning for every expression in the language in such a way that the expressions will be understood by the users. In the case of programming languages, the expressions are programs but there exist many different ways of associating a meaning with a program. In this paper we use two different semantics of programs, and this section intends to give a brief discussion of each of them.

First, we can identify the meaning of a program with its input-output function (I-O semantics). Given a program $\pi$ in an arbitrary language
L, and appropriate vectors x and y of data, we can associate with \( \pi \) a partial function \( f \) such that \( f(x) = y \) whenever the program \( \pi \), accepting \( x \) as its input, processes the data, eventually stops and yields \( y \) as its output. In this case, \( f \) will be the meaning of \( \pi \). Consider for example the two following Algo1 programs:

\[
\pi_1 : \begin{align*}
    \text{begin} & \quad \text{integer} \quad a,b; \\
    \text{loop} : & \quad a := a-1; \\
    & \quad b := a+1; \\
    & \quad \text{if} \ a < 0 \ \text{then goto loop}
\end{align*}
\]

\[
\pi_2 : \begin{align*}
    \text{begin} & \quad \text{integer} \quad a,b; \\
    \text{loop} : & \quad b := a; \\
    & \quad a := a-1; \\
    & \quad \text{if} \ a < 0 \ \text{then goto loop}
\end{align*}
\]

The I-O functions \( f_1 \) and \( f_2 \) associated respectively with \( \pi_1 \) and \( \pi_2 \) are defined by the equations

\[
f_1(x_1,x_2) = f_2(x_1,x_2) = (x_1-1,x_1)
\]

where \( x_1, x_2 \) are integers and \( x_1 \geq 1 \). For arguments \((x_1,x_2)\) with \( x_1 < 1 \), both \( f_1 \) and \( f_2 \) are undefined since the programs \( \pi_1 \) and \( \pi_2 \) enter an infinite loop. This example shows that in I-O semantics, two different algorithms can have the same meaning, i.e. they can compute the same I-O function. But very often it is important to analyze the different steps required by an algorithm to compute a function. In this case, I-O semantics are not sufficient and we need a different tool.
To this effect, we can use the so-called generalized formal languages. With every instruction of a program is associated a single character which is understood as the name of this instruction (symbolic semantics). Sequences of characters generated along all the control flows in the program are called runs and can be interpreted as symbolic executions of the program. The meaning of a program here is defined to be the set of all its runs; the meaning is therefore a formal language, possibly with infinite words. In the case of programs $\pi_1$ and $\pi_2$ above, if we establish the following dictionary of characters

<table>
<thead>
<tr>
<th>character</th>
<th>instruction</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$a := a - 1$</td>
</tr>
<tr>
<td>B</td>
<td>$b := a + 1$</td>
</tr>
<tr>
<td>C</td>
<td>$b := a$</td>
</tr>
<tr>
<td>$T_1$</td>
<td>$a &lt; 0$ (first branch of the test)</td>
</tr>
<tr>
<td>$T_2$</td>
<td>$a \geq 0$ (second branch of the test)</td>
</tr>
</tbody>
</table>

then the generalized language of runs generated by our programs are:

$$(ABT_1)^*ABT_2 \cup (ABT_1ABT_1 ...)$$

and $$(CAT_1)^*CAT_2 \cup (CAT_1CAT_1 ...)$$.

Of course, if we know the functional meanings of the symbols, then we realize that the only possible executions of $\pi_1$ are $ABT_2$ and $ABT_1ABT_1 ...$. But we cannot establish this fact dealing with the set of runs since in this semantics we assume to have no access to the functional meanings of the characters.
§3 Quasinets

3.1 Preliminary Notions

Let \((U, \leq)\) be a complete lattice. For any set \(P \subseteq U\) and any elements \(x\) and \(y\) in \(U\), we denote by:

- \( \cup P \) : the l.u.b. of \(P\)
- \( \cap P \) : the g.l.b. of \(P\)
- \( x \lor y = \cup \{x, y\} \) : the join of \(x\) and \(y\)
- \( x \land y = \cap \{x, y\} \) : the meet of \(x\) and \(y\)

A set \(P \subseteq U\) is said to be directed provided that it is non-empty and that every finite subset of \(P\) has an upper bound in \(P\).

A function \(\phi : U \rightarrow U\) is said to be additive if it preserves finite joins, i.e. for any \(x, y \in U\), \(\phi(x \lor y) = \phi(x) \lor \phi(y)\). It is said to be continuous if it preserves l.u.b. of directed sets, i.e. for any directed set \(P \subseteq U\), \(\phi(\cup P) = \cup \{\phi(x) | x \in P\}\).

A function \(\phi : U^n \rightarrow U\) with \(n \geq 1\) is called additive (continuous) if it is additive (continuous) for each argument separately.

By a quasinet we shall mean any system \(Q = (U, \leq, \circ, e)\) where \(U\) is a set, \(\leq\) is a partial ordering in \(U\), \(\circ\) is a binary operation in \(U\) called composition, \(e\) is an element in \(U\) and the following conditions are satisfied:

i) \((U, \leq)\) is a complete lattice

ii) \((U, \circ, e)\) is a monoid with unit \(e\)

iii) \(\circ\) is additive and continuous

iv) for all \(x \in U\), \(e \circ x = x\) where \(e = \cap U\) is the bottom element of the lattice.
For any element $x$ in $U$, we define the $n$-th power and the $\star$-iteration:

$$
\begin{align*}
    x^0 &= e \\
    x^{n+1} &= x^nx \\
    x^\star &= \bigcup_{n=0}^{\infty} x^n
\end{align*}
$$

### 3.2 Interpretation

The set $U$ is a set of objects that we associate with algorithms and their modules. From now on we will not distinguish between a module and the element of $U$ to which it is associated. The lattice and the monoid over $U$ should be defined so that join corresponds to alternative branching and composition to sequencing (Fig. 3.2.1)

![Diagram 3.2.1](image)

This interpretation motivates in a natural way the additivity of composition (Fig. 3.2.2).

![Diagram 3.2.2](image)
The *-iteration corresponds to a denumerable alternative branching, hence can be used to describe finite looping.

The bottom element $0$ can be interpreted as the meaning of an "empty algorithm" i.e. an algorithm without any runs. Clearly, if we link sequentially two algorithms $x$ and $y$ and if $x = 0$ then the compound algorithm $x@y$ has no runs at all. Hence we require condition iv) to hold in a quasinet.

Consider now the case $x@y$ where $y = 0$. If control never reaches $y$ (e.g. if $x$ loops infinitely) then the fact that $y = 0$ is of no concern. On the other hand, whenever $x$ terminates, the compound algorithm $x@0$ has no runs and $x@0 = 0$. If we are interested only in the finitistic behaviour of programs, we can require that $x@0 = 0$ for all $x \in U$. Blikle [74] defines a net as a quasinet in which this last property is satisfied. Thus one should work with nets whenever interested only in finitistic behaviour of programs and in quasinetns otherwise.

3.3 Generalized Composition

We now introduce another operation that plays a central role in this approach of analyzing programs. To each sequence of elements in $U$, finite or infinite, we want to associate an element in $U$: the operation, denoted by $C$, should correspond to sequential linking of a finite or infinite number of modules.

We require that the following properties hold for our $C$-operation:

$C[\lambda] = e$ where $\lambda$ is the empty sequence

$C[u_1, \ldots, u_n] = u_1 \circ C[u_2, \ldots, u_n]$ for $n \leq \infty$
It can be proved that an operation $\mathcal{C}$ with the two properties above exists in any quasinet, but is not unique. Consequently, when dealing with a quasinet where a particular generalized composition $\mathcal{C}$ is defined, we have to mention it explicitly and consider an extended system $Q = (U, \leq, ^{\circ}, e, \mathcal{C})$.

Finally, given a $\mathcal{C}$-operation in $Q$, we define an infinitary iteration, also called $\infty$-iteration, in $U$. For any $x$ in $U$, define $x^\infty = \mathcal{C}[x, x, \ldots]$. This $\infty$-iteration corresponds to infinite looping.

§4 Generalized Languages

4.1 Preliminaries

Let $A$ be an arbitrary non-empty set (possibly infinite).

We consider the set of finite and infinite sequences over $A$; we denote finite sequences by $(a_1, \ldots, a_n)$ and infinite sequences by $(a_1, a_2, \ldots)$; we also call these sequences words (over $A$). We will sometimes use $(a_1, \ldots, a_n)_n \leq \infty$ as a shorthand notation for a sequence that may be finite or infinite.

We denote by:

$\lambda$: the empty word which is assumed to be of length 0

$\text{seq}^n(A)$: the set of all words of length $n$; for example, $\text{seq}^0(A) = \{\lambda\}$

$\text{seq}^\ast(A)$: $\bigcup_{n=0}^\infty \text{seq}^n(A)$: the set of finite words over $A$

$\text{seq}^\infty(A)$: the set of infinite words over $A$

$\text{seq}(A)$: $\text{seq}^\ast(A) \cup \text{seq}^\infty(A)$: the set of all words over $A$

We define a binary operation on $\text{seq}(A)$, denoted by $^\ast$, and called concatenation:
i) \((a_1, \ldots, a_n)^{\wedge}(b_1, \ldots, b_m) = (a_1, \ldots, a_n, b_1, \ldots, b_m)\)
for \(n < \infty, m \leq \infty\)

ii) \((a_1, a_2, \ldots)^{\wedge}(b_1, \ldots, b_m) = (a_1, a_2, \ldots)\) for \(m \leq \infty\).

It is clear that \((\text{seq}(A), ^{\wedge}, \lambda)\) is a monoid. Any subset \(L\) of \(\text{seq}(A)\) is called a generalized language and we denote by:

\[
\text{GLan}(A) = \{L | L \subseteq \text{seq}(A)\}
\]

We extend the operation \(^{\wedge}\) to the set \(\text{GLan}(A)\) by defining:

\[
L_1^{\wedge} L_2 = \{x_1^{\wedge} x_2 | x_1 \in L_1 \& x_2 \in L_2\}.
\]

Again, it is clear that \((\text{GLan}(A), ^{\wedge}, \{\lambda\})\) is a monoid where the unit \(\{\lambda\}\) is the set consisting of the empty word alone. It can easily be shown that \(^{\wedge}\) is continuous and additive with respect to unions. The system \(G = (\text{GLan}(A), \subseteq, ^{\wedge}, \{\lambda\})\) is thus a quasinet where \(\subseteq\) is the set theoretic inclusion. Moreover, we clearly have that the bottom element of the lattice \((\text{GLan}(A), \subseteq)\) is the empty set \(\emptyset\), and this element acts as a two-sided zero in \(\text{GLan}(A)\), i.e. \(L^{\emptyset} = \emptyset^{\wedge} L = \emptyset\ \forall L \in \text{GLan}(A)\). Thus the system defined above is a net and can be applied to analyze programs only in so far as finitistic behaviour is concerned.

The present paper was written to solve an open problem proposed by Blikle, namely, to transform \(G\) in such a way that it can be used to analyze non-finitistic properties of programs as well.
4.2 The New Quasinet of Generalized Languages

We denote by:

\[ \text{Fin}(L) = L \cap \text{seq}^*(A) : \text{the set of finite words of } L \]
\[ \text{Inf}(L) = L \cap \text{seq}^\infty(A) : \text{the set of infinite words of } L \]

Some properties of the \text{Inf} and \text{Fin} operators will be needed in this section. From Redziejowski [72], we extract the following:

1) \[ L = \text{Fin}(L) \cup \text{Inf}(L) \]
2) \[ \text{Fin}(L) \cap \text{Inf}(L) = \emptyset \]
3) \[ \text{Fin}( \bigcup_{y \in \Gamma} L_y ) = \bigcup_{y \in \Gamma} \text{Fin}(L_y) \]
4) \[ \text{Inf}( \bigcup_{y \in \Gamma} L_y ) = \bigcup_{y \in \Gamma} \text{Inf}(L_y) \]
5) \[ \text{Fin}(L_1 \uparrow L_2) = \text{Fin}(L_1) \uparrow \text{Fin}(L_2) \]
6) \[ \text{Inf}(L_1 \uparrow L_2) = \text{Inf}(L_1) \uparrow L_2 \cup \text{Fin}(L_1) \uparrow \text{Inf}(L_2) \]

We will also need the obvious:

7) \[ \text{Fin}(\text{Fin}(L)) = \text{Fin}(L) \]
8) \[ \text{Fin}(\text{Inf}(L)) = \emptyset \]
9) \[ \text{Inf}(\text{Fin}(L)) = \emptyset \]
10) \[ \text{Inf}(\text{Inf}(L)) = \text{Inf}(L) \]

We now proceed to define a new operation on GLan(A), which we denote by \( \uparrow \) and which we simply call the new concatenation:

\[ L_1 \uparrow L_2 = \text{Inf}(L_1) \cup \text{Fin}(L_1) \uparrow L_2 \]

We can check some of the properties enjoyed by this new operation by applying properties of \( \uparrow \), \text{Inf} and \text{Fin}. 
1) $\triangleleft$ is associative

$$
(L_1 \triangleleft L_2) \triangleleft L_3 = \text{Inf}(\text{Inf}(L_1) \cup \text{Fin}(L_1)^{\triangleleft} L_2) \cup \text{Fin}(\text{Inf}(L_1) \cup \text{Fin}(L_1)^{\triangleleft} L_2) \cup \text{Fin}(\text{Inf}(L_1) \cup \text{Fin}(L_1)^{\triangleleft} L_3)
$$

$$
= \text{Inf}(\text{Inf}(L_1)) \cup \text{Inf}(\text{Fin}(L_1)^{\triangleleft} L_3) \cup \text{Fin}(\text{Inf}(L_1)^{\triangleleft} L_2)^{\triangleleft} L_3
$$

$$
= \text{Inf}(L_1) \cup \text{Fin}(L_1)^{\triangleleft} L_2 \cup \text{Fin}(L_1)^{\triangleleft} L_3
$$

$$
L_1 \triangleleft (L_2 \triangleleft L_3) = \text{Inf}(L_1) \cup \text{Fin}(L_1)^{\triangleleft} (\text{Inf}(L_2) \cup \text{Fin}(L_2)^{\triangleleft} L_3)
$$

$$
= \text{Inf}(L_1) \cup \text{Fin}(L_1)^{\triangleleft} \text{Inf}(L_2) \cup \text{Fin}(L_1)^{\triangleleft} \text{Fin}(L_2)^{\triangleleft} L_3
$$

2) $\{\lambda\}$ is a two-sided unit

$$
L \triangleleft \{\lambda\} = \text{Inf}(L) \cup \text{Fin}(L)^{\triangleleft} \{\lambda\}
$$

$$
= L
$$

$$
\{\lambda\} \triangleleft L = \text{Inf}(\{\lambda\}) \cup \text{Fin}(\{\lambda\})^{\triangleleft} L
$$

$$
= \emptyset \cup \{\lambda\} \triangleleft L
$$

$$
= L
$$

We have thus shown that $(\text{GLan}(A),\triangleleft,\{\lambda\})$ is a monoid.

3) $\triangleleft$ distributes over arbitrary unions

$$
L \triangleleft (U \cup L_y) = \text{Inf}(L) \cup \text{Fin}(L)^{\triangleleft} (U \cup L_y)
$$

$$
= \text{Inf}(L) \cup U \text{Fin}(L)^{\triangleleft} L_y
$$

$$
= U \text{Fin}(L)^{\triangleleft} L_y
$$

$$
(U \cup L_y) \triangleleft L = \text{Inf}(U \cup L_y) \cup \text{Fin}(U \cup L_y)^{\triangleleft} L
$$

$$
= U \text{Fin}(L_y) \cup U \text{Fin}(L_y)^{\triangleleft} L
$$

$$
= U \text{Fin}(L_y)^{\triangleleft} L
$$

$$
= U \text{Fin}(L_y)^{\triangleleft} L
$$
4) Properties of \( \phi \)

\[
\phi^L = \phi  \\
L^\phi = \text{Inf}(L)
\]

Consider now the system \( G' = (\text{GLan}(A), \subseteq, \prec, \{\lambda\}) \), where \( \subseteq \) is the set theoretic inclusion on \( \text{GLan}(A) \); from the above properties, it is clear that \( \prec \) is additive and continuous.

By property 4), we see that \( G' \) is a quasinet but not a net. Our new operation has eliminated the undesirable effect of \( \phi \) as a right zero but otherwise has conserved all the properties needed to analyze programs.

4.3 Generalized Concatenation

We now proceed to define a \( C \)-operation in the new quasinet. First we need the following operation, \( C:\text{seq(seq}(A)) \rightarrow \text{seq}(A) \) defined by

i) \( C[\lambda] = \lambda \)

\[
C[x_1, \ldots, x_n] = x_1^C[x_2, \ldots, x_n]
\]

ii) \( C[x_1, x_2, \ldots] \) is the shortest word in \( \text{seq}(A) \) with the following property

\[
\forall n \geq 1 \quad x_1^C x_2^C \ldots^C x_n \text{ pre } C[x_1, x_2, \ldots] \text{ where } x \text{ pre } y \text{ iff } \\
\exists z \in \text{seq}(A) \text{ such that } x^C z = y.
\]

Alternatively, since \( \{C[x_1], C[x_1, x_2], \ldots\} \) clearly forms a chain with respect to \( \text{pre} \), we can define \( C[x_1, x_2, \ldots] = 1\text{.u.b.} \{C[x_1], C[x_1, x_2], \ldots\} \) and clearly both definitions are in agreement.

We extend this last operation to the following:

\( C: \text{seq}(\text{GLan}(A)) \rightarrow \text{GLan}(A) \)
where

i) \( \mathcal{C}[\lambda] = \{\lambda\} \)

\[ \mathcal{C}[L_1, \ldots, L_n] = L_1 \mathcal{C}[L_2, \ldots, L_n] \quad n < \infty \]

ii) \( \mathcal{C}[L_1, L_2, \ldots] = \{C[x_1, x_2, \ldots](\forall i \geq 1) x_i \in \text{Fin}(L_i)\} \)

\[ \cup \bigcup_{n=1}^{\infty} \{C[x_1, \ldots, x_n]|x_i \in \text{Fin}(L_i) \text{ for } i = 1, \ldots, n-1 \) \]

& \( x_n \in \text{Inf}(L_n) \} \)

We call \( \mathcal{C} \) the generalized concatenation of languages and clearly the properties of a \( \mathcal{C} \)-operation are satisfied.

Now let the \( n \)-th power, the \( * \)-iteration and the \( \infty \)-iteration have the meaning defined in an abstract quasinet (see section 3.1 and 3.3). The following properties can be checked to hold for the \( \infty \) operator:

1) \( \phi^\infty = \phi \)  

4) \( \text{Inf}(L)^\infty = \text{Inf}(L) \)

2) \( \{\lambda\}^\infty = \{\lambda\} \)

5) \( L_1 \subseteq L_2 \Rightarrow L_1^\infty \subseteq L_2^\infty \)

3) \( L^{\infty \infty} = L^\infty \)

Among these properties, the third is specially important, for we can show that if \( L \) is \( \lambda \)-free (i.e. \( \lambda \notin L \)), then \( L^\infty \) is the greatest solution of the equation \( X = L^{\infty}X \). To get this result, we need some lemmas:

**Lemma 4.3.** If \( R \) is a solution of \( X = L^{\infty}X \), then \( (\text{Fin}(L))^{* \infty} \text{Inf}(L) \subseteq R \).

**Proof**

We show by induction on \( i \) that \( (\text{Fin}(L))^i \infty \text{Inf}(L) \subseteq R \).

For \( i = 0 \), since \( R = L^{\infty}R = \text{Inf}(L) \cup \text{Fin}(L)^{\infty}R \), we have \( \text{Inf}(L) = (\text{Fin}(L))^{\infty} \text{Inf}(L) \subseteq R \).

Assume the lemma to be true for an arbitrary \( i \geq 0 \). We have \( (\text{Fin}(L))^{i+1} \infty \text{Inf}(L) \subseteq R \) by induction hypothesis. It is easily verified that the inclusion stays valid if we multiply on both sides by any language. In
particular, \( \text{Fin}(L)^{\downarrow} \text{Inf}(L) \subseteq \text{Fin}(L)^{\uparrow} \). But \( \text{Fin}(L)^{\uparrow} R = \text{Fin}(L)^{\downarrow} R \subseteq R \).

Thus \( (\text{Fin}(L))^{i+1} \text{Inf}(L) \subseteq R \). This proves that

\[
\bigcup_{n=0}^{\infty} (\text{Fin}(L))^{n} \text{Inf}(L) \subseteq R
\]

or equivalently

\[
(\text{Fin}(L))^* \text{Inf}(L) \subseteq R.
\]

Lemma 4.3.2 \( L^\infty = (\text{Fin}(L))^{\downarrow} \text{Inf}(L) \cup (\text{Fin}(L))^\infty \)

Proof By definition

\[
L^\infty = \{ C[x_1, x_2, \ldots] \mid (\forall i \geq 1) \ x_i \in \text{Fin}(L) \}
\]

\[
\cup \bigcup_{n=1}^{\infty} \{ C[x_1, \ldots, x_n] \mid x_i \in \text{Fin}(L) \text{ for } i = 1, \ldots, n-1
\]

\& \ x_n \in \text{Inf}(L) \}.

It is a simple matter to check that the first term of the right-hand side union is \((\text{Fin}(L))^\infty\) and the second term is \((\text{Fin}(L))^{\downarrow} \text{Inf}(L)\).

Lemma 4.3.3 If \( L \) is \( \lambda \)-free, any solution of \( X = L^{\downarrow} X \) is \( \lambda \)-free.

Proof Let \( R = L^{\downarrow} R = \text{Inf}(L) \cup \text{Fin}(L)^{\downarrow} R \) and suppose that \( \lambda \in R \). This implies that \( \lambda \in \text{Fin}(L)^{\downarrow} R \), and hence \( \lambda \) should be in \( \text{Fin}(L) \) which contradicts the fact that \( L \) is \( \lambda \)-free.

Theorem 4.3.1 If \( L \) is \( \lambda \)-free, \( L^\infty \) is the greatest solution of \( X = L^{\downarrow} X \).

Proof Suppose that \( R \) is an arbitrary solution, i.e. \( R = L^{\downarrow} R = \text{Inf}(L) \cup \text{Fin}(L)^{\downarrow} R \).

By Lemma 4.3.1, \( R = (\text{Fin}(L))^{\downarrow} \text{Inf}(L) \cup B \), where we can assume that \( B \cap (\text{Fin}(L))^{\downarrow} \text{Inf}(L) = \emptyset \). By Lemma 4.3.2, it is sufficient to show that \( B \subseteq (\text{Fin}(L))^\infty \).
If \( B = \emptyset \), there is nothing to prove. Else, let \( y \in B \): we define an infinite sequence \( \{x_1, x_2, \ldots \} \) as follows:

Since \( y \in R \), we have \( y \in \text{Inf}(L) \) or \( y \in \text{Fin}(L)^R \). The first case is ruled out by the assumption that \( B \) and \( (\text{Fin}(L))^\supset \text{Inf}(L) \) are disjoint. Thus \( y = x_1^\gamma y_1 = C[x_1]^\gamma y_1 \), where \( x_1 \in \text{Fin}(L) \), \( x_1 \neq \lambda \) since \( L \) is \( \lambda \)-free, and \( y_1 \in R \). Also \( y_1 \neq \lambda \) by Lemma 4.3.3.

Now assume that we have \( x_1, \ldots, x_n \) such that \( x_i \in \text{Fin}(L) \) for \( i = 1, \ldots, n \) and there exists \( y_n \in R \) such that \( y = x_1^\gamma \ldots^\gamma x_n^\gamma y_n = C[x_1, \ldots, x_n]^\gamma y_n \). We have either \( y_n \in \text{Inf}(L) \) or \( y_n \in \text{Fin}(L)^R \). Again the first case is ruled out and the second case yields \( y_n = x_{n+1}^\gamma y_{n+1} \), \( x_{n+1} \in \text{Fin}(L) \), \( y_{n+1} \in R \). Also
\[
\begin{align*}
y &= C[x_1, \ldots, x_n]^\gamma y_{n+1} \\
&= C[x_1, \ldots, x_{n+1}]^\gamma y_{n+1}.
\end{align*}
\]

By passing to the limit, we have an infinite sequence \( (x_1, x_2, \ldots) \) such that for all \( i \), \( x_i \in \text{Fin}(L) \). By construction, for all \( n \geq 1 \), \( x_1^\gamma \ldots^\gamma x_n \) pre \( y \) and thus \( y = C[x_1, x_2, \ldots] \) or equivalently \( y \in (\text{Fin}(L))^\infty \).

We conclude that \( B \subseteq (\text{Fin}(L))^\infty \) and the theorem is proved. \( \square \)

The motivation to introduce our \( C \)-operation is as follows: consider a program \( \pi \) which has been split in a number of modules \( \pi_1, \ldots, \pi_m \). For each module \( \pi_i \), we associate to the set of its internal runs a generalized language \( L_i \) (cf: symbolic semantics of section 2). Runs of \( \pi \) in terms of \( \pi_i \)'s are finite or infinite sequences of these languages.

Given such a run, \( (L_{i_1}, \ldots, L_{i_n}) \) \( n \leq \infty \), the set of the corresponding runs of \( \pi \) described in terms of instructions is of course \( C[L_{i_1}, \ldots, L_{i_n}] \).

If \( L_i \neq \emptyset \) for all \( i \), this reduces to the analysis made in the net \( G \). But
if a module \( \pi_1 \) has no computations \( (L_{i_k} = \phi) \), then the set of computations of \( \pi \) will be \( \text{Inf}(C[L_{i_1}, \ldots, L_{i_{k-1}}]) \) instead of \( \phi \). The quasinet \( G' \) can thus be used to analyze infinitistic behaviour of a program in a more adequate way than the net \( G \).

§5  I-O Relations

5.1 Preliminaries

The previous section was concerned with symbolic semantics. In this chapter, we show how we can use similar tools to deal with I-O semantics. We assume that the reader is familiar with basic notions of the algebra of binary relations.

First of all, we describe briefly the algebra of \( \delta \)-relations as defined in the works of Blikle. Let \( D \) be an arbitrary non-empty set and let \( \delta \) be an element not in \( D \). We define

\[
D_\delta = D \cup \{\delta\}
\]

\[
\Delta = \{(a, \delta) | a \in D_\delta\}
\]

\[
\text{Rel}_\delta(D) = \{Q \cup S | Q \subseteq D \times D \& S \subseteq \Delta \& (\delta, \delta) \in S\}
\]

The elements of \( \text{Rel}_\delta(D) \) are called \( \delta \)-relations over \( D \). They are just ordinary relations with the following assumptions:

i) \( (\delta, \delta) \in R \) for all \( R \in \text{Rel}_\delta(D) \)

ii) there is no pair \( (\delta, a) \in R \) with \( a \neq \delta \)

If \( R = Q \cup S \) as defined above and \( R \) is an I-O relation of some program, then \( Q \) describes the transmission of inputs into outputs of the program and \( S \) describes the domain of looping: the element \( (\delta, \delta) \in S \) has no interpretation and is required only for technical reasons.
Let \( \circ \) represent the usual composition of relations, \( \subseteq \) be the set theoretic inclusion and \( I_\delta = \{(a,a) | a \in D_\delta\} \): then it can be easily shown that \( Q = (\text{Rel}_\delta(D), \subseteq, \circ, I_\delta) \) is a quasinet (but not a net) in which the bottom element is \( \{(\delta, \delta)\} \).

5.2 The New Quasinet of I-O Relations

Let \( D, \delta \) and \( D_\delta \) be as in 5.1. By using a new operation on relations, very similar to the new concatenation of languages defined in section 4, we build a quasinet which is isomorphic to \( Q \) and which avoids the carry over of a dummy element \((\delta, \delta)\) which has no meaning in terms of the general interpretation of the quasinet. We denote by \( \text{Rel}(D, D_\delta) = \{R | R \subseteq D \times D_\delta\} \); we will also use the notation \( aRb \) to describe the fact that \((a, b) \in R\) and I will stand for \( \{(d, d) | d \in D\} \).

The usual composition of relations is associative in \( \text{Rel}(D, D_\delta) \) and I acts as a one-sided left unit but there is no right unit. We denote by

\[
\begin{align*}
\text{Fin}(R) &= R \cap D \times D \\
\text{Inf}(R) &= R \cap D \times \{\delta\}
\end{align*}
\]

Properties 1-10 of section 4.2 have direct analogous in this case. We add another one

11) \( \text{Inf}(R_1) \circ R_2 = \phi. \)

We define the new composition of relations, denoted by \( \odot \), on \( \text{Rel}(D, D_\delta) \):

\[
R_1 \odot R_2 = \text{Inf}(R_1) \cup \text{Fin}(R_1) \circ R_2.
\]
We define a mapping \( \phi \) from \( \text{Rel}_\delta(D) \) onto \( \text{Rel}(D) \) by \( \phi(R) = R \circ \delta \) for all \( R \in \text{Rel}_\delta(D) \). Clearly, \( \phi \) is a bijection between the two sets: moreover, the ordering and arbitrary joins are preserved, i.e. \( R_1 \leq R_2 \) implies \( \phi(R_1) \leq \phi(R_2) \) and \( \phi(\bigcup_i R_i) = \bigcup_i \phi(R_i) \). To show that composition is also preserved, we proceed as follows:

\[
\phi(R_1 \circ R_2) = R_1 \circ R_2 \circ \delta
\]

\( R_1 \odot R_2 = \inf(R_1) \cup \text{Fin}(R_1) \circ R_2; \)

\((a,b) \in R_1 \circ R_2 \circ \delta \) implies that \( \exists c \in R_1 \circ R_2 \) and \( a \neq \delta \). If \( c \neq \delta \), then \( (a,c) \in \text{Fin}(R_1) \) and \( (a,b) \in \text{Fin}(R_1) \circ R_2 \). If \( c = \delta \), then \( b = \delta \) and \( (a,b) = (a,\delta) \in \text{Fin}(R_1) \). Thus \( R_1 \circ R_2 \circ \delta \subseteq R_1 \odot R_2 \).

By a similar argument, the reverse inclusion also holds.

Hence \( \phi(R_1 \circ R_2) = R_1 \odot R_2 \).

Thus by isomorphism, \( Q' = (\text{Rel}(D), \leq, \odot, I) \) is a quasinet, but not a net (note that \( \phi(I_\delta) = I \)).

5.3 Generalized Composition

We now proceed to define a \( \mathcal{C} \)-operation in the new quasinet.

\[ \mathcal{C} : \text{seq}(\text{Rel}(D)) \rightarrow \text{Rel}(D, D) \]

i) \( \mathcal{C}[\lambda] = I \)

\[ \mathcal{C}[R_1, \ldots, R_n] = R_1 \odot \mathcal{C}[R_2, \ldots, R_n] \]

ii) \( \mathcal{C}[R_1, R_2, \ldots] = \{(a,\delta) | (\exists (a_1, a_2, \ldots) \in \text{seq}^{\infty}(D)) a = a_1 \)

\& \forall i \geq 1 \ a_i \text{Fin}(R_i) a_{i+1}\}

\cup \{(a,\delta) | aR_1 \ldots R_i \delta \ for \ some \ i \geq 1\} \)
This is clearly a valid C-operation. As usual, we use the notation $R^n$, $R^*$, $R^\infty$ to denote the n-th power, the *-iteration and the $\infty$-operation. One can check the following properties of the $\infty$ operator:

1) $\phi^\infty = \phi$
2) $1^\infty = D \times \{\delta\}$
3) $R \otimes R^\infty = R^\infty$
4) $R^\infty \otimes Q = R^\infty$
5) $R^\infty = \text{Inf}(R^\infty)$
6) $R_1 \subseteq R_2 \Rightarrow R_1^\infty \subseteq R_2^\infty$
7) $R^\infty = (\text{Fin}(R))^* \otimes \text{Inf}(R) \cup (\text{Fin}(R))^\infty$

Note the difference with the case of generalized concatenation of languages in property 2): the unit of $\text{Rel}(D,\delta)$ is carried over in $D \times \{\delta\}$ when raised to power $\infty$, while the unit of $\text{GLan}(A)$ is carried over in itself.

Theorem 4.3.1 has an analogous part in this section, a bit weaker in its statement.

**Theorem 5.3.1** $R^\infty$ is a solution of the equation $X = R \otimes X$ and for any other solution $P$, the domain of $P$ is included in the domain of $R^\infty$.

**Proof** By property 3) above, $R^\infty = R \otimes R^\infty$ and thus $R^\infty$ is a solution of the equation $X = R \otimes X$.

Let $P$ be another solution: $P = R \otimes P = \text{Inf}(R) \cup \text{Fin}(R)^\circ P$.

If $P = \phi$, there is nothing to prove. Else let $(a_1, b) \in P$; we define inductively a sequence $(a_1, a_2, \ldots, a_n)$, $n \leq \infty$, over $D \cup \{\delta\}$, as follows:

$(a_1, b) \in P$ implies $(a_1, b) \in \text{Inf}(R)$ or $(\exists a_2 \in D) a_1 \text{Fin}(R)a_2 P b$: if the first case holds, we put $a_2 = b = \delta$ and we stop: if the second case holds, $a_2$ becomes the second element of the sequence and we do the induction step.
Suppose we have defined \((a_1, a_2, \ldots, a_n)\) such that \(a_i \text{Fin}(R)a_{i+1}\) for \(i = 1, \ldots, n-1\) and \(a_n \in P b\); then either \((a_n, b) \in \text{Inf}(R)\) or \((\exists a_{n+1} \in D) a_n \text{Fin}(R)a_{n+1} \in P b\): if the first case holds, we put \(a_{n+1} = b = \delta\) and we stop; else \(a_{n+1}\) becomes the \(n+1\)st element of the sequence and we go back to the induction step.

Clearly, two cases can happen:

i) the sequence \((a_1, \ldots, a_n)\) \(n \geq 2\) is finite; then by construction \(a_n = \delta\) and \(a_1 \text{Fin}(R)a_2 \ldots a_{n-2} \text{Fin}(R)a_{n-1} \text{Inf}(R)\delta\). This means that \((a_1, \delta) \in R^\infty\) and \(a_1\) is in the domain of \(R^\infty\).

\[\] i) otherwise the set of sequences over \(D\) \(\{(a_1), (a_1, a_2), (a_1, a_2, a_3), \ldots\}\) has no maximal element with respect to \(\text{pre}\). In this case, for all \(i \geq 1\), we have by construction \(a_i \text{Fin}(R)a_{i+1}\) and thus \((a_1, \delta) \in R^\infty\) by the definition of the \(\infty\) operator. Again this shows that \(a_1\) is in the domain of \(R^\infty\).

In both cases the theorem is proved. \(\square\)

§6 Adequacy of the \(\mathcal{C}\)-operations in the New Quasinet

6.1 Preliminaries

Let \(Q = (U, \preceq, \circ, e, \mathcal{C})\) be a quasinet with specified \(\mathcal{C}\)-operation.

We introduce another function \(\mathcal{G} : (\text{GLan}(U)) \rightarrow U\) defined by

\[\forall S \subseteq \text{seq}(U) \quad \mathcal{G}(S) = \cup \{\mathcal{C}(t) | t \in S\} .\]

The motivation for introducing this operation is as follows: each run of a given program defines a sequence of elements in \(U\) which are just the objects associated with each module encountered in that particular run; by applying \(\mathcal{C}\) to that sequence, we can find an element of \(U\)
which corresponds to that run; the operation \( \mathcal{C} \) thus gives us an element
of \( U \) which corresponds to all possible runs of a given program.

A sequence \( t \in \text{seq}(U) \) is said to be proper with respect to the
given \( \mathcal{C} \)-operation if it is either finite or whenever infinite has the
property:

\[
\forall u \in U \quad \mathcal{C}(t)^o u = \mathcal{C}(t).
\]

A set \( S \subseteq \text{seq}(U) \) is proper if all its elements are proper sequences.

Now let \( S \) be a set of sequences of elements of \( U \) corresponding
to all possible runs of a given program. If this program loops infinitely
on itself, we obtain \( S^\infty \) as the set of all possible runs of that new program,
and the element associated to it is \( \mathcal{C}(S^\infty) \). For consistency, we would like
it to be equal to \( (\mathcal{C}(S))^\infty \) since \( \mathcal{C}(S) \) is the element of \( U \) corresponding to
all possible runs of the former program. Thus we make the following
definition: \( \mathcal{C} \) is said to be adequate in a given quasinet if for any proper
set \( S \subseteq \text{seq}(U) \) with \( \lambda \notin S \), we have the property:

\[
\mathcal{C}(S^\infty) = (\mathcal{C}(S))^\infty.
\]

It is important to check that property separately since examples can be given
of quasinets with valid \( \mathcal{C} \)-operation in which the above equality is not satisfied.

Before proving the adequacy property in the new quasinets, we give
two lemmas which hold in any quasinet. The first one is stated without
proof.

**Lemma 6.1.1** For any family \( \{ S_p \mid p \in P \} \) with \( S_p \subseteq \text{seq}(U) \), we have

\[
\mathcal{C}( \bigcup_{p \in P} S_p ) = \bigcup_{p \in P} \mathcal{C}(S_p).
\]
Lemma 6.1.2 For any finite or denumerable sets $S_1, S_2 \subseteq \text{seq}(U)$, if $S_1$ is proper then $\mathcal{C}(S_1 \wedge S_2) = \mathcal{C}(S_1) \circ \mathcal{C}(S_2)$, except the case where $S_2 = \emptyset$ and $\mathcal{C}(\text{Fin}(S_1)) \circ_o \emptyset \neq \emptyset$

Proof $\mathcal{C}(S_1 \wedge S_2) = \mathcal{C}(\text{Inf}(S_1) \cup \text{Fin}(S_1) \wedge S_2)$
$= \mathcal{C}(\text{Inf}(S_1)) \cup \mathcal{C}(\text{Fin}(S_1) \wedge S_2)$ by Lemma 6.1.1
$= U\{\mathcal{C}(t_1) | t_1 \in \text{Inf}(S_1)\} \cup U\{\mathcal{C}(t) | t \in \text{Fin}(S_1) \wedge S_2\}$

Using the fact that $S_1$ is proper and that $\circ$ is additive, we can rewrite the first term of the union

$U\{\mathcal{C}(t_1) | t_1 \in \text{Inf}(S_1)\} = U\{\mathcal{C}(t_1) \circ \mathcal{C}(t_2) | t_1 \in \text{Inf}(S_1), t_2 \in S_2\}$
$= U\{\mathcal{C}(t_1) | t_1 \in \text{Inf}(S_1)\} \circ_o U\{\mathcal{C}(t_2) | t_2 \in S_2\}$
$= \mathcal{C}(\text{Inf}(S_1)) \circ_o \mathcal{C}(S_2)$

The second term of the union can also be rewritten using the second property of the $\mathcal{C}$-operation and the additivity of $\circ$:

$U\{\mathcal{C}(t) | t \in \text{Fin}(S_1) \wedge S_2\} = U\{\mathcal{C}(t_1 \wedge t_2) | t_1 \in \text{Fin}(S_1), t_2 \in S_2\}$
$= U\{\mathcal{C}(t_1) \circ \mathcal{C}(t_2) | t_1 \in \text{Fin}(S_1), t_2 \in S_2\}$
$= U\{\mathcal{C}(t_1) | t_1 \in \text{Fin}(S_1)\} \circ_o U\{\mathcal{C}(t_2) | t_2 \in S_2\}$
$= \mathcal{C}(\text{Fin}(S_1)) \circ_o \mathcal{C}(S_2)$

Note that in this chain of equalities we need the hypothesis that we do not consider the case $S_2 = \emptyset$ (hence $\mathcal{C}(S_2) = \emptyset$) and $\mathcal{C}(\text{Fin}(S_1)) \circ_o \emptyset \neq \emptyset$.

Going back to the expression for $\mathcal{C}(S_1 \wedge S_2)$, we get

$\mathcal{C}(S_1 \wedge S_2) = \mathcal{C}(\text{Inf}(S_1)) \circ \mathcal{C}(S_2) \cup \mathcal{C}(\text{Fin}(S_1)) \circ \mathcal{C}(S_2)$
$= \mathcal{C}(\text{Inf}(S_1) \cup \text{Fin}(S_1)) \circ \mathcal{C}(S_2)$
$= \mathcal{C}(S_1) \circ \mathcal{C}(S_2).$
6.2 Adequacy of $\mathfrak{C}$ in $(\text{GLan}(A), \subseteq^\infty, \{\lambda\}, \mathfrak{C})$

From now on, we consider a proper set $S \subseteq \text{seq}(U)$ with $\lambda \notin S$.

**Lemma 6.2.1** $\mathfrak{C}(S^\infty)$ is a solution of $X = \mathfrak{C}(S)^X$.

**Proof** $S$ and $S^\infty$ satisfy the hypothesis of Lemma 6.1.2. Thus we obtain

$$\mathfrak{C}(S)^\mathfrak{C}(S^\infty) = \mathfrak{C}(S^\infty)$$

$$= \mathfrak{C}(S^\infty)$$

The following lemma is quite obvious and will not be proved.

**Lemma 6.2.2** If $S \subseteq \text{seq}(\text{GLan}(A))$ is a proper set with $\lambda \notin S$, then

i) $\text{Inf}(\mathfrak{C}(S)) = \mathfrak{C}(\text{Inf}(S)) \cup \text{Inf}(\mathfrak{C}(\text{Fin}(S)))$

ii) $\text{Fin}(\mathfrak{C}(S)) = \text{Fin}(\mathfrak{C}(\text{Fin}(S)))$.

**Lemma 6.2.3** $(\text{Fin}(\mathfrak{C}(S)))^\infty \subseteq \mathfrak{C}(S^\infty)$.

**Proof** Let $x$ be in $(\text{Fin}(\mathfrak{C}(S)))^\infty$.

By definition, this means

$$(\exists x_1, x_2, \ldots)(x_i \in \text{Fin}(\mathfrak{C}(S))) x = C[x_1, x_2, \ldots].$$

Using Lemma 6.2.2, we have

$$(\exists x_1, x_2, \ldots)(x_i \in \text{Fin}(\mathfrak{C}(\text{Fin}(S)))) x = C[x_1, x_2, \ldots].$$

Thus we can write

$$(\exists t_1, t_2, \ldots)(t_i \in \text{Fin}(S))(\exists x_i \in \text{Fin}(\mathfrak{C}(t_i))) x = C[x_1, x_2, \ldots].$$

Since $t_i \in \text{Fin}(S)$ for all $i$, we can change the indices of the languages in each sequence by putting $t_i = L_{n_i}, \ldots, L_{n_{i+1}-1}$ and now $x_i \in \text{Fin}(\mathfrak{C}(t_i))$ implies that $(\exists t_1, t_2, \ldots)(t_i \in \text{Fin}(S)) x \in \mathfrak{C}[C[t_1, t_2, \ldots]]$. Hence $x \in \mathfrak{C}(S^\infty)$, using the definition of $\mathfrak{C}$. $\square$
Theorem 6.2.1 \( \mathcal{E}(S^\infty) = (\mathcal{E}(S))^\infty \)

Proof By Lemma 6.2.1, \( \mathcal{E}(S^\infty) \) is a solution of \( X = \mathcal{E}(S)^\oplus X \).

By Theorem 4.3.1, we thus have \( \mathcal{E}(S^\infty) \subseteq (\mathcal{E}(S))^\infty \).

Lemma 4.3.1 tells us that \( (\text{Fin}(\mathcal{E}(S)))^\infty \cong \text{Inf}(\mathcal{E}(S)) \subseteq \mathcal{E}(S^\infty) \).

Lemma 6.2.3 yields that \( (\text{Fin}(\mathcal{E}(S)))^\infty \) is also included in \( \mathcal{E}(S^\infty) \).

Using the fact that \( (\mathcal{E}(S))^\infty = (\text{Fin}(\mathcal{E}(S)))^\infty \cup (\text{Fin}(\mathcal{E}(S)))^\infty \) by Lemma 4.3.2, we conclude that \( (\mathcal{E}(S))^\infty \subseteq \mathcal{E}(S^\infty) \). Thus \( \mathcal{E}(S^\infty) = (\mathcal{E}(S))^\infty \).

6.3 Adequacy of \( \mathcal{E} \) on \( (\text{Rel}(D,\delta),\subseteq,\oplus,\cap,\cup) \)

The proof of adequacy of \( \mathcal{E} \) in this second quasinet does not differ very much from the one in the previous section.

We first make an observation: since we assume that \( \lambda \not\in S \), \( S^\infty \) yields only infinite sequences of relations and thus \( \mathcal{E}(S^\infty) \subseteq D \times \{\delta\} \).

Obviously, it is also true that \( (\mathcal{E}(S))^\infty \subseteq D \times \{\delta\} \). Hence we need only to compare the domain of the two relations.

Lemma 6.3.1 \( \mathcal{E}(S^\infty) \) is a solution of \( X = \mathcal{E}(S)^\oplus X \).

Proof As in Lemma 6.2.1. \( \Box \)

Lemma 6.3.2 \( (\text{Fin}(\mathcal{E}(S)))^\infty \subseteq \mathcal{E}(S^\infty) \).

Proof As in Lemma 6.2.3. \( \Box \)
Theorem 6.3.1 \( \mathfrak{C}(S^\infty) = (\mathfrak{C}(S))^\infty \).

Proof  By Lemma 6.3.1 and Theorem 5.3.1, the domain of \( \mathfrak{C}(S^\infty) \) is included in the domain of \((\mathfrak{C}(S))^\infty\).

By the proof of Theorem 5.3.1, it is obvious that \((\text{Fin}(R))^\infty \odot \text{Inf}(R)\) is included in any solution of \(X = R \odot X\). In this case, we can conclude because of Lemma 6.3.1 that \((\text{Fin}(\mathfrak{C}(S)))^\infty \odot \text{Inf}(\mathfrak{C}(S)) \subseteq \mathfrak{C}(S^\infty)\). Lemma 6.3.2 also yields that \((\text{Fin}(\mathfrak{C}(S)))^\infty \subseteq \mathfrak{C}(S^\infty)\).

Since \((\mathfrak{C}(S))^\infty = (\text{Fin}(\mathfrak{C}(S)))^\infty \odot \text{Inf}(\mathfrak{C}(S)) \cup (\text{Fin}(\mathfrak{C}(S)))^\infty\) by property 7 of \(\infty\) operator in section 5.3, we have that \((\mathfrak{C}(S))^\infty \subseteq \mathfrak{C}(S^\infty)\) and hence the domain of \((\mathfrak{C}(S))^\infty\) is included in the domain of \(\mathfrak{C}(S^\infty)\).

Thus \(\mathfrak{C}(S^\infty)\) and \((\mathfrak{C}(S))^\infty\) have equal domain and by the observation made before Lemma 6.3.1, they are equal. \(\square\)
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