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ABSTRACT

The research reported in this thesis deals with the problem of circuit layout. Rather than partitioning the problem into placement and routing phases, graph-theoretical methods will be studied. The methods are based mainly on the concepts of planarity and of embedding graphs in the plane.

The first part of this dissertation deals with mathematical models for the circuit layout problem. As a result, new and greatly improved graph-theoretic models for the circuit layout problem are developed.

In the second part, a number of algorithms will be presented, dealing with testing the planarity of oriented graphs, the embedding of a maximal planar subgraph of a circuit layout graph and with using the technological properties of the problem for completing the layout. These algorithms are applicable especially for the layout of integrated circuits.
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0. Introduction.

The circuit layout problem is an important facet of design automation of digital systems. The problem is encountered in laying out printed circuit boards, integrated circuit masks, logic diagrams, flowcharts, electronic circuit diagrams, etc.

The research reported in this thesis was motivated by two major facts: first of all, a satisfactory mathematical formulation of the problem seems to be lacking; second, certain types of layout problems, especially the layout of large scale integrated circuits, have proven to be difficult to solve optimally by using the conventional approach, used mainly for printed circuit layout.

Consequently, the thesis can be divided into two major parts: in the first three chapters, mathematical models for the problem will be described, while the remaining chapters are devoted to algorithms and procedures that can be applied to solve a particular problem. The emphasis in this thesis is specifically towards the mathematical models for the solution of the circuit layout problem.
In chapter 1, the circuit layout problem is described, and the main properties of the classical and of the topological layout methods are highlighted. A critical discussion of mathematical models, used for the layout problem, as found in the current literature, is given.

In the second chapter, an improved graph-theoretic model for the problem is presented. Besides correcting some of the problems, associated with the models described in chapter 1, it allows one to perform pin and gate assignment as a function of the layout. In chapter 3, the mathematical properties of physical circuits are carefully scrutinized. Based on these properties, a mathematical model is derived for components, nets and outside connections. This model is a generalization of the one presented in chapter 2.

After a graph model is built for the circuit, it is necessary to embed this circuit graph or a maximal subgraph thereof in one or more layers (planes). Chapter 4 first describes some existing algorithms and their problems with respect to embedding circuit graphs of the kind derived in chapter 3. In particular, an efficient algorithm is presented for solving the problem.
Even if the graph model is not planar, it can frequently be planarized by making use of technological properties of the particular problem. Some of these properties and algorithms for using them are presented in chapter 5.

The algorithms, referenced so far, allow one to obtain a topological embedding of the circuit layout graph i.e. a list of oriented faces of the graph. In chapter 5, an algorithm will be described for deriving a preliminary physical (geometrical) embedding of the circuit layout.

+ Graph theoretic definitions are given mainly in sections 3.0 and 4.1. Terms that are not defined follow Harary (Ha69).
1. The Use of Topological Models for the Circuit Layout

Problem - a Survey.

1.1 The Circuit Layout Problem.

The problem of laying out a circuit can be formulated in the following way: given a number of elements (components) and a list of connections to be made between these elements, position the elements on a plane and generate the physical connections on one or more planes, taking into account a number of constraints. These constraints depend on the specific circuit layout problem being considered.

A well known circuit layout problem is the generation of electronic circuit drawings. Here the components are placed in a plane and the connections are realized in the same plane. Connections are allowed to cross each other. The parameters to be optimized are related to human perception and are rather difficult to measure. One could try to minimize the number of crossings of connections and/or the physical distance between logically related (i.e. connected) components.
The layout of logic diagrams is a similar problem. However, here the components have the property that some of their pins are equivalent (i.e., mutually interchangeable). This property allows the elimination of crossings between connections without changing the logical structure. As an example, consider Fig. 1.1.1 where two possible layouts involving a 3-input AND gate are shown.

Fig. 1.1.1 Influence of pin assignment on the number of crossings in a logic diagram.

It is obvious that the layout of Fig. 1.1.1(b) is much
better than the one in Fig. 1.1.1(a), while logically there is no difference. A **good layout algorithm** will have to detect such properties and use them accordingly. This problem is sometimes referred to as the pin assignment problem and is even more important for the layout of printed circuits. Connections are allowed to cross each other as long as these crossings do not influence the clarity (readability) of the logic diagram. As mentioned before, clarity is a very subjective measure of quality.

Printed circuit layout has received a lot of attention from the industry because algorithms and methods have been developed that allow automated printed circuit layout, that is usually more economical than manual layout. Most of these algorithms are particularly suited for the layout of multi-layer boards with regularly shaped components (i.e., integrated circuit modules). Much less work has been done on the layout problem of one-sided boards with a large variety of components (mainly discrete components). One common characteristic that differentiates the printed circuit layout problem from the logic schematic layout problem is that two distinct connections are not allowed to cross. In the case of one-sided boards, components are
normally placed on one side, while the connections are realized on the other side of the board. On two-sided boards connections can be made on both sides. Depending on the technology used, a connection must lie completely on one side of the board or can consist of segments on both sides, connected by plated-through holes or vias. Vias can be fixed or floating. Fixed vias can only be placed in predefined locations, while floating vias can be located where they are needed. In most cases, the aim of the design is to minimize the total wirelength and/or the number of vias. Other parameters include the length of the longest wire, the size of the board, etc. It is obvious that any connection problem can be solved using a two-sided board with vertical segments on one side and horizontal segments on the other side, provided the board is large enough. This may result in an excessive number of vias. Multilayer boards (4, 6, ..., 16 layers of interconnections) allow a much smaller board area, result in much shorter interconnections, but are more expensive to manufacture. The circuit layout problem here is to assign interconnections to the appropriate layer and to place the modules in such a way that all interconnections can be realized.
The layout of integrated circuits is related to printed circuit layout, with some important differences. A number of components of different shapes and sizes are to be connected using one or two layers of interconnections. In addition to these layers, one can use "cross-overs" that allow a connector on these layers to cross one or more connections on the same layer. A cross-over however consumes some physical area of the integrated circuit chip and should be avoided when possible. The parameter to be optimized here is the total area of the chip.

1.2 Methods for Automated Circuit Layout.
-----------------------------------------------

1.2.1. Introduction.
---------------------

Most procedures for solving the circuit layout problem first place the components on the board, thereby minimizing an objective function. This function should be a measure of the quality of the final layout. Usually the total wirelength is the parameter one tries to minimize. This tends to cluster heavily connected components together and
to shorten the longest wires, which are two desirable side-effects. Once the placement is obtained, it is frozen and the routing of connections has to be performed within this fixed-component topology. Pin and gate assignment are often done in a post-processing phase.

Topological layout methods, on the other hand, first construct a graph model for the circuit. This graph represents the topological aspects of the circuit as faithfully as possible, while neglecting all geometrical information. The graph then is embedded in one or more planes with the restriction that no two edges must intersect except at the vertices. If some of the connections remain unembedded, one attempts to route them by making use of technological properties. The final step consists in transforming the topological layout into a physical layout, that takes into account the geometrical properties.

Many existing systems for topological IC layout e.g. Engl (EM73), Klamer (KL73), Sugiymama (SU74) are limited to small-scale circuits. Because of the inadequacy of the models and algorithms employed, they often rely heavily on interaction for obtaining a final layout.
1.2.2. Geometrical versus Topological Information.

The topological aspect of the circuit layout problem relates primarily to the manner in which components are interconnected. Further topological information includes the order in which the terminals of a component appear on its outer boundary as well as the possibility of routing connections under or over the area used by the component. The requirement that the external connections have to appear on the outside boundary of the circuit in a prespecified order is also a topological characteristic of the circuit layout problem. Sometimes, the order of terminals is not completely imposed upon the designer: e.g., the inputs of a three-input AND gate are interchangeable and a good layout procedure should take this into account.

The geometrical aspect of the circuit layout problem is primarily related to parameters that can be measured. For layout problems one does not use the ordinary Euclidean metric, but rather the so-called Manhattan geometry, in which only vertical and horizontal line segments are allowed. The size of individual components, the thickness of conductor lines and the size of a printed circuit board
or an integrated circuit chip are examples of geometrical parameters.

The classical approach, where placement and routing are performed independently, takes into account the geometrical information at all stages, as long as there is a predefined regular structure. The topological parameters, however, are not fully taken into account.

In the topological approach, the topological parameters are considered at all stages, while the geometrical information is used only in the last phase of the layout.

The classical approach has proven successful in the layout of multilayer printed circuit boards with a regular structure, where the number of crossings is not important. This method has also been applied to the design of large scale integrated circuits using the block-and-track method (Koz72). This method for LSI layout is used extensively today, but it results in a rather inefficient use of the silicon area available. Basically, one has a library of predefined components (e.g., NAND, NOR gates, flip flops etc.), where each basic cell has the same height and a
different width. The cells are placed in rows and connections can be routed in predefined channels. By imposing these restrictions, one can apply the classical techniques for placement and routing. Although this method allows rapid layout of LSI circuits, it does not make good use of the silicon area. Currently, most circuits for high-volume production are designed manually in order to obtain an optimal packing density. This manual process can take a few months.

1.2.3 The Classical Approach.

Most methods for solving the circuit layout problem first place the elements such that some objective function is optimized (in most cases the total wirelength). Then the interconnections are routed in a separate step.

The placement problem for printed circuits can be formulated in the following way:

The board is divided into a number of rectangles of equal size, called slots. Given \( n \) modules \( W(i) \), \( i=1, n \) and \( m \) slots \( S(j) \), \( j=1, m \) where \( m \geq n \), assign to every module a
distinct slot such that a specified function is minimized. Every module has a number of pins that are to be connected to other pins in order to implement a design. On the set of all pins one can define a relation "is connected to". This is an equivalence relation that partitions the set of all pins into a collection of disjoint subsets. These subsets are usually referred to as the nets. The objective function that one usually attempts to minimize is the total wirelength. Minimum total wirelength is only one of many real-life parameters one might try to minimize. Heat dissipation, signal cross-talk, routeability of the connections, size of the board, etc. are to be taken into account. It has been determined empirically that, by minimizing the total wirelength, one usually satisfies most of the other requirements reasonably well.

Assuming all nets to be of cardinality 2, the total wirelength can be written as:

$$\sum_{i,j} c(i,j) = d[p(i), p(j)]$$

where $c(i,j)$ is the number of wires between modules $i$ and $j$ and $d(k,l)$ is the distance between slots $k$ and $l$; $d[p(i), p(j)]$ is the distance between the slots to which modules $i$ and $j$ have been assigned. The function has to be minimized over all possible permutations.
This problem is known as the quadratic assignment problem, which is in itself a special case of the more general module placement problem, where nets can be of cardinality \( > 2 \). It has been shown by Garey et al. (GJ74) that the quadratic assignment problem is \( NP \)-complete. Therefore, it is very unlikely that it can be solved in polynomial time. Hence, approximations are frequently used. Steinberg (St61) proposed an iterative method where in each step a linear assignment problem on a set of mutually unconnected components is solved. Hanan and Kurtzberg (HK72a-b) use an 'initial placement' technique to find a first placement of the components. This initial placement is then improved by means of a 'placement improvement' method such as Steinberg's. Another placement method not requiring slots, is the 'force-vector' method originally developed by Fisk, Caskey and West (FC67a-b) and further described by Hanan and Kurtzberg (HK70a). Module placement algorithms for problems with modules of widely different sizes (integrated circuits, printed circuit boards with discrete components) have received much less attention.

Solutions to the routing problem can be classified in two major categories:
1) **Maze-running algorithms**, that require the board to be divided by a grid such as Lee-type algorithms that are described further in (Le61), (Ma64), (LM64) and (Ak67). These algorithms route one connection at a time and require time proportional to $N^2$ per connection, where $N$ is the length of the path; an advantage is that this type of algorithm always finds a path when one exists. Furthermore it is very flexible in the parameters to be minimized (e.g., wirelength, number of vias, etc.). A depth-first approach, as proposed by Rubin (Ru72), yields more efficient algorithms.

2) Another class consists of the channel routing algorithms, where the available space is divided into channels (e.g., Stevens (St72), Stevens and Washimoto (HS71)). These algorithms require much less storage space and are considerably faster. Some route one wire at a time, while others (Stevens) route all wires in parallel. A disadvantage of channel routing is that it requires a regular board structure such as slots and channels, while maze-running algorithms do not have such requirements.
Another routing algorithm, quite different from the previous ones is Hightower's line-search algorithm (Hi69). In this algorithm, connections are routed one at a time. Since no grid is stored (as in Lee-type algorithms), its storage requirements and run time are much less while giving results comparable to Lee-type algorithms. Hightower's algorithm does not require a regular board structure, which makes it more generally applicable than channel routing algorithms.

A more detailed survey of interconnection routing is contained in (Ak72) and (Na73).

Although many good algorithms have been developed for solving both the placement and the routing problem, very few attempts were made to solve both problems simultaneously.
1.2.4 The Topological Approach.

Topological methods use a very different approach: they are based on graph theory concepts, mainly planarity.

The main concern in solving the circuit layout problem is to embed the connections in one or more planes, such that no two connections intersect. This criterion shows a striking similarity with the planarity concept in graph theory: a graph is planar if it can be embedded in the plane such that no two edges intersect.

Although several attempts were made to solve the circuit layout problem using planarity related methods, working systems have appeared only recently.

Topological methods for laying out one-sided printed circuits were proposed by Kordes (Ko62) and Weissman (We62). Methods for the layout of thin film KC circuits were mentioned by Sinden (Si66a,b) and Bedrosian (Be67). This problem however is very restrictive: there is only one layer of conductors while crossings can occur only at the capacitors. Weinberg (We68) discusses graph-theoretical concepts such as planarity and isomorphism, that are useful for solving layout problems. Akers and Hadlock (Ah69)
describe a layout method for IC's based on a graph-theoretical method. Akers, Geyer and Roberts (Ag70) continue this approach and also describe a method to transform the planarized graph into a physical layout, which takes into account the actual dimensions of the components.

A good survey of the topological approach to the circuit layout problem is given by Kordes (Ko69). Working systems for the layout of integrated circuits, based on a graph-theoretical approach, are described by Yoshida and Nakagawa (YN69), Engl and Mlynski (EM69a-b, EM73) and Fletcher (Fl72). An effort to justify theoretically the models used is given by Engl and Mlynski (EM72abc, EM75).

Ulrich (Ul68, Ul69, Ul70) describes a model to take into account connector orientation, but no information is available on a practical implementation.

One serious objection to topological layout methods is that they usually do not take into account any physical parameters, such as the number of wires one can route between two pins or the capacity of a routing channel. As will be indicated in a later chapter, it is possible to
take finite capacities into account in a graph theoretical model.

One should ask the question whether it makes sense to have channels and slots? Routing channels were introduced partly to simplify the problem algorithmically. The same is true for slots: they simplify the placement problem. One disadvantage of slots and channels is that this restriction can lead to bad utilization of the available space. On the other hand, it is easier to manufacture printed circuit boards with a regular structure. Integrated circuits however do not have these manufacturing characteristics; they are frequently composed of components of very different size and shape. Furthermore, it is important to minimize the total IC chip area (at least for large scale fabrication).
1.3 Some Existing Graph Models for the Circuit Layout Problem

and their Properties.

In this section, a number of existing graph-theoretical models for the circuit layout problem will be discussed. In each case, the advantages (if any) and the disadvantages of these models will be explored.

A proper model for the circuit layout layout problem should take into account the following properties of physical circuits:

1) The model should be planar if and only if the physical circuit is planar.

2) The order of the terminals of a component can be completely specified or it can be partly or completely unspecified. For example, the nets connected to the inputs of a 3-input AND gate can be interchanged without changing the logic function of the circuit.

3) Sometimes a mirror-image component is available (e.g., in integrated circuit layout).
4) In some cases, connections may be routed under or over a component's physical area, while in other cases, this is not allowed.

5) The model should avoid the decomposition a priori of a multi-terminal net into a number of simple connections. If possible, this decomposition should be done in function of the layout.

1.3.1. Module-to-vertex, Connection-to-edge Mapping.

It is not possible to represent a net by a single edge since an edge expresses a binary relationship (adjacency) between two vertices of a graph. A simple interconnection on the other hand represents the binary relationship of two modules being interconnected. Therefore, when building the graph model of a circuit, one has to decide a priori how a net will be decomposed into simple connections. This can be formulated as finding a spanning tree in a complete graph on N vertices, where N is the number of points to be connected by the net. For a net, connecting N points, there are \( N^N \) possible decompositions. This net decomposition can introduce non-planarities in the model as
Fig. 1.3.1 Example circuit 1.

will be shown later. First consider the example given in Fig. 1.3.1: the circuit shown has 5 modules and 6 nets.

Assume the following arbitrary decomposition of the nets:

(A, E, D) into (A, B) and (A, D)

(B, C, E) into (B, C) and (B, E)
(C, D, E) into (C, D) and (C, E). For this decomposition, it is possible to construct a graph; this is done in Fig. 1.3.2. This planar graph could have been obtained by using an algorithm for embedding the graph in the plane. Note that edges 1' and 1" are separated by edges 2 and 5. Edges 1' and 1" are physically part of the same net and are interconnected to the same pin of module A.

Although the graph used as a model is planar, the physical
circuit is not. The circuit could be made planar if connections were allowed underneath the modules. This is sometimes possible: e.g., for certain types of modules on a printed circuit board. In general it is not possible for discrete components (such as transistors) or for the 'black boxes' on a logic diagram.

Consider the second example of Fig. 1.3.3: this is a circuit with 6 modules and 6 nets. As can be seen from this diagram, the circuit is planar. The nets may be decomposed as follows:

\[(A,D,E,F)\] into \[(A,D), (A,E)\] and \[(A,F)\]

\[(D,B,C)\] into \[(D,B)\] and \[(D,C)\]

\[(E,B,C,F)\] into \[(E,B), (E,C)\] and \[(F,E)\].

The result of this decomposition is shown in Fig. 1.3.4. This graph is non-planar since it contains \(K(3,3)\) as a subgraph. \(\dagger\)

\(\dagger\) The notation \(K(n)\) and \(K(m,n)\) will be used to indicate the complete graph on \(n\) vertices and the complete bipartite graph on \(n\) and \(m\) vertices respectively. Consequently, the Kuratowski subgraphs will be referred to as \(K(5)\) and \(K(3,3)\).
Fig. 1.3.3 Example circuit 2.

We can conclude that mapping modules into vertices and connections into edges is not a proper model for the circuit layout problem since:

1. The graph model can be planar while the circuit is not (first example).
2. The graph model can be non-planar when the circuit is planar (second example).

3. The model does not take into account whether connections can be located underneath modules or not.

4. One is required to guess a priori how a net should be decomposed into simple connections.

This model was used by Yoshida and Nakagawa (YN69).
1.3.2. Module-to-cycle, Net-to-vertex Mapping.

Here the pins of a module are represented by vertices connected to each other by edges forming a cycle for modules with 3 or more pins. Two-terminal modules are represented by single edges. Representing a module with n pins by a cycle can be done in n! different ways, one of which has to chosen; this problem is somewhat similar to choosing a spanning tree to represent a net in the first model. Fortunately, in many cases, the order of the terminals of a module is important and specified. This makes the choice obvious. Sometimes, the order of the terminals is only partly specified; e.g. consider a 3-input AND gate with input pins 1, 2 and 3 and output on pin 4. As shown in Fig. 1.3.5, there are only 6 different possible models instead of 16 because the three inputs always should appear in a 'cluster'.

We therefore have to evaluate this model for 2 distinct cases:

1. The order of the terminals is partly or completely unspecified. Then we have to choose one out of many possible cycles to represent the module. Consider the
Fig. 1.3.5 Possible models for a 3-input AND gate, assuming a module-to-cycle, net-to-vertex mapping.

Example given in Fig. 1.3.6, where three modules A, B and C are connected by 6 nets.

Assume that for module C, the terminals, connected to nets 3, 4, 5 and 6, are interchangeable.

Let module A be represented by cycle $(1, 6, 5, 4, 1)$ and
Fig. 1.3.6 (a) a planar circuit, (b) its non-planar model, using a module-to-cycle net-to-vertex mapping.

B by cycle (1,4,3,2,1). If we select the cycle (1,2,3,4,5,6,1) to represent module C, then the graph model is planar. However, if we select (1,2,5,6,3,4,1) as the cycle to represent the module, then the resulting graph model is non-planar (Fig. 1.3.6 (b)).
2. The order of the terminals of a module is specified. Here the use of a cycle to represent modules is an improvement over the use of a single vertex. Several papers have proposed this as a model for modules, e.g. Rose (Ro70), Basden and Nichols (BN73), Ulrich (Ul68, Ul70). However, representing the net by a vertex that coincides with a vertex representing a pin of a module creates problems: the circuit of Fig. 1.3.7(a) is non-planar, while its model (Fig. 1.3.7(b)) is planar.

A modified version of this model was proposed by VanLier and Otten (Vo73). They represent a module by a wheel-like subgraph: one special vertex for the module itself and one vertex for each pin. The vertices representing pins coincide with the nets. The special vertex for the module is connected by edges to all vertices representing the pins of that module. The pin vertices are also connected by edges forming a cycle, modelling the circular relationship between the pins of the module. A result of this model is that no connections are allowed underneath the module. Another problem that can occur when using a cycle as a model for a component is that an
Fig. 1.3.7 (a) a non-planar circuit. (b,c) Planar models, assuming a module-to-cycle, net-to-vertex mapping.

An embedding might result in a plane graph in which the mirror image of the cycle occurs. This is once again dependent on the technology used: for printed circuits it means that the component has to be placed on the other side of the board, which is impractical. In IC technology a symmetric component is usually available. An example of such a situation is given in Fig. 1.3.8. Van Lier and Otten (VO73)
consider this problem and propose a 'post-mortem' method, where the graph representing the circuit is first embedded in the plane and then is checked for correct orientation of the multi-terminal components. In order to do this, the graph is broken up into biconnected components. If the orientation of all critical cycles in one of the biconnected components is not the same then the method fails. Otherwise, if the orientation of all critical cycles in one component is different from the orientation in another component, then one of these components is rotated around its points of articulation. This approach is clearly unsatisfactory in cases such as the one illustrated by Fig. 1.3.8. This planar biconnected graph cannot be corrected by this method.

A better method is to use a constructive planarity testing and embedding algorithm, that takes into account the pre-specified orientation of certain cycles. Such an algorithm will be described in chapter 4.
Fig. 1.3.8 Influence of the component orientation on the planarity of a circuit.
1.3.3. Module-to-vertex, Net-to-star Mapping.

This is the model proposed by Goldstein and Schweikert (GS73). Each component is represented by a vertex while a net connecting k components is represented by a vertex and k edges connecting this vertex to the vertices representing these components; a net is modelled by a 'star'-like subgraph. The model for the circuits of Fig. 1.3.1 and

![Diagram of module-to-vertex, net-to-star mapping]

Fig. 1.3.9 Module-to-vertex, net-to-star mapping for example 1.

1.3.4 is shown in Fig. 1.3.9 and 1.3.10.

If the order of the terminals is irrelevant, then this model is usually adequate for the purpose of testing the circuit for planarity. The following disadvantages should be noted:
1. If the technology restricts the cyclic order of the terminals of a module, then the model will not show crossings that in reality are necessary. An example of such a case is given in Fig. 1.3.11.

2. The model does not take into account the fact that it is often possible to route connections under modules or between pins of a module.
Fig. 1.3.11 Module-to-vertex, net-to-star mapping for a circuit where the pins have a pre-assigned order.
3. The graph model can be non-planar for a planar circuit when a net can be connected to one of several possible terminals of a component. An example of such a component is an integrated circuit transistor as shown on Fig. 1.3.12.

It can be seen easily that this model is not capable of correctly representing the situation shown in Fig. 1.3.12.b and c, where three IC transistors are connected in parallel: the real circuit is planar while the model is non-planar.

It should be mentioned here that the resulting graph is bipartite with the vertices representing the components being one partition and the center vertices of the stars representing the nets being the other partition.
Fig. 1.3.12  (a) IC Transistor.
  (b) Three IC Transistors in parallel.
  (c) Module-to-vertex, net-to-star mapping for (b).
1.3.4. Module-to-star, Net-to-vertex Mapping

Here a n-terminal component is represented by a vertex and \( n \) edges connecting this vertex to the vertices representing the nets to which this component is connected. A model very similar to this was proposed by Engl and Mlynski (EM69ab, EM72abcd, EM73). The difference is that they represent a 2-terminal component simply by an edge rather than by a vertex of valency 2 and 2 edges. For the purpose of testing the planarity, there is no difference, since the two graphs are homeomorphic.

The model for the circuits of Fig. 1.3.1 and 1.3.3 is shown in Fig. 1.3.13 and 1.3.14. This mapping results in a bipartite graph while Engl and Mlynski's model does not.

It should be noted here that this model is identical to the previous one proposed by Goldstein and Schweikert (GS73) and as such it has the same disadvantages. A common formulation for both models is the following: Components are represented by a set \( A \) of vertices; nets by a set \( B \) of vertices. Whenever a component is connected to a net, there is an edge connecting the corresponding vertices.
Fig. 1.3.13 Module-to-star, net-to-vertex mapping for example 1.

vertex set consists of two partitions A and B and the graph is clearly bipartite.
1.3.5. Module-to-cycle, Net-to-star Mapping.

In this model, pins are mapped into vertices. In order to represent the cyclical order of the pins of a given module, edges are used to model this relationship. A net is represented by a vertex that is connected by edges to all pins that belong to that net. A model of this kind was proposed by Rose (Ro70).
Fig. 1.3.15 Module-to-cycle, net-to-star mapping for example 1.

Fig. 1.3.15 and 1.3.16 show this model for the circuits of Fig. 1.3.1 and 1.3.3. This model combines the good features of the previous models, such as correct representation of the nets and of the cyclical order of the pins. Connections are allowed underneath the modules. In order to prevent this, one could add a vertex inside each cycle and connect it to all pins of that module as was mentioned by Vanlier and Otten (V073).
Fig. 1.3.16 Module-to-cycle, net-to-star mapping for example 2.
1.4 On the Representation of Boundary Conditions

Printed circuit boards have one or more external connectors that normally lie on the periphery of the board. In IC technology, a number of bonding pads has to lie on the chip's periphery. In many cases the order in which the terminals occur is partly or completely specified. In most cases (e.g., Rose (Ro70), Weinberg (We68), Basden and Nichols (BN73)) the terminals are represented by vertices connected by edges in the prespecified order (cycle). Engl and Mlynski (EM69ab) and VanLier and Otten (VC73) represent the connector itself by a star-like subgraph with the center vertex for the connector itself and a vertex for every pin. In addition to that they model the sequence of the terminals by a cycle. The purpose of any model is to obtain a graph, that when embedded, has the terminals or the periphery and in the correct order. The only feasible way of doing this is to use an embedding algorithm that forces the peripheral cycle to be a face.

None of these models takes into account that the order of the terminals might only be partially specified. e.g., when designing an IC containing a 4-input AND gate, these 4
inputs are completely interchangeable as far as their sequence on the periphery is concerned.

1.5 Conclusions.

None of the models described takes into account the following factors:

- some pins are interchangeable; e.g., the inputs of an AND gate; normally pins are assigned to nets before the actual layout is done (pin assignment).

- some parts of a module are interchangeable; e.g., 4 identical gates in a dual-in-line package; again these gates are assigned before the layout is done (gate assignment).

- sometimes wires are allowed between two pins of a module or underneath it, but the number of such wires is limited. Cross-overs in IC technology have a certain size, allowing only a few wires to use it. In short, finite wiring capacities are not taken into account.
- the order in which outside connections have to occur is frequently only partially specified. Current models require the sequence to be completely specified and as such force a decision to be made that might adversely affect the layout of the circuit.
2 An Improved Graph Model for the Circuit Layout Problem.

2.1 Introduction.

From the previous chapter, it is clear that a model for the circuit problem has to take into account the following:

- whether or not the order of the terminals of a component is prespecified.

- if the order of the terminals is given, some of these terminals can be interchanged without changing the logic of the circuit (e.g., the inputs of an AND gate). This property will be referred to as the logical equivalence of terminals. The pin assignment problem consists of assigning nets to logically equivalent terminals as a function of an optimal layout.

- sometimes a net can be connected to one of several possible terminals of a component (e.g., an IC transistor, as shown in Fig. 1.3.12). This property
will be referred to as the physical equivalence of terminals.

- Some parts (subcircuits) of a component can be interchanged (e.g., several identical AND gates in a dual-in-line package); the gate assignment problem consists of assigning groups of nets to logically equivalent subcircuits as a function of an optimal layout.

- Some components allow wiring underneath, while others do not.

- In some cases, it is possible to route one or more connections between two adjacent terminals of a component, while in other cases it is not. Finite wiring capacities of this kind should be represented in the model.

In this chapter, we will derive an improved model, that takes into account most of these requirements. The theoretical basis for this model will be given in the next chapter.
2.2 A Model for Nets.

It will be assumed here that pins are represented by vertices and further abstraction will be made of the model used for the components. Basically, a net connecting \( n \) pins can be realized in many ways: any connected spanning subgraph of the complete graph on \( n \) vertices will do. Since loops are redundant, we can restrict ourselves here to all spanning trees of the complete graph on \( n \) vertices, of which there are \( n^{n-2} \). For all nets, every possible combination has to be considered in order to find the minimum number of crossings. This is a combinatorial problem, for which the only solution method is to enumerate all possible combinations. This is clearly impractical.

When considering the model proposed by Goldstein and Schweikert (GS73) (i.e. a star-like subgraph), one may ask whether this is a good approximation. It can be proven that if a graph model with stars representing the nets is planar, then there exists a spanning tree for the nets such that the graph is planar. On the other hand, if there exists a spanning tree, there might be a non-planarity when representing the net by a star.
2.3 A Model for Components.

In order to clarify some of the points to be made, consider as an example a 16 pin dual-in-line package with 3 3-input gates as shown on Fig. 2.3.1.

---

![Diagram of 3-input AND gate]

---

Fig. 2.3.1 Triple 3-input AND gate.

---

1) A module-to-cycle mapping is given in Fig. 2.3.2. This model allows wires to be located underneath the module only if they connect 2 or more pins of the same module; e.g., 4-11. It is not possible to route connections between adjacent pins or longitudinally.
2) If no wires are to be allowed under the component, the region bounded by the cycle has to be divided such that no 2 pins belong to the same face, except when they are adjacent. An elegant way of doing this is to place a special vertex inside the region bounded by the cycle and to connect this vertex to all pin-vertices (this was proposed by VanLier and Otten (V073)). This model is shown in Fig. 2.3.3.
3) In Fig. 2.3.1, pins 1, 2, 3 are logically equivalent and the same is true for 5, 6, 7 and 9, 10, 11. Instead of insisting on an ordering 1, 2, 3, ..., 15, 16 there is a partial ordering on the pins: 
(1, 2, 3), 4, (5, 6, 7), 8, (9, 10, 11), 12, 13, 14, 15, 16.

Consider the model of Fig. 2.3.4: each group of n logically equivalent pins is represented by a star-like subgraph with the center vertex representing the group and the other vertices representing the pins. In the case n = 1 (no equivalent pins), the group is represented by a single vertex.
Fig. 2.3.4 Model that allows pins assignment.

The partial order relation is modelled by a cycle connecting the group in the order specified as is shown on Fig. 2.3.4. What are the advantages of this model? Suppose we use an algorithm to embed the graph in the plane; the result might be that the vertices appear in another order, e.g. 3,1,2 instead of 1,2,3. This means that the original (and arbitrary) choice of connecting net A to pin 1, net B to pin 2 and net C to pin 3 was not optimal and that we should have connected net A to pin 3, B to 1 and C
to 2. In other words, this model allows pin assignment as a function of the embedding. It should be noted here that this model is valid only if logically equivalent pins are physically adjacent. Fortunately, this is the case in many instances.

4) The 3 gates in the example are logically equivalent. Each of the sets of pins \((1,2,3,4), (5,6,7,8), (9,10,11,12)\) is interchangeable with another. This can again be formulated as a partial ordering:

\[\{(1,2,3,4), (5,6,7,8), (9,10,11,12)\}, 13, 14, 15, 16\]

If we take into account the equivalence of pins as in the previous model, this partial ordering becomes:

\[\{[1,2,3,4], [5,6,7,8], [9,10,11,12]\}, 13, 14, 15, 16\]

The model for this is shown in Fig. 2.3.5. The basic idea is that ordering is modeled by a cycle and equivalence by a star-like subgraph. A theoretical justification for this model will be given in chapter 3. The partial ordering relation specifies that the set \(G\), itself composed of the subsets \(G(1), G(2)\) and \(G(3)\), is to be followed by the
Fig. 2.3.5 Model that allows pin and gate assignment.

Elements 13, 14, 15 and 16 in that order. This is modeled by a cycle \((a, 13, 14, 15, 16, a)\), where \(a\) is the center vertex of a star-like subgraph with the edges \((a, a_1)\), \((a, a_2)\) and \((a, a_3)\) connecting this center vertex to the subsets \(G(1), G(2)\) and \(G(3)\). Each of these subsets represents a single 3-input AND gate and is modeled as described before.
After using a graph embedding algorithm, the subgraphs $G(1)$, $G(2)$ and $G(3)$ may appear in another order; e.g., $G(3)$, $G(1)$, $G(2)$; this order gives us an optimal gate assignment as a function of the embedding.

This model is only valid when the pins of a subset (e.g., gate) are physically adjacent and when the equivalent subsets are physically adjacent. Physical adjacency means that there are no connected pins between 2 groups.

To illustrate this restriction, consider a triple 3-input AND gate with a pin configuration as shown in Fig. 2.3.6. Because of pin 5, none of the equivalent subsets are physically adjacent and therefore no gate assignment is possible.

In Fig. 2.3.7, an example is given of a configuration that allows partial gate assignment because the first two gates are physically adjacent.

An important remark to be made is that the cycles shown in these models are in reality directed cycles that may be embedded with two different
Fig. 2.3.6 Triple 3-input AND gate and its model with a pin configuration that does not allow gate assignment.

orientations. A cycle (1,2,3,4,1) could be embedded as (4,3,2,1,4) without this restriction; for a printed circuit board this would mean that the component would have to be placed on the other side of the board, which is not allowed in most cases. Therefore an embedding algorithm should take into account the prespecified orientation of the cycles.

5) For some components, the order in which the terminals appear is flexible and not defined a priori. An
Fig. 2.3.7 Triple 3-input AND gate and its model with a pin configuration that allows partial gate assignment only.
appropriate model for such a device is a star-like subgraph.

6) Sometimes one or more terminals are physically equivalent. This means that a given net can be connected to either of a set of physically equivalent terminals.

As an example of physical equivalence of terminals, consider an IC transistor as in Fig. 1.3.12.a. Engl and Mlynski (EM73) model this by a star-like subgraph. It can be seen easily that this model is not capable of correctly representing the situation shown in Fig. 1.3.12.b and c, where three IC transistors are connected in parallel: the real circuit is planar while the model is non-planar.

A more correct model for an IC transistor can be derived in the following way: topologically, an IC transistor is a 6-terminal device (Fig. 2.3.8.a) with opposite terminals (1 and 6, 2 and 5, 3 and 4) being physically equivalent. The model is derived as follows:
Fig. 2.3.8 (a) IC Transistor. (b) Model for the Order of the Terminals. (c-e) Derivation of the Model for Physical Equivalence. (f) Improved Model for the Circuit of Fig. 1.3.12.c.
1) draw a cycle, modelling the physical order of the 6 terminals (Fig. 2.3.8.b).

2) Connect the physically equivalent terminals by a star graph (Fig. 2.3.8.c). This is allowed only when none of these stars intersect.

3) Contract each star subgraph into a single vertex (Fig. 2.3.8.d).

4) Delete loop-edges and replace multiple edges by a single edge (Fig. 2.3.8.e).

This model yields a truly planar representation for the circuit of Fig. 1.3.12.c, as shown in Fig. 2.3.8.f.

This property can be used for performing pin assignment as a function of the layout. Fig. 2.3.9.a shows, as an example, a 9-terminal component with terminals 3, 6 and 9 being physically equivalent. The model derived for this component is shown in Fig. 2.3.9.b. Assume that one of these physically equivalent terminals has to be connected to net A. The embedding algorithm can produce three different placements for net A. These are labeled A1, A2 and A3 on Fig. 2.3.9.b. The net would be
Fig. 2.3.9 (a) component with terminals 3, 6 and 9 physically equivalent. (b) model for the physical equivalence.

assigned to pin 3, 6 or 9 respectively, depending upon the result of the embedding algorithm.
2.4 A Model for Outside Connections.

If the order of the external connections is well-defined, then a proper model is a cycle, connecting all terminals in the order specified. It should be emphasized here that the graph embedding algorithm should position this cycle on the periphery.

Consider, as an example, a set of 20 external connections of which 1, 2, 3, 4, 9, 10, 18, 19, 20 are pre-assigned, while the other terminals can be assigned as a function of the embedding. For the 11 remaining signals, we have the following groups of terminals available: 5-8 and 11-17. The model proposed here requires us to partition the signals into 2 sets of 4 and 7 signals respectively. The model will allow pin assignment as a function of the embedding within each group. Once again we have a partial ordering:

\[[1, 2, 3, 4, (5, 6, 7, 8), 9, 10, (11, 12, 13, 14, 15, 16, 17), 18, 19, 20]\]

As in the model for components, this ordering can be modeled by a cycle, where simple elements are represented by a vertex and groups by a star-like subgraph with the
Fig. 2.4.1 Model for an outside connector.

center vertex on the cycle. The model for the example is shown in Fig. 2.4.1.
2.5 Summary of a Topological Layout Procedure.

It is appropriate here to summarize the main steps in a topological circuit layout procedure:

1- Construct a graph model from the circuit description.

2- Use a constructive algorithm to embed the graph in the plane subject to the following constraints:
   a) the cycle that models the outside connections should be on the periphery.
   b) certain cycles that are representing component orientation should be embedded with the prespecified orientation.

3- If a one-layer layout is desired, a number of connections has to be removed in order to leave the graph planar. Note that only edges representing nets can be removed and not edges that model the components.

4- Making use of the technological properties such as wires between 2 adjacent pins or under the modules, try to route the remaining connections, taking into account finite wiring capacities.
5- Transform the topological layout into a physical layout by taking into account the real dimensions of the components.
Mathematical Models for the Circuit Layout Problem.

---

3.0 Introduction.

This chapter deals with the topological aspects of the circuit layout problem. Geometrical properties (e.g., the physical size and shape of the components) will be neglected.

A survey of previous work on mathematical models for the circuit layout problem is given in section 3.1. This survey complements the discussion of existing graph models, presented in chapter 1.

The mathematical structure of physical circuits is analyzed in section 3.2. The new concepts of physical equivalence of terminals and of logical equivalence of terminals and subcomponents are introduced.

Starting with the simple hypergraph model, used by Lawler (La73), these properties can be used to progressively refine this model.
A new and improved graph model for components is derived, in which the relationships that exist between the terminals of a component are used for a more optimal layout.
Some Graph Theoretical Definitions.

The definitions given here follow (BC71) and (Ha69), unless otherwise indicated.

A simple graph or briefly a graph is a system consisting of a finite non-empty set $V$ (the vertices) and a family $E$ of subsets of $V$ of cardinality 2 (the edges). The vertex set of a graph $G$ will be denoted by $V(G)$ and the edge set by $E(G)$.

Two vertices $u$ and $v$ are adjacent in a graph $G$ if there exists an edge $\{u,v\}$ in $E(G)$.

A graph $H$ is a subgraph of a graph $G$ if $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$.

A graph $G$ with $p$ vertices and $q$ edges is embeddable on a surface $S$ if it is possible to associate a collection of $p$ distinct points on $S$ (corresponding to the vertices of $G$) and a collection of $q$ Jordan arcs (corresponding to the edges of $G$), such that if an arc "a" corresponds to an edge $e=\{u,v\}$, then only the endpoints of "a" correspond to vertices of $G$ (i.e., $u$ and $v$).
A graph $G$ is **planar** if it can be embedded in the plane.

Two graphs are **homeomorphic** if both can be obtained from the same graph by successive subdivisions of edges.

The planarity of a graph can be characterized by some other property (Ha69) such as:

(Kuratowski) A graph is planar if and only if it does not contain a subgraph homeomorphic to either $K(5)$ or $K(3,3)$.

(Harary and Tutte) A graph is planar if and only if it does not have a subgraph contractible to $K(5)$ or $K(3,3)$.

(Maclane) A graph $G$ is planar if and only if for every block of $G$ with at least 3 vertices, there exists a cycle basis $Z(1), Z(2), \ldots, Z(m)$ and one additional cycle $Z(0)$, such that every edge belongs to exactly two of these cycles.

(Whitney) A graph is planar if and only if has a combinatorial dual.
A **plane graph** is a graph that is embedded in the plane.

A **region** or a **face** of a plane graph $G$ is a maximal portion of the plane for which any two points may be joined by a Jordan arc "$b$", such that any point of "$b$" neither corresponds to a vertex of $G$ nor lies on a Jordan arc corresponding to an edge of $G$.

The **boundary** of a region $R$ of a plane graph consists of all the points $x$ corresponding to vertices of $G$ or lying on a Jordan arc corresponding to an edge of $G$ such that $x$ can be joined to a point of $R$ by a Jordan arc all of whose points (except for $x$) belong to $R$.

A graph $G$ is **outerplanar** if it can be embedded in the plane such that every vertex of $G$ lies on the boundary of some region (usually the exterior).

The following definitions concerning oriented graphs are adapted from (UL70):

Let $G(V,E)$ be a graph with a vertex set $V$ and an edge set $E$. The **neighborhood** $N(v)$ of a vertex $v$ of $G$ is the set of all vertices of $G$ that are adjacent to $v$. 

An orientation $o(v)$ of a vertex $v$ of $G$ is a cyclic permutation of the elements of the neighborhood of $v$.

An orientation $O(G)$ of a graph $G$ is a mapping of the vertex set $V$ into the set of orientations of all vertices of $G$.

The triple $(V, E, O)$ is an oriented graph.

A graph $G(V, E, O)$ is partially oriented if the mapping of $V$ into the set of orientations is partially defined (i.e., $O(G)$ is defined for a proper subset of $V$ only).

An oriented vertex is a vertex for which an orientation is defined.

An oriented graph $G$ is planar if it can be embedded in the plane such that for the arcs $a(i)$ with a common endpoint $P$, that correspond to the edges incident to a given vertex $v$, a clockwise sweep around $P$ encounters these arcs $a(i)$ in the order prescribed by the orientation. It should be noted that with every plane graph, one can associate an oriented graph. However, not every oriented graph has a corresponding plane graph (i.e., is planar).
Let a, b, and c be three adjacent edges incident to a vertex v; by $b \prec [a, c]$, we will indicate that a clockwise sweep around v encounters these three edges in the order a, b, c (i.e., b lies between a and c).

A planar oriented graph is outerplanar if it can be embedded such that every vertex of G lies on the boundary of some region (usually the exterior region).

G is an oriented graph of type 1 if there exist in G two distinct vertices m and n and three paths $p_1$, $p_2$ and $p_3$, from n to m, such that each edge of G belongs to exactly one of these paths and if $N_1$, $N_2$ and $N_3$ are edges incident to n and belonging to $p_1$, $p_2$ and $p_3$ respectively and if $M_1$, $M_2$ and $M_3$ are edges incident to m and belonging to $p_1$, $p_2$ and $p_3$ respectively then $N_1 \prec [N_2, N_3]$ if and only if $M_1 \prec [M_2, M_3]$. An example of such a graph is given in Fig. 3.0.1a.

G is an oriented graph of type 2 if there exists a vertex n and two cycles $C_1$ and $C_2$ such that each edge of G belongs to exactly one of the cycles and if vertex n is incident to edges $N_1$ and $N_1$ of cycle $C_1$ and to edges $M_2$ and
Fig. 3.0.1 (a) Oriented graph of type 1. (b) Oriented graph of type 2.

N2 of cycle C2 then M2 ≺ [M1, N1] if and only if M1 ≺ [M2, N2]. Fig. 3.0.1b shows an example.

**Theorem:** if G is a minimal non-planar subgraph of an oriented graph, then G is an oriented graph of type 1 or G is an oriented graph of type 2 (Wl70).

For two oriented graphs G and G', a mapping α from V(G) onto V(G') is called an elementary contraction if there are two adjacent vertices v₁ and v₂ in G such that

(1) αv₁ = αv₂.
(2) \((w_1, w_2) \in E(G) \text{ iff } (aw_1, aw_2) \in E(G')\) provided that \(w_1\) and \(w_2\) are distinct from \(v_1\) and \(v_2\).

(3) for \(w \in V(G)\) and distinct from \(v_1\) and \(v_2\), \((v_1, w)\) or \((v_2, w) \in E(G) \text{ iff } (aw_1, aw) \in E(G')\).

(4) let \(x_1, x_2, y_1, y_2\) denote (possibly empty) sequences of vertices and let \((x_1, v_2, y_1)\) be the sequence of adjacent vertices of \(v_1\) encountered in a clockwise sweep and let \((x_2, v_1, y_2)\) be the same sequence for \(v_2\). Then the sequence for the new vertex \(av_1 = av_2\) is \((ax_1, ay_2, ax_2, ay_1)\). An example is given in Fig. 3.0.2.

In Fig. 3.0.2 (a) and (c), two oriented graphs are shown, while their contractions are depicted in (b) and (d) respectively. For the first graph (Fig. 3.0.2.a), the sequences are: \(x_1 = c_1\); \(y_1 = b_1\); \(x_2 = c_2\) and \(y_2 = b_2\). The contraction of edge \((a_1, a_2)\) results in the sequence \((c_1, b_2, c_2, b_1)\) of the adjacent vertices around vertex \(a\). For the second graph (Fig. 3.0.2.b), the sequences are: \(x_1 = b_1\); \(y_1 = c_1\); \(x_2 = b_2\) and \(y_2 = c_2\). After contracting \((a_1, a_2)\) the sequence around vertex \(a\) is \((b_1, c_2, b_2, c_1)\).
Let $G$ be an oriented graph, outerplanar with respect to a vertex set $U$. Then an elementary contraction $G' = \alpha(G)$ is outerplanar with respect to $U' = \alpha(U)$.
3.1 A Survey of previous Mathematical Formulations.

In chapter 1, graph-theoretical models for the circuit layout problem were critically analyzed. In this section, other existing abstract models for the problem are discussed.

3.1.1 Multiplace Graphs.

The mathematical model for the circuit layout problem, introduced by Engl and Mlyniski (EM75), is based on the concept of multiplace graphs.

Let \( A \) be a set of cardinality \( m \); then a multiplace relation \( R \) on the set \( A \) is defined as:

\[
R \subseteq \bigcup_{i=1}^{m} A_i
\]

where \( A_i \) is the set of all multisets \( \tau \) of cardinality \( i \), defined on the set \( A \). Then \( R \) is a family of multisets of cardinality less than or equal to \( m \), defined on \( A \).

† The use of the term 'relation' in the definition of multiplace relation and \( n \)-place relation (EM75, Def.1) is rather confusing, since the elements of a relation are commonly defined as ordered pairs (or \( n \)-tuples) in the mathematical literature (e.g., Ha60), while in (EM75), the elements of a multiplace relation are unordered \( n \)-tuples (in particular multisets).

† A multiset is also known as a weighted set.
A **multiplace graph** is a pair \( G(A, R) \), where \( A \) is a finite set of vertices and \( R \) is a multiplace relation on \( A \). Each element of \( R \) is an edge of the multiplace graph.

Engel and Mlynski proposed the following model for the circuit layout problem:

- Nets are represented by vertices of the multiplace graph.
- A \( n \)-terminal component is modelled by a \( n \)-ary relation, called **spider with \( n \) legs**

This multiplace graph is called the **potential graph** of the circuit. One can define an incidence matrix \( M \) for a multiplace graph with elements \( m(i, j) \),

where

\[
\begin{align*}
 m(i, j) &= 0 \text{ if } a(i) \not\in r(j) \\
 &= n \text{ if } a(i) \in r(j) \text{ and occurs } n \text{ times.}
\end{align*}
\]

The transpose of the multiplace graph \( G(A, R) \) is another multiplace graph \( G'(A', R') \) which has as its incidence matrix \( M' \) the transpose of the original incidence matrix \( M \). The transpose of the previously mentioned potential graph is called the **component graph**. Here the
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components are represented by vertices and the nets by 'spiders'.

In the potential graph, a component with n pins is modelled by a multiset of cardinality n ("a spider with n legs"). The reason why multisets are needed to model a component is that a component can be connected more than once to the same net. For the same reason multisets are needed to model nets in the component graph. Since the only elements modelled by Engl and Mlyniski are components and nets, it is not possible to represent the relationships that exist between the pins of a component.

Engl and Mlyniski introduce the concept of planarity of a multiplace graph in (EM75). They first define a mapping of a multiplace graph $M(A, R)$ into a simple graph $G(V, E)$: every element of the set $A$ is mapped into a distinct vertex $v$ of the graph $G$. Every $n$-place relation of $R$ is mapped into a $K(1,n)$ (i.e. star-) subgraph, with the center vertex representing the $n$-place relation and the edges representing the fact that the vertices of $A$ belong to the $n$-place relation.
This mapping can result in a graph with multiple edges. A multiplace graph is planar if the corresponding simple graph is planar. Since multiple edges do not influence planarity, they can be replaced by a single edge. This results in the model described in section 1.3.4.

Multiplace graphs do not take into account many of the properties of circuits, that are discussed in section 3.2. Furthermore, it is shown in section 3.3 that the existing concept of hypergraph is appropriate for modelling those properties of physical circuits, that can be modelled by multiplace graphs.

3.1.2 Hypergraphs

Consider the following definition from (Be72):

A hypergraph $H(V,E)$ is an algebraic structure where $V$ is a set of elements, called vertices and $E$ is a family of subsets $E(i)$ of $V$. These sets $E(i)$ are called hyperedges. Each set $E(i)$ is a non-empty subset of $V$. Furthermore

$$U E(i) = V$$

$$i=1,|E|$$
In (La73), it is mentioned that for solving the partitioning problem, a circuit can be represented by a hypergraph, with the vertices representing the components and the hyperedges representing the nets. The problem can then be formulated as the partitioning of a hypergraph into subgraphs with vertex sets of cardinality not greater than a given constant $k$, such that the number of hyperedges connecting different subgraphs is minimized. Although this model is very similar to the component graph, mentioned by Engl and Mlynski, it was never used in conjunction with the circuit layout problem.
3.2 Mathematical Properties of Physical Circuits.

In this section, the mathematical structure of physical circuits is studied. New concepts of physical and logical equivalence of terminals and components are introduced.

3.2.1 A Simple Model for Components and Nets.

Let $\mathcal{C} = \{ C(i) \}$ be the set of components.

Every component has a number of terminals $\dagger$ to which interconnections are made. A net is a collection of terminals (of the same or of different components), that are equipotential at all times. The terminals of a net are made equipotential by connecting them by a continuous strip of conducting material.

When one does not want to distinguish between the different terminals of a component, the nets can be defined as a family $\mathcal{N}$ of subsets $N(i)$ of $\mathcal{C}$.

$\dagger$ The terms 'terminal' and 'pin' will both be used for the physical locations of a component to which interconnections are made.
A physical circuit can then be modelled by a system $(\mathcal{C}, \mathcal{N})$, where $\mathcal{C}$ is the set of components and $\mathcal{N}$ is a family of subsets of $\mathcal{C}$, i.e. the nets.

For solving the circuit layout problem it is often desirable to distinguish between the different terminals of a component since this can lead to a better layout.

A component can be considered as a set $C(i)$ of terminals $p(i, j)$. Let $P$ be the set of all terminals. Note that $C(i) \cap C(j) = \emptyset$ for $i \neq j$ and

$$U_{i=1,|\mathcal{C}|} C(i) = P$$

The set of components is now a family $\mathcal{C}$ of subsets of $P$. We define a net as a set of terminals that are connected to each other. Logically, there is no sequence in which the terminals of a net should be connected. Therefore a set is an appropriate model for this relationship.

Consider the set $P$ of all terminals: between two terminals that belong to the same net, there exists a relation "are interconnected". This relation is reflexive, symmetric and transitive and therefore is an equivalence relation. This equivalence relation partitions the set $P$
into a number of disjoint subsets (equivalence classes), called nets. A net \( N(k) \) is a subset of \( P \). Again \( N(i) \cap N(j) = \emptyset \) for \( i \neq j \).

When a terminal \( p \) is not connected to any other terminal, then it belongs to a net \( N \) of cardinality 1. Such nets are degenerate. Proper nets are of cardinality 2 or greater. The total wiring \( \mathbb{N} \) (set of all nets) is family of subsets of \( P \). A physical circuit can then be modelled by a triple \( (P, \mathcal{C}, \mathbb{N}) \).

3.2.2 Relations between the Terminals of a Component:

\[ \text{Cyclical Ordering.} \]

In many cases, the order in which the terminals of a component appear on the periphery of this component is predefined. This can be represented by defining a function \( S(i) \), called the successor function, for each element of the set \( C(i) \); this function \( S(i) \) maps an element of \( C(i) \) into another element of \( C(i) \). This mapping is one-to-one. The inverse function \( R(i) \), called the predecessor function, also maps every element of \( C(i) \) into another element of \( C(i) \).
3.2.3 Relations between the Terminals of a Component:

Logical Equivalence of Terminals.

It often occurs that a number of terminals of a component have identical logical functions; this allows terminals to be interchanged in order to obtain a better layout. An example of such a situation is an AND gate with 3 inputs: suppose that each of the terminals has to be connected to a net, one should not a priori assign a net to a physical terminal but rather do this in function of an optimal layout. This problem is often referred to as the pin assignment problem.

Let \( L = \{ p(j) \} \) be a subset of \( C(i) \), consisting of terminals having identical logical functions. Each of the terminals \( p(j) \) is incident with a net \( N(i) \). Since the terminals in the set \( L \) all perform identical logical functions, it is permissible to assign the nets \( N(i) \) to any permutation of the terminals \( p(j) \). The terminals in the set \( L \) are logically equivalent.

This situation can be modelled as follows: let \( C(i) = \{ p(i,j) \} \) be the set of terminals representing component \( i \), as defined in section 3.2.1. Each group of logically
equivalent terminals can be represented by a set \( L(i,j) \) of terminals. The cardinality of each such set is at least 1. We can represent component \( i \) by a set \( C(i) = \{ L(i,j) \} \).

3.2.4 Relations between the Terminals of a Component:

Physical Equivalence of Terminals.

By physical equivalence of a set of terminals of a component is meant that all terminals in this set are equipotential. This means that a net can be connected to any one of these terminals.†

As an example of this, consider an IC transistor: topologically, one can consider this as a 6-terminal component, with opposite terminals being physically equivalent, as shown in Fig. 3.2.1.

† It is also possible to split the net into several subnets, each of them connected to one of the physically equivalent terminals. Being equipotential assumes that there is an interconnection between these terminals within the component. By using the model proposed here, the net will be connected to only one of the physically equivalent terminals in function of a planar layout. If the net is not completely embedded, then one can attempt to split the net into subnets as indicated in section 5.4.
Fig. 3.2.1 Physical equivalence of the terminals of an IC transistor.

Let $F = \{ p(j) \}$ be a subset of $C(i)$, consisting of terminals $p(j)$, at least one of which has to be connected to a net $N(k)$. The terminals in the set $F$ will be called physically equivalent.

This property can be modelled as follows: Each group of physically equivalent terminals of component $i$ can be represented by a set $F(i,j)$, with $|F(i,j)|$ at least equal to 1. Component $i$ can then represented by the set $C(i) = \{ F(i,j) \}$.

It is possible that within a component both physical and logical equivalence of terminals exists. In that case, the following property holds: if $p \in F(i,j)$ and $p \in L(i,j)$, then for all elements $q \in F(i,j)$, $q \in L(i,j)$. 
This property allows us to represent the component in the following way: \( C(i) = \{ L(i,j) \} \), where \( L(i,j) = \{ F(i,j,k) \} \).

3.2.5 Relations between the Terminals of a Component:

Subcomponent Equivalence.

In some cases, a component can be made up of a number of identical subcomponents, that are logically interchangeable. An example of this is a quadruple 2-input NAND gate, which is a common IC module available commercially. Another example is a 3-3-3 AND-OR-INVERT gate (Fig. 3.2.2).

In such cases, one should not randomly assign a physical subcomponent to a particular group of nets to be connected to one such subcomponent, but rather do this in function of an optimal layout.

This can be modelled by representing component \( i \) by a set of equivalent subcomponents \( E(i,j) \): \( C(i) = \{ E(i,j) \} \), where \( E(i,j) = \{ L(i,j,k) \} \), i.e., each subcomponent consists of a set of logically equivalent terminal sets \( L(i,j) \), then \( L(i,j,k) = \{ F(i,j,k,l) \} \), i.e., each set of
Fig. 3.2.2 A 3-3-3 AND-OR-INVERT gate as an example of subcomponent equivalence.

logically equivalent terminals consists of a set of physically equivalent terminal sets, and finally, $F(i, j, k, l) = \{ p(i, j, k, l, m) \}$ i.e each set of physically equivalent terminals consists of a number of simple terminals.

The relations between the terminals of a component, as described in sections 3.2.3 to 5, form a hierarchy, as shown in Fig. 3.2.3.
where $A \rightarrow B$ means: $A$ is a subset of $B$
3.3 Hypergraphs.

Introduction.

In section 3.3 we will study the use of hypergraphs as a mathematical model for the circuit layout problem. First a simple model will be discussed that is sufficient for partitioning a physical circuit. This simple model will then be expanded progressively, thereby taking into account more of the properties of physical circuits in each refinement. Finally, some consideration will be given to defining the planarity of hypergraphs, as related to the circuit layout problem.

3.3.1 A Simple Hypergraph Model.

In section 3.2, the circuit layout problem was modelled by a system (C, N), where C is the set of components and N is a family of subsets of C, representing the nets.
From the definition of a hypergraph, it is obvious that a simple model for the circuit layout problem is a hypergraph, where the set of components maps into the set of vertices and the sets \(N(k)\), i.e., the nets, form the hyperedges. In section 3.3.4, mappings of hypergraphs into simple graphs for the purpose of defining planarity will be discussed.

As already mentioned in section 3.1.2, this simple hypergraph model can be used for the circuit partitioning problem.
3.3.2 A more Detailed Hypergraph Model.

Consider a hypergraph, where the set \( P \) of terminals is represented by the set of vertices and the sets \( C(i) \) and \( N(k) \) are the hyperedges. Using Berge's method of representing hypergraphs, Fig. 3.3.1 shows a circuit and its hypergraph model.

Since it is important to distinguish between the different terminals of a component, this hypergraph model is more appropriate for the circuit layout problem than multiplace graphs. Since a terminal belongs to exactly one component and to at most one net, there is no longer a need for multisets.

The use of sets to model components is not sufficient because there exist a number of interesting relationships between the terminals of a component that can be used in solving the layout problem.

It should be noted that the sets \( \mathcal{C} \) and \( \mathcal{N} \) both are partitions of the vertex set of the hypergraph.
Fig. 3.3.1 A Circuit and its Hypergraph Model.
3.3.3 Oriented Hypergraphs.

It was mentioned in section 3.2.2 that there exists a cyclical relationship between the terminals \( p(i,j) \) of a component \( C(i) \). This can be written as a relation \( R \):

\[
p(i,1) R p(i,2) R p(i,3) \ldots R p(i,n) R p(i,1)
\]

The introduction of this relation between the terminals of a component makes the previous model no longer a proper hypergraph. It is possible however to redefine the model here, such that the graph representing the circuit remains a hypergraph. Let the set of terminals \( P \) be the set of vertices of the hypergraph. Each set \( N(k) \) is represented by a hyperedge. Instead of representing the sets \( C(i) \) by hyperedges, we represent it by a set \( K(i) \) of simple directed edges, representing the cyclical nature of the relationship. The set of terminals corresponds to the set of vertices of the hypergraph.

The set \( K(i) \) then consists of the directed edges \([p(i,1), p(i,2)] \), \([p(i,2), p(i,3)] \), \ldots \([p(i,n), p(i,1)]\). The algebraic structure \((V, \bar{N}, K)\), where \( V \) is a set of vertices representing the component terminals, \( \bar{N} \) is a set of hyperedges, representing the nets and \( K \) is a set of
simple directed edges, representing the component boundaries, will be called an oriented hypergraph. Fig. 3.3.2 shows the oriented hypergraph model for the circuit of Fig. 3.3.1.

Fig. 3.3.2 Oriented Hypergraph Model representing the Cyclical Ordering of Terminals.
3.3.4 Other Relations between Component Terminals.

It is possible to continue expanding this hypergraph model of the previous section, thereby taking care of the properties mentioned in sections 3.2.3 to 3.2.5.

In section 3.4, simple graph models are derived for components. Nets, however, remain true sets and cannot always be represented correctly by simple graphs.

3.3.5 Planarity of Hypergraphs.

In (EM75), it is stated that the representative graph of a hypergraph, as defined by Berge (Be72), is not an adequate model for planar circuit layout because it contains a $K_5$ subgraph for every node of the hypergraph with a degree $\geq 5$. This does not imply that a hypergraph is not an appropriate model for the circuit layout problem since Berge's representative graph is only one of many simple graphs into which a hypergraph can be mapped.

In particular, one could define the following mapping of a hypergraph $H(A,X)$ into a simple graph $G_1(V_1,E_1)$:

+ A simple graph is defined in section 3.0.
a) every vertex \( a \) of \( H \) is mapped into a vertex \( v' \) of \( G_1 \) 
\([v'=f(a)]\); let \( V_1' \) be the set of all such vertices of \( G_1 \).

b) for every hyperedge \( x \) of \( H \), there is a vertex \( v'' \) in 
\( G_1 \) \([v''=g(x)]\); let \( V_1'' \) be the set of all such vertices of \( G_1 \).

c) for every vertex \( a \) in a hyperedge \( x \), there is an edge 
\((v_1,v_2)\) in \( G_1 \), such that \( f(a)=v_1 \) and \( g(x)=v_2 \).
Furthermore, \( V_1' \cap V_1'' = \emptyset \) and \( V_1' \cup V_1'' = V_1 \).

This mapping is similar to the one for multiplace graphs, given in (EM75, def. 9).

We can then define a hypergraph to be planar 
(first definition) if and only if its associated simple graph \( G_1 \) is planar.

This definition of hypergraph planarity can lead to difficulties with respect to the circuit layout problem. Assume that components are modelled by simple subgraphs and nets by proper hyperedges (of which the cardinality can be greater than 2). Then the mapping defined here is not
adequate since a net can be realized as any spanning tree on its vertex set.

We can define a second mapping of a hypergraph \( H(A, X) \) into a simple graph \( G_2(V_2, E_2) \) as follows:

a) Let \( V(G_2) = A(H) \)

b) Every hyperedge \( x \) of \( H \) is mapped into a spanning tree on the set of vertices \( \{ v(i) \mid v(i) = a(i) \) and \( a(i) \in x \} \).

We now define a hypergraph to be planar (second definition) if and only if there exists an associated simple graph \( G_2 \) (as defined above), that is planar.

**Theorem** If a hypergraph is planar, according to the first definition, then it is planar according to the second definition.

**Proof** Let \( H \) be a hypergraph, planar according to the first definition of planarity and let \( G_1 \) be its associated simple graph. Then \( G_1 \) is planar.

A hyperedge \( x \) is mapped into a \( K(1,n) \) subgraph of \( G_1 \). Let \( v \) be the center vertex and \( v(i) \), \( i = 1,n \)
where \( v(i) = f(a(i)) \), the end vertices of this star-subgraph. Apply the following transformation to \( G_1 \): select an edge \((v, v(i))\) of the star-subgraph and contract it. The resulting graph is still planar. 

We can repeat this procedure for all hyperedges of \( H \).

The resulting simple graph \( G_2 \) satisfies the mapping used to define the planarity according to definition 2. Since \( G_2 \) is planar, \( H \) is planar according to definition 2.

The converse of this theorem is not true.

For solving the circuit layout problem optimally, it is necessary to use the second definition of hypergraph planarity. This would require enumerating all spanning trees over all of the hyperedges. Since this is impractical, the less desirable definition of hypergraph planarity will be used in conjunction with the circuit layout problem.

---

\[ \ast \] A graph \( G \) is planar iff it does not have a subgraph contractible to \( K(5) \) or \( K(3,3) \). (Ha60).
3.4 Graph Models for Components.

3.4.1 Desirable Properties of an Adequate Component Model.

1) In order to avoid introducing non-planarities the component model should be outerplanar with respect to the vertices, that represent the component’s terminals.

2) Every possible embedding of the component together with the nets connected to it should be compatible with the cyclical ordering of the terminals on the component’s boundary, if such ordering is prescribed. In other words, every possible embedding must have a physical meaning.

It will be assumed here that an n-terminal net is modelled by a $K(1,n)$ subgraph. Furthermore, it will be required that nets be embedded in the region exterior to a component’s boundary.

↑ A graph is outerplanar if it is planar and if it can be embedded in the plane, such that all its vertices lie on the same face (usually the exterior face) (Ha69). Let $G(V,E)$ be graph and let $V_1$ be a subset of $V$, then $G$ is outerplanar with respect to $V_1$ if it can be embedded in the plane such that all vertices of $V_1$ lie on the same face.
3.4.2 Cyclic Ordering of the Terminals.

In section 3.2.2, it was mentioned that the ordering of terminals along a component's boundary can be modelled by a successor function. In section 3.3.3, this cyclic relationship was represented by a directed cycle, connecting the terminals.

When we assume nets to be embedded in the region exterior to the component's boundary and if the nets are represented by $K(1,n)$ subgraphs, then we can model a component and its incident net-edges by a partially oriented graph $G$, as shown in Fig. 3.4.1(a). The vertex set of $G$ consists of oriented vertices, representing terminals and of non-oriented vertices, representing the nets. The edge set of $G$ consists of a cycle, modelling the component's boundary and of edges, connecting the terminals to the net-vertices.

In certain cases, a mirror-image component is available. Since the orientation of the component's boundary is not predefined in this case, two different embeddings are possible and then oriented graphs cannot be used.
In this case, an undirected cycle is an appropriate model. In order to avoid the embedding of connections inside the cycle, a star-subgraph should be placed inside the cycle.

3.4.3 Physical Equivalence of Terminals.

Let \( C = \{F(i)\} \), where \( F(i) \) is a set of physically equivalent terminals. \( |F(i)| \geq 1 \) and \( F(i) \cap F(j) = \emptyset \) if \( i \neq j \).

Let \( C' = \{p(j)\} \) be the set of terminals. Then the family \( \mathcal{F} \) of sets \( F(i) \) forms a partition of \( C' \).

It will be assumed here that no two elements of \( F(j) \) are physically adjacent. If two or more terminals are physically adjacent, there is no problem of pin assignment between them and they can be represented by a single terminal.

Assume that the cyclic ordering of the terminals is given by a successor function. This can be written as a relation \( R: p(1) R p(2), p(2) R p(3), \ldots, p(n) R p(1) \).

This successor function induces the following relation \( R' \) on the elements of the family \( \mathcal{F} \): for all \( p(i), p(j) \) such
that $p(i) \mathcal{R} p(j)$ with $p(i) \in F(k)$ and $p(j) \in F(l)$ (where $F(k) \neq F(l)$): $F(k) \mathcal{R} F(l)$

First assume that no mirror-image components are available. Consider the partially oriented graph $G'$, obtained from the original graph $G$ by contracting the sets of physically equivalent terminals. The vertex set of $G'$ consists of vertices, representing the sets of physically equivalent terminals and of vertices, representing the nets. The edge set of $G'$ consists of the edges, connecting the terminals to the corresponding net-vertices and of edges $[a, b]$, for which the relation $a \mathcal{R} b$ holds. An example of this is given in Fig. 3.4.1(b), where the sets $X$ and $Y$ are contracted.

Note that the original cycle may be replaced by a number of cycles and that the resulting graph may be 1-connected.

In order for the resulting model to be suitable, it has to be outerplanar for every possible embedding that has a physical meaning. Furthermore, a vertex corresponding to a set $F(j)$, of cardinality greater than 1, must be non-oriented, in order to allow the incident net-edge to be embedded properly. The vertices, corresponding to sets $F(j)$ of cardinality 1, remain oriented.
Fig. 3.4.1 (a) partially oriented graph, modelling the circular ordering of the terminals. (b) partially oriented graph modelling physical equivalence.

We can now define the following condition for the model to satisfy the conditions of section 3.4.1. For every set $F(j) = \{b(j,k)\}$ of cardinality greater than 1, we add a $K(1,n)$ subgraph to the model, with a new vertex $d(j)$ being
the center, connected to the vertices \( b(j,k) \) such that \( d(j) \) \\
\times [c(j,k),a(j,k)] \), where \( b(j,k) = S(a(j,k)) \) and \( c(j,k) = S(h(j,k)) \). If the oriented graph so obtained is \\
outerplanar, then the graph derived by contracting all the \\
k(1,n) subgraphs is also outerplanar.

The above considerations are valid only when the 
original graph is oriented. When a mirror-image component 
is available, no proper model for physical equivalence was 
found. This is illustrated in Fig. 3.4.2, where the 
embeddings in (a) and (b) are correct, while the ones in 
(c) and (d) are not. Fig. 3.4.2 (e) shows the original 
oriented graph, modelling the circular relationship between 
the terminals.

3.4.4 Logical Equivalence of Terminals.

Let \( C = \{L(i)\} \), where \( L(i) \) is a set of logically 
equivalent terminals. Then \( |L(i)| \geq 1 \) and \( L(i) \cap L(j) = \emptyset \) 
if \( i \neq j \). Let \( C' = \{p(j)\} \) be the set of terminals. Then the 
family \( \mathcal{L} \) of subsets \( L(i) \) of \( C' \) forms a partition of \( C' \).
Consider a set \( L(i) = \{q(j)\} \) of terminals with identical logical functions. Each of the terminals \( q(j) \) is incident with a net \( N(k) \). The component model should be outerplanar and for every permutation of the terminals, the cyclic ordering should be respected.

The cyclic ordering, specified by the successor function, can be written as a relation \( R: p(1) \sim p(2), p(2) \sim p(3), \ldots \ldots \longrightarrow p(n) \sim p(1) \). This successor function
induces a relation $R'$ on the elements of the family $\overline{I}$: for all $p(i), p(j)$ such that $p(i) \in L(k)$ and $p(j) \in L(l)$: $L(k) \ni L(l)$.

Let $G$ be the partially oriented graph, representing the component boundary and its incident net-edges. We can then consider the partially oriented graph $G'$, obtained by contracting the sets $L(i)$. The vertices of $G'$, corresponding to sets $L(i)$ of cardinality 1 remain oriented. An example is shown in Fig. 3.4.3.

In order to perform pin assignment in function of the layout, the orientation of the nets around a vertex corresponding to a set $L(i)$ of cardinality greater than 1 should not be specified. This can be accomplished by inserting an edge for every set $L(i)$ of cardinality greater than 1, as shown in Fig. 3.4.3(c). Let $G[L(i)]$ be the subgraphs of the directed cycle, generated by the subsets $L(i)$. Then there exist two possibilities:

1) All of the subgraphs $G[L(i)]$ are connected. This implies that the vertices of $L(i)$ are physically adjacent. Then the new graph $G'$ remains 2-connected. A vertex in $G'$, corresponding to a set $L(i)$ of
Fig. 3.4.3 (a) Circuit with logically equivalent sets A and B. (b) After contracting the sets A and B. (c) Correct oriented graph model.

Cardinality n, will then be connected to n nets. Assuming that the total circuit layout graph is planar, then every possible embedding will satisfy the requirements of section 3.4.1.
2) At least one of the subgraphs $G[L(i)]$ is disconnected. This implies that the vertices of $L(i)$ are not all adjacent. As a result the graph $G'$ is 1-connected and the set $L(i)$ is mapped into a separating vertex. If $L(i)$ has cardinality $n$, then the corresponding vertex will be connected to $n$ nets. Not every possible embedding however satisfies the requirements of section 3.4.1.

Therefore, this model is appropriate for logical equivalence, if all logically equivalent terminals are physically adjacent. An interesting case, in which logical equivalence can be modelled even if the terminals are not physically adjacent, is illustrated in Fig. 3.4.4.

The condition for being able to model the logical equivalence of non-adjacent sets of cardinality 2 is similar to the one for physical equivalence, as pointed out in section 3.4.3. The model derived, however, is different. This shows that it may be possible to model logical equivalence even if the terminals are not physically adjacent.
Fig. 3.4.4 Modelling of logical equivalence for sets of cardinality 2 that are not physically adjacent.

When a mirror-image component is available, a simple non-directed cycle models the order of the terminals on the component's boundary. Again, when the terminals in a logically equivalent set are physically adjacent, a correct model can be derived by contracting the set of edges. In order to avoid the embedding of connections inside the cycle, a star-subgraph should be placed inside the resulting cycle.
If it is necessary to represent every terminal by a distinct vertex, then a set \( L(i) \) of cardinality \( n \) can be replaced by a \( K(1,n) \) star. An example is shown in Fig. 3.4.3(c).

3.4.5 Unspecified Order of Terminals.

In some cases, the components can be (re-)designed if this would result in a better layout. From the point of view of circuit layout, this property is similar to logical equivalence of terminals.

In case the order of all terminals is unspecified, the component can be represented by a single undirected vertex (or by a \( K(1,n) \) star-subgraph if one desires a distinct vertex to represent each terminal). This results in a model, similar to the one proposed by Engl and Mlynski (EM73).
3.4.6 Logical Equivalence of Subcomponents.

Let C be a component, consisting of n sets E(i) of logically equivalent subcomponents. Let C' be the set of all subcomponents S(j) = \{p(j,k)\}. Then the family \( \mathcal{E} = \{E(i)\} \) partitions the set C' into disjoint subsets.

In the following discussion, we will impose the following restrictions:

1) a subcomponent is a collection of \textit{physically adjacent} terminals, performing a specified logical function.

2) In order for 2 subcomponents to belong to the same set E(i), they have to perform identical logical functions, have the same number of terminals and the order in which the terminals appear on the component's boundary must be the same.

Consider the partially oriented graph model G for the order of the terminals on the component's boundary, as illustrated in Fig. 3.4.5a and 3.4.6a. Let \( G[S(i)] \) denote the subgraph of G, generated by a subcomponent S(i). Since we require the terminals of a subcomponent to be physically adjacent, all \( G[S(i)] \) are connected paths. Let x(i) and
Fig. 3.4.5 Derivation of a model for subcomponent equivalence when equivalent subcomponents are physically adjacent.
Fig. 3.4.6 Derivation of a model for subcomponent equivalence when equivalent subcomponents are not physically adjacent.
Let \( y(i) \) be the vertices of valency 1 of \( G[S(i)] \), such that 
\[ y(i) = S^+(x(i)). \]
† Let \( x_1(i) \) be the vertex preceding \( x(i) \)

i.e., \( x(i) = S(x_1(i)) \) and let \( y_1(i) \) be the vertex following \( y(i) \) on the original cycle i.e., \( y_1(i) = S(y(i)) \). We now derive a new graph model \( G' \) for the component as follows.

\[
V(G') = V(G) \cup \{a(i)\}
\]

\[
E(G') = E(G) - \{(x_1(i), x(i)), (y(i), y_1(i))\}
\]

\[
\cup \{(x_1(i), a(i)), (a(i), y_1(i)), (a(i), x(i)),
\]

\[
(a(i), y(i))\}
\]

where \( a(i) \) is a new vertex, associated with subcomponent \( S(i) \).

By repeating this for every subcomponent \( S(i) \) with more than 1 terminal, we obtain a new oriented graph model \( G'' \). For the purpose of embedding, \( G'' \) is equivalent to the original model \( G \). An example is given in Fig. 3.4.5(b) and 3.4.6(b).

As a result of this transformation, the graph model now consists of an oriented cycle for the component itself and of oriented cycles for each of the subcomponents. The cycle modelling the component itself, contains vertices that represent terminals that did not belong to any

† By \( a = S^+(b) \) we will denote that \( a \) was obtained from \( b \) by a multiple application of the successor function \( S \).
subcomponent as well as vertices $a(i)$ for each subcomponent.

Let $E(i) = \{S(j)\}$ be a set of subcomponents with identical logical functions. Let every subcomponent $S(j)$ be connected to a collection $N(j)$ of nets. The component model to be derived should be outerplanar and for every permutation of the logically equivalent subcomponents, the cyclic ordering should be respected.

Consider the cycle for the component itself. This cyclic ordering of the vertices can be written as a relation $a(1) R a(2), a(2) R a(3), \ldots, a(n) R a(1)$. Every subcomponent has exactly one vertex on this cycle. Hence, a set $E(i)$ of logically equivalent subcomponents corresponds to a set $E'(i)$ of vertices on the cycle. Then the relation $R$ induces a relation $R'$ on the subsets $E'(i)$: for all $a(i), a(j)$ such that $a(i) R a(j)$, with $a(i) \in E(k)$ and $a(j) \in E(l): E(k) R' E(l)$.

We can now consider the oriented graph, obtained by contracting the edges $(a(i), a(j))$ of the cycle, such that both $a(i) \in E(k)$ and $a(j) \in E(k)$ for some $k$. Then two possibilities exist:
1) All vertices of a set $E'(k)$ are physically adjacent (Fig. 3.4.5). When the total circuit layout graph is planar, then every possible embedding will satisfy the requirements of section 3.4.1.

2) The vertices of the set $E'(k)$ are not physically adjacent (Fig. 3.4.6). Then not every embedding satisfies the requirements.

Therefore, we are able to model logical equivalence of subcomponents if the sets of terminals of all subcomponents that are equivalent are physically adjacent.

It should be pointed out here that physical and logical equivalence of terminals can be combined with subcomponent equivalence, as long as the model satisfies the conditions of section 3.4.1. Mirror-image components can no longer be modelled, except in simple cases.
3.5 Graph Models for the Boundary of a Circuit.

In section 2.4, the problem of modelling the outside connections of a circuit was described. When the order of these connections is predetermined, then we can again use a directed cycle. All nets now have to be embedded in the interior region (as opposed to the exterior region for components). This can also be modelled by an oriented graph.

In some cases, a certain degree of freedom exists, allowing logical signals to be assigned to physical terminals in function of the layout. This property is similar to the logical equivalence of the terminals of a component. As for components, the condition for being able to model the logical equivalence of a set of terminals is that they are physically adjacent. This then leads to the model proposed in section 2.4. Again, one can derive an oriented graph model for logical equivalence similar to the one for components.
In view of the models, derived in the previous sections, the requirements for embedding circuit layout graphs in the plane are summarized.

1) The external connections should be embedded on a peripheral cycle.

2) For certain vertices, the edges incident to it should be embedded such that a clockwise sweep around the vertex encounters these edges in a prescribed order. The reason for this requirement is due to the models for components derived before.

3) When the circuit layout graph is non-planar (which is usually the case), a number of edges should be deleted from the graph such that the remaining graph is planar. Only edges representing nets can be removed. The remaining edges have to be embedded in a second or consecutive layer.

4) Only net-edges, connecting terminals on the same component may be embedded on the inside region of a component's boundary. This means that no connections
are allowed over or under the physical area of a component. This restriction is necessary if we want to embed the circuit layout graph or a maximally planar subgraph thereof in a single plane.
3.7 Properties of Circuit Layout Graphs.

Let $G$ be a circuit layout graph, where the components and the exterior boundary are modelled by simple cycles and the nets by $K(1,n)$ stars. Then $|V(G)| = |P| + |N|$ and $|E(G)| = 2 |P|$, where $P$ is the set of terminals (pins) and $N$ is the set of nets. The number of vertices in $G$ is obviously equal to the number of terminals plus the number of nets. There are two types of edges: component edges and net edges. Since components and outside connections are modelled by cycles, there are exactly as many component edges as there are terminals. Every terminal is connected to at most one net. Therefore, there are at most as many net edges as there are terminals.

We can consider the following extreme cases:

1) If $|N| = 1$ then $|V(G)| = |P| + 1$ and $|E(G)| = 2 |P| = 2 |V(G)| - 2$.

2) If $|N|$ is maximal, then every net is of cardinality 2 and $|N| = |P|/2$. Then $|V(G)| = 3/2 |P|$ and $|E(G)| = 2 |P| = 4/3 |V(G)|$. 
Thus \( |V(G)| - 2 \geq |E(G)| \geq 4/3 |V(G)| \)

The importance of this relation lies in the fact that the number of edges of \( G \) is a linear function of the number of vertices. This is relevant when evaluating the computational complexity of algorithms that manipulate circuit layout graphs.

When the component models become more complicated, \( E(G) \) will still be a linear function of \( V(G) \) since the component models are always planar.

4.1 Introduction.

In this chapter, the problem of finding a topological embedding of a circuit layout graph is studied. First the special requirements imposed on this embedding are given. It is shown that the problem of embedding a circuit layout graph on a multilayer surface cannot be solved by simply partitioning the graph into a minimum number of planar subgraphs and then embedding each of these subgraphs independently.

Since the actual layout problems are in practice very large, the computational complexity of the solution is very important. This is discussed in section 4.1.3.

Most of the existing planarity testing methods are based on trying to construct an embedding of the graph in the plane. Therefore, some of the more important algorithms are surveyed in section 4.2. Attempts to use these algorithms for solving the circuit layout problem are discussed.
In section 4.3, a new $O(|V|)$ algorithm is presented for testing the planarity of partially oriented graphs. This algorithm is then used in two approximate algorithms for finding a maximal planar subgraph of a circuit layout graph.

4.1.1 Requirements for Embedding Circuit Layout Graphs

In the previous chapter, it was shown that circuit layout graphs require an embedding algorithm with the following constraints:

- Certain vertices have to be positioned on the periphery.

- For certain vertices, there is a prescribed order, in which the edges incident to it must be embedded.

- If $G$ is non-planar, a minimal number of edges has to be removed to make the remaining graph planar with the constraint that certain edges (specifically those representing component peripheries) cannot be removed.
In most cases, the graph $G$ is non-planar and can therefore not be embedded in a single layer. The approach taken here is to embed a maximal planar subgraph in the first layer, subject to certain constraints, as pointed out in section 4.3. This approach is acceptable when the technological properties of the problem require most of the connections to be in the first layer (e.g. for integrated circuit layout).

Unless otherwise indicated, components will be modelled by connected subgraphs and n-terminal nets by $K(1,n)$ star subgraphs.

The geometrical properties of the problem will be neglected in this phase. Only the topological aspects will be considered. The result of the embedding algorithm is a list of oriented faces of a maximal planar subgraph as well as a list of the net-edges that were deleted.
4.1.2 The Circuit Layout Graph Embedding Problem.

In all but very simple cases, the circuit layout graph is non-planar. Usually the aim of a circuit layout procedure is to embed the graph in a minimal number of layers. Depending on the technological properties of the problem, additional constraints may be imposed. E.g., in the layout of integrated circuits, one could try to embed as many connections as possible in the first layer, while the other layer(s) are used only for embedding the remaining edges. In printed circuit layout, it would be preferred to have layers containing approximately the same number of connections, since this would probably make a better use of the area available.

In this chapter, these additional constraints, due to technological factors, will not be considered. The procedure proposed, however, is based on embedding a maximal planar subgraph in the first layer and therefore it is most suited for IC layout.

An important characteristic of embedding circuit layout graphs is that on all layers the components have the same relative positions with respect to each other. In
other words, the embedding of a planar subgraph in one layer influences the embedding in the other layers. Furthermore, it is necessary to represent the components by appropriate graph models on every layer in order to obtain a meaningful result. This differentiates the circuit layout problem from partitioning a graph into a minimum number of planar subgraphs. We will illustrate this difference by means of an example, shown in Fig. 4.1.1, where 3 components A, B and C are connected to each other by 6 nets $N_1, N_2, \ldots, N_6$.

For integrated circuit layout, the area used by a component may not be available for routing connections in any other layer. Therefore, the edges, modelling the component boundary have to be present in every layer.

Fig. 4.1.2 shows a possible decomposition of the graph into a minimum number (i.e. 2) of planar subgraphs.

If we adhere to the restrictions, imposed on the embedding of circuit layout graphs, then we have to embed every component edge on every layer. A minimal embedding, requiring three layers, is shown in Fig. 4.1.3.
Several authors (e.g., Ch70) have suggested a simple decomposition into planar subgraphs as a solution to the circuit layout problem. Even if the graph model used is a simple bipartite graph, as used by Chein (Ch70), with components represented by single vertices, then this partitioning into planar subgraphs does not necessarily result in a solution that is adequate for circuit layout.
Fig. 4.1.2 Partitioning of the circuit layout graph into two planar subgraphs.

The approach taken here is to find a maximal planar subgraph first and to embed it in the first layer. The
Fig. 4.1.3 Embedding the circuit layout graph of Fig. 4.1.1.

Connections on the other layers can then be embedded using a classical routing algorithm (e.g. H69).
4.1.3 Computational Complexity of the Maximum Planar Subgraph Problem.

It was shown earlier (in section 3.8) that, for a circuit layout graph where components are modeled by cycles and nets by stars, \(|E(G)| = k|V(G)|\) with \(2 \leq k \leq 4/3\). Even if more complicated component models are used, \(k\) will be constant with respect to \(|V(G)|\).

The complexity of finding a maximum planar subgraph of a non-planar graph, by deleting a minimum number of edges is still an open problem in computational complexity. Currently, no algorithm is known that solves the problem in polynomial time. Attempts to reduce a known NP-complete problem (Ka72, GS74) to this problem have not yet produced an answer to the question of NP-completeness.

Since no efficient algorithm for finding a maximum planar subgraph is known, we will attempt to find a maximal solution by using an approximate, polynomial-time algorithm.

When solving circuit layout problems, the graphs being investigated can easily have 1,000 or more vertices and in

\[\text{---M. Carey and D. Johnson, private communication.}\]
such cases the computational complexity of the algorithm is extremely important.

4.1.4 Definitions.
------------

A number of definitions related to graphs and their planarity was given in section 3.0. We will introduce some additional terminology here.

The following definitions, related to efficient algorithms are from (HT74).

The **adjacency list** of a vertex v is an unordered list of the vertices, adjacent to v.

The **adjacency structure** A of a graph G is the collection of adjacency lists for all vertices of G.

In a directed graph, v is an **ancestor** of w and w is a **descendant** of v if there exists a path from v to w. If the path is of length 1, then v is the **father** of w and w is the **son** of v.

In a circuit layout graph, there exist two types of vertices: C-vertices belonging to a component model and
$N$-vertices, being the center vertices of $K(1,n)$ subgraphs modelling $n$-terminal nets. Similarly, the edges can be classified as $C$-edges, incident to two $C$-vertices and $N$-edges, incident to one $C$-vertex and to one $N$-vertex.
4.2 A Survey of Graph Embedding Algorithms.

In this section, a number of constructive planarity testing algorithms are discussed. These algorithms attempt to construct a planar embedding of the graph in the plane and as such are of interest in solving the circuit layout problem. Where possible, attempts to use the algorithm for circuit layout are discussed. It is assumed here that graphs are 2-connected without loops or multiple edges. If a graph is not 2-connected, it can be split into 2-connected subgraphs, and each of these can be treated separately. A graph is non-planar if \(|E| > 3|V| - 6\). Therefore, only the case where \(|E| \leq 3|V| - 6\) has to be investigated.

4.2.1 Fisher and Wirth's Algorithm.

This algorithm has been used in several topological layout systems (e.g. EM73, KL73, BR74). It will be described using Read's formulation (Re70).

1) Find a cycle \(C\).
2) Delete all vertices of C from G. The resulting graph consists of a number of connected components \( F(i) \), called \textbf{fragments}. In G, a fragment \( F(i) \) is connected to C by a set \( L(i) \) of \textbf{link-edges}. There also might be edges \( t(j) \) in G, joining two vertices of C. They will be called \textbf{transversals}. Without loss of generality, the transversals can be considered as fragments by placing a vertex in the middle of each transversal.

3) Each fragment \( F(i) \) has to be embedded either on the inside or on the outside of C. Consider the subgraphs \( H(i) \) of G, formed by C, \( F(i) \) and \( L(i) \). If all \( H(i) \) are planar, then G is planar if all of the fragments \( F(i) \) can be embedded such that their link-edges do not cross.

Let two subgraphs \( G_1 \) and \( G_2 \) be called compatible if both can be embedded on the same side (inside or outside region) of C, without a crossing. Define a compatibility graph \( K \) as follows. For every fragment \( F(i) \), there is a vertex in \( K \). Two vertices of \( K \) are joined by an edge if and only if the corresponding fragments are incompatible. Then the original graph
is non-planar if there does not exist a 2-coloring of the vertices of \( K \).

4) If the fragments can be embedded without crossings, then the problem is reduced to testing the planarity of each of the subgraphs \( H(i) \).

In (EM75), an iterative algorithm for testing the planarity of a multiplace graph is given. In the first step, the graph is decomposed into a pseudohamiltonian cycle \( H \), a set \( G_D \) of transversals and a collection of subgraphs \( G_\cdot \), that remain after deleting the cycle \( H \) and the transversals. The graph is then transformed into a multiplace graph by replacing the subgraphs \( G_\cdot \) by spiders. \*

In his description of Fisher and Wing's algorithm, Read (Re70) points out that the subgraphs \( G_\cdot \) can be replaced by star subgraphs, which is exactly what is proposed in (EM75).

A complicated method is developed to determine whether the subgraphs \( G_\cdot \) and the set of transversals \( G_D \) can be embedded without crossings. Theorem 4 in (EM75) is similar

\* For a definition of spiders and multiplace graphs, see section 3.2.
to Read's formulation of Fisher and Wing's algorithm (Re70, FW64, FW66).

According to Shirey (Sh69), the runtime of Fisher and Wing's implementation has a lower bound of at least $O(|V|^4)$ whereas Tarjan's algorithm (Ta71) has a lower bound of $O(|V|)$, where $|V|$ is the number of vertices in the graph.

It is not easy to obtain a list of faces when using this algorithm to embed a planar graph. In fact, several implementations of this algorithm for solving the circuit layout problem make use of interactive graphics to obtain a plane drawing of the graph.

Some of the restrictions, imposed on circuit layout graphs, can be taken into account quite easily. E.g., the peripheral cycle can be enforced to be the external face of the embedded graph by selecting it as the first cycle and by requiring all fragments to be embedded on the inside with respect to it.

Enforcing the orientation of the vertices adjacent to a given vertex, is rather difficult.
4.2.2 Demoucron, Malgrange and Perthuset's Algorithm.

The algorithm, described in [DM64], is similar in nature to Fisher and Win's algorithm. In fact, both algorithms are variations of Goldstein's algorithm [Go63].

Rubin [Ru75] describes an implementation of this algorithm, requiring $O(|V|^2)$ time and space (no proof of this bound is given). Although it is claimed in this paper that for 'practical' graphs, the algorithm tends to behave linearly, no sufficient evidence is available to substantiate this claim.

An important characteristic of this algorithm is that it generates a list of the faces of the embedding, as required for solving the circuit layout problem.
4.2.3 Lempel, Even and Cederbaum's Algorithm.

The approach, used in this algorithm (LE66), is quite different from the previous ones. From the graph, $|V|-1$ directed rooted trees are constructed. Each tree consists of a root vertex and of the undirected edges, incident to the root. The planarity testing method is based on constructing $G$ in the plane from the rooted trees.

Tarjan(Ta71) reports an implementation of this algorithm in $O(|V|^2)$ time.

Using this algorithm, it is easy to find a list of the faces in the embedding. Furthermore, if $G$ is non-planar, deleting an edge to keep the partially constructed graph planar is easily implemented. Although this will create a planar subgraph of the original graph, this subgraph is not necessarily maximum. However, if the component models are complicated (as proposed in the previous chapter), then it might become necessary to delete a C-edge, contrary to the requirements of section 4.1.

---

† A directed rooted tree $T$ is a directed graph with a special vertex $r$, called the root, such that every vertex in $T$ is reachable from $r$, no edges enter $r$, and exactly one edge enters every other vertex.
Uyehara et al. (US74) report a modification to this algorithm that takes into account the prescribed orientation of edges around certain vertices, as is required for testing the planarity of circuit layout graphs.

In order to satisfy the requirements, outlined in section 4.1, it would be necessary to first embed all the C-edges and then add the N-edges, one at a time, each time testing the new graph for planarity as described in (US74). This requires $O(|V|^3)$ time if $|E| = O(|V|)$.

4.2.4 Tarjan's Algorithm

---------------

Tarjan's algorithm (Ta71, HT74) forms the basis for the algorithms described in section 4.3. It is required that the graph being tested is 2-connected. The graph is specified in the form of an adjacency structure $A$. The algorithm consists of the following major steps:

1) apply a depth-first search to $G$, starting from some (arbitrarily chosen) vertex $s$. This search imposes a direction upon the edges of $G$, depending on the order
in which its end-vertices were reached by the search.

By doing so, $G$ is transformed into a directed graph

$G'$, whose edges are partitioned into a set of edges,

forming a spanning tree, and a set of fronds. The
directed graph $G'$ is called a palm tree.

2) In this step, the adjacency structure $A$ is ordered,

using the information obtained in step 1. This

ordering is done using a radix sort in time $O(|V|)$

($H174$). The reason for this ordering is to be able to

perform step 3 efficiently.

3) Partition the graph $G$ into a set of edge-disjoint

paths, by performing a depth-first search on the

adjacency structure, ordered in step 2. Each time

an edge is traversed, it is added to the current

path. When the edge is a frond, the current path ends

and a new path is started.

This procedure requires $O(|V| + |E|)$ time ($HT74$).

Because of the ordering of the adjacency structure,

these paths have special properties, which will allow

efficient testing of the planarity (Lemma 5 to 8 in

($HT74$)). Let $p = (s, \ldots, f)$ be a path and let $p_0 =$
(s_0, \ldots, f_0) be the first path generated containing s. Then p is a special path if f = f_0 and a normal path otherwise (Ta71).

4) Embed the first path (a cycle) in the plane as a polygon. Try to add the other paths, in the order in which they were generated in step 3), one at a time. Each new path has exactly two points in common with the already embedded subgraph. Certain paths have to be embedded in different faces or in the same face, with respect to other paths. This relationship between paths can be represented by a dependency graph. Tarjan proves that it is sufficient to construct only a subgraph of this dependency graph, for which the number of edges is a linear function of |V(G)|.

5) Try to bicolor the dependency subgraph, using the colors L (left) and R (right). A path P = (s,u, \ldots, f) is said to be embedded on the left (right) if (s,u) is the first edge clockwise (counterclockwise) from (v,s) in the list of edges incident to s, where (v,s) is the edge of the spanning tree entering s. A frond (w,f) descends on the left (right) if it is the first
edge clockwise (counterclockwise) from \((x, f)\) in the list of edges, incident to \(f\), where \((x, f)\) is the edge of the spanning tree entering \(f\). If this is not possible then \(G\) is non-planar.

Tarjan's algorithm for testing the planarity of a graph is linear in \(|V(G)|\). If the graph is not 2-connected, then it can be decomposed into 2-connected components in \(O(|V|)\) time and the planarity of each of these 2-connected components has to be tested separately.

4.2.5 Brehaut's Face-finding Algorithm.

Although Tarjan's algorithm tests the planarity of a graph by embedding it in the plane, it is not obvious from \((HT74, Ta71)\) how one could obtain a list of the faces of the plane graph. In \((Br74, Br75)\), an efficient algorithm is given for this problem. It is an extension of Tarjan's algorithm, requiring \(O(|V|)\) time and space.

First, a path tree is constructed, in which a path \(P_1\) is a son of a path \(P_2\) if and only if \(P_1\) debuts on \(P_2\). The adjacency structure, representing the path tree, is then
reordered in order to allow an efficient search for the faces. By traversing the new adjacency structure, using a depth-first search, the paths are encountered in the correct order. Each time a path is added to the embedding, one of the existing faces is split into two new faces.
4.3 Embedding a Maximal Planar Circuit Graph.

4.3.1 Planarity Testing for Partially Oriented Graphs.

This section is concerned with an extension to Tarjan's algorithm for testing the planarity of a partially oriented graph \( G \) in linear time. We can reduce the problem to testing the planarity of partially oriented graphs with oriented vertices of valency 3 only. This can be accomplished by replacing every oriented vertex of valency \( n \), greater than 3, by a cycle with \( n \) new oriented vertices of valency 3, as illustrated in Fig. 4.3.1.

---

Fig. 4.3.1 Replacing an oriented vertex of valency \( n \) by oriented vertices of valency 3.
Let $G'$ be the partially oriented graph, obtained by this transformation. Then the following holds.

**Theorem:** $G'$ is planar if and only if $G$ is planar.

**Proof:**

a) Suppose $G'$ is planar. Then $G$ can be obtained from $G'$ by contracting the cycles that replaced the oriented vertices of valency greater than 3. Then $G$ is planar.

b) If $G$ is planar, then $G'$ is planar. If $G$ is planar, then there exists a cycle basis $Z(1), \ldots, Z(m)$ and a cycle $Z(0)$ in $G$, such that every edge of $G$ belongs to exactly two of these cycles (MacLane). Then, because of the transformation defined, there exists a cycle basis $Z'(1), \ldots, Z'(n)$ and a cycle $Z'(0)$ in $G'$, such that every edge of $G'$ belongs to exactly two of these cycles.

For most circuit layout graphs, oriented vertices will be of valency 3. If not, it will be assumed that the component models have been transformed such that this property holds.
It can easily be verified that $|E(G')| \leq 3|E(G)|$ and that $|V(G')| \leq 2|E(G)|$. Therefore, if $|E(G)| = k|V(G)|$ then $|E(G')| = k'|V(G')|$. 

The following algorithm is a modification of Tarjan’s algorithm. It allows one to test the planarity of a partially oriented graph $G(V,E)$ with oriented vertices of valency 3 only, in time proportional to $|V|$ if $|E| = k|V|$. 

1-3) Steps 1-3 are essentially the same as in Tarjan’s algorithm (section 4.2.4). 

4) Examine all paths $p = (s, \ldots, f)$. If $s$ is an oriented vertex, then determine on which side (Left or Right) $p$ has to be embedded in order to satisfy the orientation imposed around $s$. If $f$ is oriented, then determine on which side the frond has to descend. We can represent this as a function $SIDE(p,v)$ with possible values $L(eft)$, $R(ight)$ and $U(ndefined)$. $SIDE(p,v) = U$ if vertex $v$ is not oriented. 

First assume that $p$ is a normal path. Then the frond of $p$ has to descend on the same side as the embedding of the path. The following decision table
<table>
<thead>
<tr>
<th>SIDE(p,f)</th>
<th>L</th>
<th>R</th>
<th>U</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>l</td>
<td>n</td>
<td>l</td>
</tr>
<tr>
<td>P</td>
<td>n</td>
<td>r</td>
<td>r</td>
</tr>
<tr>
<td>U</td>
<td>l</td>
<td>r</td>
<td>u</td>
</tr>
</tbody>
</table>

where l: embed p on the left.
  r: embed p on the right.
u: p can be embedded on both sides.
n: the graph is non planar.

indicates the action to be taken for each possible case.

If \( p = (s, \cdots, f) \) is a special path, then its frond has to descend on the same side as the frond of \( p_0 \), i.e. the path on which \( s \) debuts, unless \( f = f_0 = 1 \). However, if \( f \neq 1 \) then the valency of \( f \) must be at least 4 and therefore \( f \) cannot be an oriented vertex.

If \( f = 1 \) and oriented, then we can require without loss of generality that the frond of \( p \) descend on the same side as the path's embedding (similar to normal paths). The only case left for special paths is when \( s \) is an oriented vertex. Then the embedding of \( p \) is determined by SIDE(p,s).
5) Build a dependency graph. * This step is essentially the same as in Tarjan's algorithm (section 4.2.4, step 4).

6) Try to bicolor the dependency graph $DG$, using the colors $L$eft and $R$ight. DG consists of one or more disconnected components. The difference with Tarjan's algorithm is that there are a number of vertices in $V(DG)$ that have preassigned colors. Every vertex in $V(DG)$ represents a path in the original graph. The bicoloring procedure consists of the following major steps.

- Mark all vertices as unexplored.

- Find a colored, but not explored vertex and mark it as explored. If no such vertex exists, then find an unexplored vertex and assign it any color (e.g., $L$). If all vertices have been explored, then $DG$ can be colored with 2 colors and hence $G$ is planar.

- Use a depth-first search to explore the component of $DG$, containing the selected start-vertex; each time a vertex is reached, check whether it is colored or not. If not, assign it the appropriate color. If it
was already colored, check the colors: if they are compatible, continue; if not, the graph \( G \) is non-planar.

The procedure for enforcing the embedding of paths (step 4) requires \( O(|E|) \) time for general graphs and \( O(|V|) \) time if \( |E| = k|V| \). Bicoloring the dependency graph requires time proportional to the number of edges in \( E(DG) \). If a dependency subgraph was constructed and if \( |E| = k|V| \) then \( |E(DG)| = O(|V|) \) and the time required for testing the planarity of \( G \) is \( O(|V|) \).

4.3.2 Finding a Maximal Planar Circuit Layout Graph 1.

As already pointed out in section 4.1, the computational complexity of finding a maximum planar subgraph of a non-planar graph is unknown. The same is true for oriented graphs. Therefore, we will be satisfied with a maximal solution.

One possible algorithm is as follows. Apply the algorithm of section 4.3.1 up to step 5 (i.e., finding a dependency graph). Then try to 2-color \( DG \), until an
incompatible vertex $v$ is reached. Delete this vertex. Deleting a vertex $v$ of $DG$ corresponds to deleting a path $p$ in the original graph. In fact, it is sufficient to delete a single edge of this path. However, the dependency graph is no longer a valid representation of the resulting graph. Therefore, as soon as an edge of the original graph has been deleted, steps 1-5 of the planarity testing algorithm have to be repeated in order to construct a new dependency graph. This has to be repeated until the dependency graph can be 2-colored and hence the resulting graph is planar.

It should be noted that the planar subgraph obtained in this way is not necessarily maximal.

When circuit layout graphs are considered, it is not permitted to delete C-edges. Only N-edges may be deleted. Therefore, the paths, found in the pathfinding procedure can be classified as C-paths (containing C-edges only) and N-paths (containing at least one N-edge).

The following approach can be taken for 2-coloring the dependency graph such that no C-edge will be deleted.
- construct and bicolor the subgraph of $DG$, generated by the vertices, corresponding to $C$-paths. This is always possible, since component models are planar and connected to each other by $N$-edges only.

- try to add the vertices, corresponding to $N$-paths, to the subgraph, as long as the 2-coloring can be maintained.

- if an $N$-path cannot be added, the delete an $N$-edge belonging to the path. Then reconstruct all paths and build a new dependency graph.

The time required for constructing a maximal subgraph of the dependency graph is $O(|E(DG)|)$ and the total time required for finding a planar subgraph is $O(|V(G)|^2)$ if $|E(G)| = k \cdot |V(G)|$.

In order to obtain an optimal solution, a final step is required whereby the unembedded edges are added to the embedding where this is possible.

The algorithm, presented in the next section allows this to be done in $O(|V(G)|^2)$ time.
4.3.3 Finding a Maximal Planar Circuit Layout Graph 2.

The algorithm, presented in this section will always produce a maximal solution. Let $G$ be a circuit layout graph, with vertex set $V(G)$ and edge set $E(G)$. Then $E(G) = C \cup N$, where $C$ is the set of all $C$-edges and $N$ is the set of all $N$-edges.

Rather than starting with the given circuit layout graph $G$ as the solution and then deleting edges one at a time until the resulting subgraph is planar, as in the previous section, this algorithm starts with a planar subgraph of $G$ (e.g., the null graph) and attempts to add edges, one at a time. The partially constructed graph will be referred to as $H(V(H), E(H))$.

1) Instead of starting with the null graph, we can make use of the following property. Let $G$ be a circuit layout graph. The graph obtained by deleting all $N$-edges from $G$, consists of a collection of mutually disconnected subgraphs. Each of these subgraphs represents a component model and is planar. Then the graph, left after deleting all $N$-edges from $G$ is
planar. Therefore let $H = (V, C)$ initially.

2) Some of the vertices in $V(H)$ will be of valency 0. Since an edge, incident to a vertex of valency 1 does not influence planarity, add edges of $E(G) - E(H)$ to $H$ if at least one of their vertices has valency 0 in $H$. Assuming that the circuit has $n$ nets and $p$ connected terminals, then there are exactly $p$ $N$-edges and $n$ $N$-vertices. After step 1, there will be exactly $n$ vertices in $H$ with valency 0. This allows us to add exactly $n$ $N$-edges to $H$, leaving $p - n$ edges still to be embedded.

3) At this stage, adding an edge to $H$ might create a non-planar graph. Therefore, the following steps have to be carried out for every edge in $E(G) - E(H)$.

4) Select an edge of $E(G) - E(H)$ and add it to $H$.

5) Find the biconnected components of $H$.

6) For every non-trivial biconnected component, perform the planarity testing algorithm, described in section 4.3.1.
7) If at least one of the biconnected components is non-planar, then delete the edge from $H$ (and $G$). This edge cannot be added later, thereby assuring that the solution is maximal (but not maximum).

8) While $E(G) - E(H) \neq \emptyset$, repeat steps 4-7.

9) Apply Brebaut's mesh-finding algorithm to the resulting graph in order to obtain a list of faces of the embedded graph.

An example of applying this algorithm to a circuit layout graph is given below. Consider the simple circuit of Fig. 4.3.2, implementing a full adder, using NAND gates.

We will attempt to embed this circuit under two different assumptions.

1) All NAND gates are to be considered as individual components. The graph model for this case is shown in Fig. 4.3.3.

It is assumed in the model that the order of the external connections is determined in advance and that for every gate, a mirror-image equivalent is available. In the resulting maximal planar subgraph,
Fig. 4.3.2 Full adder implemented using NAND gates.

two net-edges were removed, as shown in Fig. 4.3.4.

The graph model contained 26 vertices and 37 edges and the time required was 1.2 seconds on an IBM 360/75.

2) The gates are to be grouped together into 3 components, each containing 3 gates. This grouping was done arbitrarily. No mirror-image components are allowed and the order of the external connections is
Fig. 4.3.3 Graph model for the full adder of Fig. 4.3.2.

again specified in advance. The graph model is shown in Fig. 4.3.5.

It contains 74 vertices and 100 edges. The resulting maximal planar subgraph is shown in Fig. 4.3.6.
Fig. 4.3.4 Maximal planar subgraph of the model of Fig. 4.3.3.

Six net-edges had to be deleted. The execution time required to find the planar embedding was 6.5 seconds. Note that the layout procedure performed some degree of gate assignment. As an example, consider the subcomponents C1, C2 and C3. In the original graph model, they appeared in the sequence C1, C2, C3. In the embedded planar subgraph of Fig. 4.3.6 they appear in the sequence C1, C3, C2.
Fig. 4.3.5  Graph model for the circuit of Fig. 4.3.2.
Fig. 4.3.6 Maximal planar subgraph of the model of Fig. 4.3.5.
5. Using the Technological Properties to Complete the Topological Layout.

In this chapter, some techniques will be discussed for using the properties that depend on the technological aspects of the problem. Most of these techniques are extremely dependent both on the particular layout problem being solved and on the industrial environment in which they are used.

Since it would be impossible to cover all possible situations that could occur in an industrial environment, only some of the more common technological properties will considered and techniques for using these in a topological layout procedure will be suggested.

Some of these properties were already taken into account in the models developed in Chapter 3. For example, by using appropriate models, it is frequently possible to defer pin and gate assignment until a maximal planar subgraph is embedded. After this embedding, pin and gate assignments have to be done, according to the embedding that was obtained. The same holds for the occurrence of mirror-image components. Again, this property can be
modelled by the circuit layout graph and, after embedding a maximal planar subgraph, it has to be determined whether the component itself or its mirror-image has to be used.

Sometimes it is possible to route connections between the terminals of a component and over or under the physical area, occupied by the component. This property was not modelled by the circuit layout graph. However, it can be used to embed connections, that were deleted when embedding a maximal planar subgraph.

Finally, once the topological layout is completed, the geometrical characteristics of the circuit have to be taken into account. An algorithm for constructing a preliminary physical layout from the topological layout is described in section 5.5.
5.1 Detecting Mirror-image Components.

Sometimes a mirror-image component is readily available. This is frequently true for integrated circuit layout. When this is the case, the component models, derived in chapter 3, will contain an undirected cycle that can be embedded in two different ways.

In order to avoid embedding connections inside the component's boundary, it is necessary to place a star subgraph inside the cycle (cfr. chapter 3). Therefore, the first step is to delete this star from the embedding. This will result in the cycle becoming a face. From the orientation of this face, it can be determined whether the original component or its mirror-image is to be used.

5.2 Performing Pin and Gate Assignment.

At this stage, the circuit layout graph (or a maximal planar subgraph thereof) has been embedded in the plane. In this embedding, components are represented by sometimes complicated graph models, while some of the net-edges might have been deleted.
In the further transformations of the circuit layout graph, these complicated component models are no longer needed. Therefore, it is desirable to replace these component models by simple cycles. The models, proposed in chapter 3, take into account physical and logical equivalence properties of terminals. In the topological embedding phase, these properties were used for obtaining a maximal planar subgraph.

As an example of this, consider the full adder circuit of Fig. 4.3.2. Assume that three NAND gates were placed in a single physical component. The graph model for this circuit is shown in Fig. 4.3.5 and a maximal planar subgraph is shown in Fig. 4.3.6. In the original circuit graph, the subcomponents of C appear in the order C1, C2, C3. In Fig. 4.3.6, these subcomponents were embedded in the order C1, C3, C2, thereby effectively performing gate assignment.

After the topological embedding phase, the complicated component models of Fig. 4.3.6 are no longer required and they can be replaced by simple cycles, as shown in Fig. 5.2.1.
Fig. 5.2.1 Simplified graph model obtained from the maximal planar circuit graph of Fig. 4.3.6.
5.3 Using Finite Wiring Capacities.

The models described in chapter 3 do not allow wires to be routed between pins or under modules. Embedding of the graph will lead to a number of unrouted connections. A special characteristic of allowing wires e.g. between 2 adjacent pins is that these places have a finite wiring capacity. E.g., depending on the technology, one is allowed to route 0, 1, 2 or 3 wires between 2 adjacent pins of a dual-in-line package.

Fletcher (FL72) proposed a solution whereby the edges that can be crossed by connections are assigned weights and whenever a 'pseudo crossing' is introduced this weight is decreased for the edge crossed.

In the method proposed here, finite capacities are represented by vertices; i.e. if n wires are allowed between 2 adjacent pins, n new vertices will be placed on the edge connecting the 2 pins. It will be assumed here that final pin and gate assignments have been performed and that the graph has been embedded in the plane as far as possible. In this case the component can simply be represented by a cycle to model the sequence of its terminals.
As an example, consider a 14 pin DIP, with one wire allowed between 2 adjacent pins and 6 wires under the module. The model for this is shown in Fig. 5.3.1.

![Diagram](image)

Fig. 5.3.1 Model for a 14 pin dual-in-line package with 1 channel between pins and 6 channels longitudinally.

In order to show how routing can be performed by using this model, a simple example is given in Fig. 5.3.2:

The circuit consists of two 6-pin packages A and B, allowing 1 wire between adjacent pins and 2 wires underneath (longitudinally). Assume that the following
Fig. 5.3.2 Example of routing connection B4 - A6.
connections were routed through the use of an embedding algorithm: A1-B1, A2-B6, A3-B5, A5-B3. The connection A6-B4 is the next to be routed. The algorithm consists of the following steps:

1) Place inside each face of the graph a vertex.

2) Connect each 'center' vertex to all 'free' vertices in the corresponding face (by 'free' vertices is meant the vertices that represent the finite wiring capacities and that have not been used yet).

3) Connect the 'end' vertices (in this cases A6 and B4) to the 'center' vertices of the adjacent faces.

4) Consider the new graph so constructed (consisting of center, free and end vertices plus connecting edges) and apply a shortest path algorithm (weights can be assigned to the edges in order to optimize a parameter such as wirelength).

5) The vertices in this path are alternating center vertices and other. Remove the edges of the path and connect every second vertex by a new edge. This path forms the connection.
6) The edges of the new path divide certain faces into two new faces; delete the center vertex and incident edges for each old face and construct a new 'star' for the two new faces.

7) go to 3 to route the next connection.

5.4 Using Other Properties.

Sometimes it can be useful to group a maximal number of components together. This is for example the case in LSI layout. This grouping can be attempted after the topological embedding phase by considering the faces representing component boundaries and determining whether they are adjacent.

As an example of this, consider the circuit of Fig. 4.3.2. Assuming that gates are treated as individual components, the graph model for this circuit and its maximal planar subgraph are shown in Fig. 4.3.3 and 4.3.4 respectively.

By looking at the faces of the graph, it can be detected that components C3, A2, C1, B3 and C2 all appear
on the same face and in that order. This allows us to join them into a single macro component, as illustrated in Fig. 5.4.1.

\[
\begin{array}{c}
\text{Fig. 5.4.1 Merging components C3, A2, C1, B3 and C2 into a single macro component.}
\end{array}
\]

Furthermore, components A1 and A3, as well as components B1 and B2 can be joined together, thereby reducing the circuit to three macrocomponents, without changing the embedding, as shown in Fig. 5.4.2.
Fig. 5.4.2 Merging components A1, A3 and B1, B2 into macro components.

In section 3.5, it was shown that a K(1,n) subgraph was an adequate model for an n-terminal net if and only if no terminal of the net is a point of articulation of a component model and all connections are made to the region external to this model. This does not hold when one of the terminals in a net belongs to a set of physically equivalent terminals of a component. When a net, that is incident to a set of physically equivalent terminals, is
not completely embedded, then one can attempt to connect some of the unconnected terminals of the net to the unconnected terminals of the physically equivalent set.

The models, derived in chapter 3, did not allow connections to be embedded inside a component's boundary. When this is allowed technologically, this property may be used to realize some of the unconnected nets.

5.5 Obtaining a Physical Embedding.

-----------------------------------

5.5.1 Introduction.

An important step in a circuit layout procedure is to obtain a physical embedding of the circuit graph. This embedding should take into account the geometrical properties of the circuit. Deriving a physical embedding is subject to the following constraints:

a) since the geometry of the components is predetermined, all vertices and edges, representing a
component, have to be embedded with these geometrical constraints in mind.

b) all edges of the graph have to be embedded within a Manhattan geometry, i.e. only vertical and horizontal line segments are allowed.

c) a number of external connections has to be placed on the periphery of the drawing in prespecified locations.

An attempt to solve the problem of embedding a planar graph was made in (Ho71), although the constraints (a) and (b), related to circuit graphs, were not taken into account. Therefore, this attempt was not successful for embedding circuit layout graphs. The system described in (Ho71) also requires a considerable amount of human interaction on an interactive graphics display. This is quite feasible for small circuits, but for large scale circuits, interaction should be minimized where possible.
5.5.2 An Algorithm for Obtaining a Preliminary Physical Embedding of Circuit Layout Graphs.

The circuit graph considered here has the following properties:

- every component is modelled by a cycle, representing its physical boundary.

- the pins (terminals) of a component are represented by vertices on this cycle.

- some components allow a finite number of interconnections to be routed between physically adjacent terminals. This property is also modelled by vertices on the cycle, with every vertex representing a routing capacity of exactly one interconnection. After the topological layout phase, these vertices are indistinguishable from those representing the component's terminals.
The result of the topological layout phase is a list of oriented faces of the graph.

The problem now is to transform this topological embedding into a physical one. In a physical embedding, the geometrical properties of the circuit are taken into account. The relative position of the terminals of a component is now a well-defined physical distance. The same is true for the external connections and for the physical size of the circuit.

The basic outline of the algorithm is as follows:

1) Find the inside face of the graph. [Start by labeling all faces adjacent to the peripheral cycle with a 1. Then, label with a 2 all faces not yet labeled that are adjacent to those with a label 1. Continue to do this until all faces are labeled. Select one of the faces with the highest label as the inside face.]

2) Embed the peripheral cycle as a rectangle with the external connections placed in the prescribed locations.
3) Break down the face into chains of one of the following types:

a) already embedded chains.

b) component periphery chains.

c) net (interconnection) chains.

4) Let the plane be divided into a number of squares, called "slots", large enough to contain the largest component. Place each of the components, for which there is a type b chain in the current face, into a slot and embed the cycle, representing this component.

5) Consider each of the net chains: if no part of the net has been embedded so far, find an interconnection path that satisfies the prescribed orientation of the face. If a part of the net has been embedded, find an interconnection between the start-vertex of the chain and all vertices and pseudo-vertices * of the net embedded so far. Select the shortest of the paths so obtained.

* A pseudo-vertex is a point on the physical embedding of an edge, where two orthogonal line segments join.
6) If all faces have been embedded, stop; else, find the face, adjacent to the faces already embedded, that is the closest to the inside face. Go to 2.

While routing the net-chains, it is important that they be embedded in a well-specified order, such that the physical embedding corresponds to the topological embedding. The algorithm, used for routing these net-chains, is based on a line-searching algorithm by Hightower (1969). Its advantages are fast execution and minimal storage requirements, while its disadvantage is that it does not always find a path. The reason for the routing algorithm to fail is that the routing is performed on a finite resolution grid. By routing one connection, one might block the only available path for a connection to be routed later. A careful implementation reduces this blocking to a minimum.

Hightower's algorithm is well suited for this problem. In a normal routing problem, the algorithm requires storing and searching lists of already embedded vertical and horizontal line segments. These lists normally grow with the number of interconnections routed, making the algorithm less efficient while the routing proceeds. In this case,
however, the drawing grows from the inside out. At any
given stage, there is a peripheral cycle of the drawing,
corresponding to the sum modulo 2 of all faces embedded at
that time. All connections already routed, that are on the
inside of the peripheral cycle, need not be searched since
any new connection being routed can interact only with the
current peripheral cycle. This property improves the speed
of the routing algorithm, especially for large problems.

In a Manhattan geometry, no vertex can have a valency
greater than 4. In the topological embedding phase, it is
ensured that all vertices on component boundaries have a
valency of at most 4. A vertex on a component boundary is
incident to exactly 2 edges modelling the boundary and to
at most 2 edges modelling the nets. The vertices modelling
the nets, however, can have any number of incident edges.
Fortunately, nets can be embedded as any spanning tree on
the component vertices it connects. The method, described
in step 5 of the algorithm usually results in adequate
results. By slightly modifying the routing algorithm, one
could try to find the shortest Manhattan path between a
given vertex and the already embedded part of the net.
however, the drawing grows from the inside out. At any given stage, there is a peripheral cycle of the drawing, corresponding to the sum modulo 2 of all faces embedded at that time. All connections already routed, that are on the inside of the peripheral cycle, need not be searched since any new connection being routed can interact only with the current peripheral cycle. This property improves the speed of the routing algorithm, especially for large problems.

In a Manhattan geometry, no vertex can have a valency greater than 4. In the topological embedding phase, it is ensured that all vertices on component boundaries have a valency of at most 4. A vertex on a component boundary is incident to exactly 2 edges modelling the boundary and to at most 2 edges modelling the nets. The vertices modelling the nets, however, can have any number of incident edges. Fortunately, nets can be embedded as any spanning tree on the component vertices it connects. The method, described in step 5 of the algorithm usually results in adequate results. By slightly modifying the routing algorithm, one could try to find the shortest Manhattan path between a given vertex and the already embedded part of the net.
As an example of applying this algorithm, consider the maximal planar subgraph, shown in Fig. 5.2.1. The preliminary physical layout, obtained from the topological embedding, is shown in Fig. 5.5.1.

It can be seen easily that this preliminary layout results in a very inefficient use of the area available. A simple technique for reducing the physical area of the circuit consists of squeezing together the preliminary layout, similar to the way proposed in (AG70). The result of this operation is shown in Fig. 5.5.2.

5.6 Summary.

In this chapter, we have suggested a number of algorithms for completing the topological layout by using some of the technology-dependent properties.

Furthermore, an algorithm was developed, for deriving a preliminary physical layout from the topological layout. When a second layer of interconnections is needed, one could apply a classical routing algorithm (e.g., Hill69), to connect the remaining nets in this second layer.
Fig. 5.5.1 Preliminary physical layout of the graph of Fig. 5.2.1.
Fig. 5.5.2 Condensed physical layout.

6.1 Conclusions.

The main contribution in this dissertation is to provide a better mathematical model for the formulation and the solution of the circuit layout problem. The concepts of physical and logical equivalence of terminals and subcomponents were introduced in order to describe the mathematical properties of physical circuits.

Using these properties, greatly improved graph models for the circuit layout problem were developed in chapter 3. It is hoped that this mathematical formulation will lead to a better understanding of the problem.

A number of working systems for the layout of integrated circuits make use of topological layout methods (e.g. EM73, BG74, BR74, KL73, Ko75, Su74). However, these systems are limited to 2 and 3-terminal devices and rely heavily on interactive graphics for obtaining a workable solution. The actual problems, solved by these systems, are
usually small-scale bipolar integrated circuit layouts, with fewer than 100 components.

The models developed in this thesis allow multiterminal devices with a variety of physical properties to be used in a topological layout procedure. Furthermore, the algorithms proposed in chapters 4 and 5 require far less human interaction.

Because of these characteristics, the methods developed in this thesis are especially suited for the layout of large-scale integrated circuits.

6.2 Suggestions for Further Research.

6.2.1 The problem of finding a minimum set of edges to be removed from a non-planar graph to make the remaining graph planar has no known efficient solution. It would be useful to determine whether this problem is NP-complete or whether this problem can be solved in polynomial time.

6.2.2 Assuming that the maximum planar subgraph problem cannot be solved in polynomial time, it would be
desirable to develop efficient polynomial-time algorithms for this problem that give an approximate solution and to provide a lower bound of how 'optimal' this solution is, both in the general case and in the case of circuit layout graphs.

6.2.3. Find an algorithm to partition a circuit graph into 2 or more planar subgraphs with edge sets of almost equal cardinality. Note that the "pseudo-edges" that represent the modules have to be repeated in each subgraph. If possible, the separation should be done at the vertices that represent the pins.

6.2.4 In chapter 4, it was pointed out that embedding a circuit layout graph is not the same as simply partitioning the graph into a minimum number of planar subgraphs. Furthermore, the embedding has to satisfy a number of constraints.

We could define a circuit layout graph to be k-planar if it can be embedded without crossings on k layers but not on k-1 layers. The approach taken in chapter 4, where a maximal planar subgraph is found first and embedded on the first layer, might not
necessarily lead to an embedding in a minimum number of layers. It would be useful if some characterization of k-planar circuit layout graphs could be found.

Some interesting work on embedding graphs in multiple layers with certain boundary conditions (not related to the circuit layout problem) was reported by Bernhardt and Kainen (Bk00).

6.2.5 In chapter 3, it was mentioned that there exists a hierarchical relationship between the physical properties of circuits. This relation induces a lattice structure on the set of terminals. Further research into this may lead to a better understanding of the circuit layout problem.

6.2.6 When designing large scale integrated circuits, the number of single components becomes very large \(O(10^3)\). This would result both in excessive time and space requirements. Usually, the circuit can be functionally partitioned into 'macro-cells' such as NAND gates, flip flops, etc.. Some existing LSI layout procedures, make use of a library of
predesigned functional blocks. When an automatic layout procedure is available, it might become feasible to redesign a cell topologically, in function of an optimal layout. The graph model for such a cell would contain as much freedom as possible under technological constraints. The layout procedure would then provide the order in which terminals have to appear on a component's boundary. Using this information, a topological layout of the individual cell can then be performed.

6.2.7 The problem of minimizing an IC chip's area is very important, especially for designs that are to be produced in large volume. Assuming that the topological layout has been done, one could perform a physical layout of every cell in function of an optimal use of the chip's area. This would probably result in very different physical shapes for cells of the same type. The approach proposed here and in 6.2.6 actually emulates, to some extent, the steps a human designer would go through when trying to design an integrated circuit with a minimal area.
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