
23 11

Article 22.5.7
Journal of Integer Sequences, Vol. 25 (2022),2

3

6

1

47

Alternating Variants of Multiple
Poly-Bernoulli Numbers and Finite Multiple

Zeta Values in Characteristic 0 and p

Daichi Matsuzuki
Graduate School of Mathematics

Nagoya University
Furo-cho, Chikusa-ku, Nagoya, 464-8602

Japan
m19044h@math.nagoya-u.ac.jp

Abstract

This paper has two parts: the characteristic 0 part and the characteristic p part. In

the characteristic 0 part, we introduce an alternating extension of the multiple poly-

Bernoulli numbers of M.-S. Kim and T. Kim. We obtain explicit representations of the

alternating finite multiple zeta values, introduced by Zhao, in terms of the alternating

extension of the multiple poly-Bernoulli numbers, which are alternating generalizations

of the work of Imatomi, M. Kaneko, and Takeda. In the characteristic p part, we

introduce positive characteristic analogs of alternating finite multiple zeta values, and

express them as special values of finite Carlitz multiple polylogarithms defined by

Chang and Mishiba. We introduce alternating variants of Harada’s multiple poly-

Bernoulli-Carlitz numbers, which are analogues of the multiple poly-Bernoulli numbers,

to obtain explicit representations of the finite alternating multiple zeta values. We

show that finite multiple zeta values with an integer index can be expressed as k-linear

combination of FMZV’s with all-positive indices.

1 Introduction

In this paper, we generalize the results of Imatomi, M. Kaneko, and Takeda [12] on multiple
poly-Bernoulli numbers in characteristic 0 and their characteristic p analogues (p prime)
established by Harada [10] to an alternating setting.
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M.-S. Kim and T. Kim [17] introduced multiple poly-Bernoulli numbers, which are a
generalization of Bernoulli numbers. Imatomi, M. Kaneko, and Takeda obtained connections
of the multiple poly-Bernoulli numbers with Stirling numbers and finite multiple zeta values
[12]. We generalize these results to an alternating setting (Theorems 7 and 9).

In the characteristic p case, Carlitz introduced analogues of Bernoulli numbers called
Bernoulli-Carlitz numbers. Harada [10] generalized the notion to multiple poly-Bernoulli-
Carlitz numbers and established their relationship with analogues of Stirling numbers intro-
duced by H. Kaneko and Komatsu [13] and analogues of finite multiple zeta values introduced
by Chang and Mishiba [5]. We further generalize these results to an alternating setting; alter-
nating variants of the multiple poly-Bernoulli-Carlitz numbers are introduced in Definition
15, and we obtain explicit representations of the alternating finite multiple zeta values in
terms of them (Theorems 16 and 20).

In appendix A, we show that FMZV with an integer index can be expressed as k-linear
combination of FMZV’s with all-positive indices.

2 Characteristic 0

This section disscusses the characteristic 0 part. In §2.1, we review the results of Imatomi,
Kaneko, and Takeda: the connections of the multiple poly-Bernoulli numbers with Stir-
ling numbers and finite multiple zeta values. In §2.2, we consider alternating extension of
their results. We introduce alternating multiple poly-Bernoulli numbers (Definition 5) and
obtain their relationships with Stirling numbers and alternating finite multiple zeta values
(Theorems 7 and 9).

2.1 Review of the results in original (non-alternating) case

For s = (s1, . . . , sr) ∈ Zr (where r ∈ N≥0), the multiple polylogarithm (MPL for short)
Lis(z1, . . . , zr) is the multivariable series defined by

Lis(z1, . . . , zr) =
∑

n1>···>nr≥1

zn1

1 · · · znr
r

ns1
1 · · ·nsr

r

, (1)

(cf. Zhao [20, Definition 2.3.1]). We define Lis(z) := 1 if r = 0 by convention.
For s ∈ Zr and n ∈ N, rational numbers Bs

n and Cs
n called the multiple poly-Bernoulli

numbers (MPBNs for short) are defined by

∑

n≥0

Bs
n

xn

n!
=

Lis(1− e−x, 1, . . . , 1)

1− e−x
,
∑

n≥0

Cs
n

xn

n!
= e−xLis(1− e−x, 1, . . . , 1)

1− e−x
.

M. Kim and T. Kim introduced rationals Cs
n [17, §2] (They call them generalized Bernoulli

numbers). Imatomi, Kaneko, and Takeda introduced both of Bs
n and Cs

n. If r = 1, then
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Bs
n and Cs

n coincide with poly-Bernoulli numbers introduced by Kaneko [2, 14]; if s1 = 1 in
addition, these are equal to Bernoulli numbers.

Imatomi, Kaneko, and Takeda proved the following equations:

Proposition 1 ([12, Proposition 5]). We have the equalities

∑

s1, ..., sr≥1

∑

n≥0

B(−s1,−s2, ...,−sr)
n

xn

n!

ys11
s1!

· · ·
ysrr
sr!

=
(1− e−x)r−1

(e−y1 + e−x − 1)(e−y1−y2 + e−x − 1) · · · (e−y1−···−yr + e−x − 1)

and

∑

s1, ..., sr≥1

∑

n≥0

C(−s1,−s2, ...,−sr)
n

xn

n!

ys11
s1!

· · ·
ysrr
sr!

=
e−x(1− e−x)r−1

(e−y1 + e−x − 1)(e−y1−y2 + e−x − 1) · · · (e−y1−···−yr + e−x − 1)
.

2.1.1 Connection with the Stirling numbers

For m, n ∈ N, the Stirling numbers
[

n

m

]

,
{

n

m

}

of the first and the second kind are defined by
the formulae [8, §6.1 and §7.4 (7.49)]

x(x+ 1) · · · (x+ n− 1) =
n
∑

m≥0

[

n

m

]

xm, (2)

(ex − 1)m = m!
∑

n≥m

{

n

m

}

xn

n!
. (3)

In this paper we use the formula

ex(ex − 1)m−1 = (m− 1)!
∑

n≥m−1

{

n+ 1

m

}

xn

n!
, (4)

which is obtained by the differentiation, and the duality

[

n

m

]

≡

{

l − n

l −m

}

(mod l) (5)

between two kinds of Stirling numbers, which holds for prime l and 1 ≤ m ≤ n < l [11, §5].
Using these integers, we can write multiple poly-Bernoulli numbers down as finite sums:
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Theorem 2 ([12, Theorem 3]). For s = (s1, · · · , sr) ∈ Zr, we have for n ∈ N the equalities

Bs
n = (−1)n

∑

n+1≥m1>···>mr>0

(−1)m1−1(m1 − 1)!
{

n

m1−1

}

ms1
1 · · ·msr

r

,

Cs
n = (−1)n

∑

n+1≥m1>···>mr>0

(−1)m1−1(m1 − 1)!
{

n+1
m1

}

ms1
1 · · ·msr

r

. (6)

2.1.2 Connection with finite multiple zeta values

The ring
∏

l(Z/lZ)/
⊕

l(Z/lZ), where the symbol l runs through the set of all prime numbers
is denoted by A. It should be noticed that the field Q can be canonically embedded into the
ring A, that is, the ring A is a Q-algebra.

Definition 3 ([15, §7]). For s ∈ Zr, the element ζA(s)= (ζA(s)l)l prime of A called the
finite multiple zeta value (FMZV for short) is defined to be the image under the surjection
∏

l(Z/lZ) → A of the elements of
∏

l(Z/lZ) whose component in the direct factor Z/lZ is

ζA(s)l :=
∑

l>n1>···>nr>0

1

ns1
1 · · ·nsr

r

∈ Z/lZ.

We call the natural number r the depth of the FMZV ζA(s). The product of two FMZVs
can be written by a Q-linear combination of FMZVs [15, Section 7]. FMZVs are realized
as special values of the finite version of the multiple polylogarithm LA, s(z) introduced by
Sakugawa, Seki [18, Definition 3.8], whose value LA, s(a1, . . . , ar)=(LA, s(a1, . . . , ar))l (each
ai = (ai, l)lprime is an element of A) is given by

(LA, s(a1, . . . , ar))l =
∑

l>n1>···>nr>0

an1

1, l · · · a
nr

r, l

ns1
1 · · ·nsr

r

∈ Z/lZ (7)

for each prime l, in precise, we have the equality

ζA(s) = LA, s(1, . . . , 1) (8)

for each s ∈ Zr.
Imatomi, Kaneko, and Takeda obtained the following equalities:

Theorem 4 ([12, Theorem 8]).

1. For a prime l and s := (s1, . . . , sr) ∈ Zr, we have the congruence

ζA(s)l ≡ −Cs1−1, s2, ..., sr
l−2 (mod l).

2. If we take r′ ∈ N and put s̄ := (1, . . . , 1, s1, . . . , sr) ∈ Zr+r′, then we have the congru-
ence

ζA(s̄)l ≡ −Cs1−1, s2, ..., sr
l−r′−2 (mod l). (9)
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2.2 Alternating version

This subsection considers alternating extensions of notions and results in the previous sub-
section. We first give an alternating extension to the MPBNs by the following series:

Definition 5. For s ∈ Zr and ǫ = (ǫ1, . . . , ǫr) ∈ (Z×)r = {±1}r, the sequences of rationals
Bs; ǫ

n and Cs; ǫ
n are defined by the following series:

∑

n≥0

Bs; ǫ
n

xn

n!
=

Lis((1− e−x)ǫ1, ǫ2, . . . , ǫr)

1− e−x
, (10)

∑

n≥0

Cs; ǫ
n

xn

n!
= e−xLis((1− e−x)ǫ1, ǫ2, . . . , ǫr)

1− e−x
. (11)

We call these rationals alternating multiple poly-Bernoulli numbers (AMPBNs for short).

The following proposition could be said as alternating extension of Proposition 1:

Proposition 6. For ǫ ∈ {±1}r, the following equalities hold:

∑

s1, ..., sr≥0

∑

n≥0

B(−s1,−s2, ...,−sr; ǫ)
n

xn

n!

ys11
s1!

· · ·
ysrr
sr!

=
(1− e−x)r−1

(ǫ1e−y1 + e−x − 1)(ǫ1ǫ2e−y1−y2 + e−x − 1) · · · (ǫ1 · · · ǫre−y1−···−yr + e−x − 1)

and

∑

s1, ..., sr≥0

∑

n≥0

C(−s1,−s2, ...,−sr; ǫ)
n

xn

n!

ys11
s1!

· · ·
ysrr
sr!

=
e−x(1− e−x)r−1

(ǫ1e−y1 + e−x − 1)(ǫ1ǫ2e−y1−y2 + e−x − 1) · · · (ǫ1 · · · ǫre−y1−···−yr + e−x − 1)
.

Proof. By the equality (10), we have

∑

s1, ..., sr≥0

∑

n≥0

B(−s1,−s2, ...,−sr; ǫ)
n

xn

n!

ys11
s1!

· · ·
ysrr
sr!

=
∑

s1, ..., sr≥0

Li(−s1,−s2, ...,−sr)((1− e−x)ǫ1, ǫ2, . . . , ǫr)

1− e−x

ys11
s1!

· · ·
ysrr
sr!

=
∑

s1, ..., sr≥0

(1− e−x)−1
∑

m1>···>mr>0

ǫm1

1 · · · ǫmr
r (1− e−x)m1

m−s1
1 · · ·m−sr

r

ys11
s1!

· · ·
ysrr
sr!

= (1− e−x)−1
∑

m1>···>mr>0

ǫm1

1 · · · ǫmr

r (1− e−x)m1

∑

s1, ..., sr≥0

(m1y1)
s1

s1!
· · ·

(mryr)
sr

sr!

= (1− e−x)−1
∑

m1>···>mr>0

ǫm1

1 · · · ǫmr

r (1− e−x)m1em1y1 · · · emryr .
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In what follows we continue the previous calculation by putting n1 := m1 − m2, n2 :=
m2 −m3, . . . , nr−1 := mr−1 −mr and nr := mr.

= (1− e−x)−1
∑

n1, ..., nr≥1

ǫn1+···+nr

1 · · · ǫnr

r (1− e−x)n1+···+nre(n1+···+nr)y1 · · · enryr

= (1− e−x)−1
∑

n1, ..., nr≥1

{ǫ1(1− e−x)ey1}n1{ǫ1ǫ2(1− e−x)ey1+y2}n2 · · ·

· · · {ǫ1 · · · ǫr(1− e−x)ey1+···+yr}nr

= (1− e−x)−1 ǫ1(1− e−x)ey1

1− (ǫ1(1− e−x)ey1)

ǫ1ǫ2(1− e−x)ey1+y2

1− (ǫ1ǫ2(1− e−x)ey1+y2)
· · ·

· · ·
ǫ1 · · · ǫr(1− e−x)ey1+···+yr

1− (ǫ1 · · · ǫr(1− e−x)ey1+···+yr)

= (1− e−x)−1 1− e−x

ǫ1e−y1 + e−x − 1
· · ·

1− e−x

ǫ1 · · · ǫre−y1−···−yr + e−x − 1

=
(1− e−x)r−1

(ǫ1e−y1 + e−x − 1)(ǫ1ǫ2e−y1−y2 + e−x − 1) · · · (ǫ1 · · · ǫre−y1−···−yr + e−x − 1)
,

(note ǫ−1
i = ǫi because ǫi = ±1). Hence the first equality holds. By the equality (11), we

have

∑

s1, ..., sr≥0

∑

n≥0

C(−s1,−s2, ...,−sr; ǫ)
n

xn

n!

ys11
s1!

· · ·
ysrr
sr!

= e−x
∑

s1, ..., sr≥0

∑

n≥0

B(−s1,−s2, ...,−sr; ǫ)
n

xn

n!

ys11
s1!

· · ·
ysrr
sr!

=
e−x(1− e−x)r−1

(ǫ1e−y1 + e−x − 1)(ǫ1ǫ2e−y1−y2 + e−x − 1) · · · (ǫ1 · · · ǫre−y1−···−yr + e−x − 1)
.

2.2.1 Connection with Stirling numbers

The following theorem is an alternating extension of Theorem 2:

Theorem 7. Take s ∈ Zr and ǫ ∈ {±1}r as in Definition 5. Then we have the following
equality for n ∈ N:

Bs; ǫ
n = (−1)n

∑

n+1≥m1>···>mr>0

ǫm1

1 · · · ǫmr
r (−1)m1−1(m1 − 1)!

{

n

m1−1

}

ms1
1 · · ·msr

r

Cs; ǫ
n = (−1)n

∑

n+1≥m1>···>mr>0

ǫm1

1 · · · ǫmr
r (−1)m1−1(m1 − 1)!

{

n+1
m1

}

ms1
1 · · ·msr

r

. (12)
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Proof. Using the formula (3) implies the formula

∑

n≥0

Bs; ǫ
n

xn

n!
=

Lis((1− e−x)ǫ1, ǫ2, . . . , ǫr)

1− e−x

=
∑

m1>···>mr>0

(1− e−x)m1−1ǫm1

1 · · · ǫmr
r

ms1
1 · · ·msr

r

=
∑

m1>···>mr>0

(m1 − 1)!ǫm1

1 · · · ǫmr
r (−1)m1−1

ms1
1 · · ·msr

r

(e−x − 1)m1−1

(m1 − 1)!

=
∑

m1>···>mr>0

(m1 − 1)!ǫm1

1 · · · ǫmr
r (−1)m1−1

ms1
1 · · ·msr

r

∑

n≥m1−1

{

n

m1 − 1

}

(−x)n

n!

=
∑

n≥0

xn(−1)n
∑

n+1≥m1>···>mr>0

ǫm1

1 · · · ǫmr
r (−1)m1−1(m1 − 1)!

{

n

m1−1

}

n!ms1
1 · · ·msr

r

.

Then we can obtain the desired equality by comparing the coefficients xn for each n.
By the formula (4), we have

∑

n≥0

Cs; ǫ
n

xn

n!
= e−xLis((1− e−x)ǫ1, ǫ2, . . . , ǫr)

1− e−x

=
∑

m1>···>mr>0

e−x(1− e−x)m1−1ǫm1

1 · · · ǫmr
r

ms1
1 · · ·msr

r

=
∑

m1>···>mr>0

(m1 − 1)!ǫm1

1 · · · ǫmr
r (−1)m1−1

ms1
1 · · ·msr

r

e−x(e−x − 1)m1−1

(m1 − 1)!

=
∑

m1>···>mr>0

(m1 − 1)!ǫm1

1 · · · ǫmr
r (−1)m1−1

ms1
1 · · ·msr

r

∑

n≥m1−1

{

n+ 1

m1

}

(−x)n

n!

=
∑

n≥0

xn(−1)n
∑

n+1≥m1>···>mr>0

ǫm1

1 · · · ǫmr
r (−1)m1−1(m1 − 1)!

{

n+1
m1

}

n!ms1
1 · · ·msr

r

.

Then comparing the coefficients xn for each n results in the desired equality.

Remark 8. D. Kim and T. Kim introduced degenerate versions of poly-Bernoulli numbers
and Stirling numbers and obtain degenerate version of equality (6) in the case r = 1 [16,
Theorem 4]. It might be interesting to consider multiple and alternating generalization of
their result.
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2.2.2 Connection with finite multiple zeta values

For each s ∈ Zr and ǫ ∈ {±1}r, the element ζA(s; ǫ) = (ζA(s; ǫ)l)l prime of A is defined by

ζA(s; ǫ)l :=
∑

l>n1>···>nr>0

ǫn1

1 · · · ǫnr
r

ns1
1 · · ·nsr

r

∈ Z/lZ.

We call these elements ofA alternating finite multiple zeta values (AFMZVs for short). When
s ∈ Nr

>0, these are special examples with “superbity” 1 of finite Euler sums introduced by
Zhao [19]. Sakugawa and Seki also treated these elements [18].

We have the following equality:

ζA(s; ǫ) = LA, s(ǫ1, . . . , ǫr) (13)

for each s and ǫ. This is an alternating extension of the equality (8).
The following theorem is an alternating extension of Theorem 4.

Theorem 9.

1. For r ∈ N>0, s = (s1, . . . , sr) ∈ Zr and ǫ=(ǫ1, . . . , ǫr) ∈ {±1}r, we have the following
congruence for each prime l:

ζA(s; ǫ)l ≡ −C
(s1−1, s2, ..., sr); ǫ
l−2 (mod l).

2. For r′ ∈ N, s̄ = (1, . . . , 1, s1, . . . , sr) = Zr+r′ and ǭ= (1, . . . , 1, ǫ1, . . . , ǫr)∈ {±1}r+r′,
the following congruence holds for each prime l:

ζA(s̄, ǭ)l ≡ −C
(s1−1, s2, ..., sr); ǫ
l−r′−2 (mod l). (14)

Proof. First we note that the equality

m!

{

l − 1

m

}

=
m
∑

s=0

(

m

s

)

(−1)m−ssl−1

holds for each positive integer m [8, §6.1, (6.19)]. This implies the equation

(−1)mm!

{

l − 1

m

}

≡

m
∑

s=1

(

m

s

)

(−1)s = (1− 1)m − 1 = −1 (mod l) (15)

since we have sl−1 ≡ 1 for 1 ≤ s ≤ m < l. By the equation (12) and the congruence (15),
we have

C
(s1−1, s2, ..., sr); ǫ
l−2 = (−1)l−2

∑

l−1≥m1>···>mr>0

ǫm1

1 · · · ǫmr
r (−1)m1−1(m1 − 1)!

{

l−1
m1

}

ms1−1
1 · · ·msr

r

≡
∑

l−1≥m1>···>mr>0

ǫm1

1 · · · ǫmr
r (−1)m1(m1)!

{

l−1
m1

}

ms1
1 · · ·msr

r

≡
∑

l−1≥m1>···>mr>0

ǫm1

1 · · · ǫmr
r (−1)

ms1
1 · · ·msr

r

= −ζA(s; ǫ)l (mod l),
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hence we obtain the assertion (1).
We have

ζA(s̄, ǭ)l =
∑

l>i1>···>ir′>m1>···>mr>0

ǫm1

1 · · · ǫmr
r

i1 · · · ir′m
s1
1 · · ·msr

r

=
∑

l−r′>m1>···>mr>0

ǫm1

1 · · · ǫmr
r

ms1
1 · · ·msr

r

∑

l>i1>···>ir′>m1

1

i1 · · · ir′

≡
∑

l−r′>m1>···>mr>0

ǫm1

1 · · · ǫmr
r

ms1
1 · · ·msr

r

∑

l−m1>ir′>···>i1≥1

(−1)r
′

i1 · · · ir′
.

The congruence of generating series

l−m1−1
∑

m=0

{

∑

l−m1−1≥im>···>i1≥1

(−1)r
′

i1 · · · im

}

xm+1

≡ (−1)r
′

l−m1−1
∑

m=0







1

(l −m1 − 1)!

∑

l−m1−1≥j1>···>jN−m≥1

j1 · · · jN−m







xm+1 (mod l)

=
(−1)r

′

(l −m1 − 1)!
x(x+ 1) · · · (x+ l −m1 − 1) =

(−1)r
′

(l −m1 − 1)!

l−m1−1
∑

m≥0

[

l −m1

m+ 1

]

xm+1

≡
(−1)r

′

(l −m1 − 1)!

l−m1−1
∑

m≥0

{

l −m− 1

m1

}

xm+1 (mod l)

≡ (−1)r
′+m1+1m1!

l−m1−1
∑

m≥0

{

l −m− 1

m1

}

xm+1 (mod l)

(where N = l −m1 − 1) follows from (5). Hence we obtain

ζA(s̄, ǭ)l ≡
∑

l−r′>m1>···>mr>0

ǫm1

1 · · · ǫmr
r (−1)m1+r′+1m1!

{

l−r′−1
m1

}

ms1
1 · · ·msr

r

≡ −C
(s1−1, s2, ..., sr); ǫ
l−r′−2 .

3 Characteristic p

This subsection considers the characteristic p analogues of the notions and results in the pre-
vious section. After a review of results on positive characteristic analogues of the multiple
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poly-Bernoulli numbers and FMZVs of Harada [10], we generalize his results to an alter-
nating setting. We introduce an alternating extension of the multiple poly-Bernoulli-Carlitz
numbers (Definition 15) and establish their connection with Stirling-Carlitz numbers (The-
orems 16). In Theorems 18, we write an alternating extension of finite multiple zeta values
down in terms of special values of finite Carlitz multiple polylogarithm defined by Chang
and Mishiba [5]. We obtain the relationship between alternating extensions of the multiple
poly-Bernoulli-Carlitz numbers and finite multiple zeta values (Theorem 20).

3.1 Review of Harada’s multiple poly-Bernoulli numbers

We fix a prime p and its power q. The symbol A denotes the polynomial ring Fq[θ] in θ over
the finite field Fq of q elements and k stands for the field Fq(θ) of rational functions.

For each n ∈ N>0, the element θq
n

− θ of the set A+ (of all monic polynomials) is
denoted by [n]. Following Carlitz [3, 7], we put Dn := [n]q

0

[n − 1]q
1

· · · [1]q
n−1

∈ A+, Ln :=
[n][n− 1] · · · [1](−1)n ∈ A for n ≥ 1 and D0 = L0 := 1 .

For n ∈ N with the q-adic expansion n =
∑d

j=0 αjq
j (0 ≤ αj < q), we put Γn+1 :=

Π(n) :=
∏d

j=0D
αj

j ∈ A+, which are called the Carlitz gamma and the Carlitz factorial

respectively, following Carlitz [3, 7]. For each d ∈ N and s ∈ Z, the sum
∑

a
1
as

∈ k (where
a runs through all monic polynomials of degree d in A) is denoted by Sd(s)

Following Anderson and Thakur [1], we define polynomials Hn(t, y) ∈ Fq(t, y) (n ≥ 0) by

∑

n≥0

Hn(t, y)

Γn+1|θ=t

xn =

(

1−
∑

i≥0

Gi(t, y)

Di|θ=t

xqi

)−1

∈ Fq(t, y)[[x]], (16)

where Gn(t, y) :=
∏n

i=1(t
qn − yq

i

), and we put Hn(t) := Hn(t, θ) ∈ A[t]. These are called the
Anderson-Thakur polynomials. Let us write

Hn(t) =

mn+1
∑

j=0

un+1, jt
j, with ui, j ∈ A and umn+1

6= 0,

for n ≥ 0. Anderson and Thakur [1] showed that we have

H
(d)
n−1(t)|t=θ :=

(

mn
∑

j=0

uqd

n, jt
j

)∣

∣

∣

∣

∣

t=θ

= Ln
dΓnSd(n)

for d ∈ N and n ∈ N>0. For each s = (s1, . . . , sr) ∈ Nr
>0, we put

Js := {j = (j1, . . . , jr) ∈ Nr | 0 ≤ ji ≤ degt Hsi−1 for 1 ≤ i ≤ r.}

and denote θj1+···+jr by θj for short.
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We define the formal power series eC(z) called the Carlitz exponential as follows [3]:

eC(z) :=
∑

i≥0

zq
i

Di

∈ k[[z]],

Following Chang [4], we define the power series Lis(z1, . . . , zr) called Carlitz multiple poly-
logarithm for all s = (s1, . . . , sr) ∈ Nr by

Lis(z1, . . . , zr) :=
∑

i1>···>ir≥0

zq
i1

1 · · · zq
ir

r

Ls1
i1
· · ·Lsr

ir

∈ k[[z1, . . . , zr]].

These are analogues of exponential and multiple polylogarithm functions.

Definition 10 ([10, Definition 21]). For each s = (s1, . . . , sr) ∈ Nr and j = (j1, . . . , jr) ∈ Js,
multiple poly-Bernoulli-Carlitz numbers (MPBCNs for short) BCs, j

n are elements of k defined
by

∑

n≥0

BCs, j
n

zn

Π(n)
:=

Lis(eC(z)us1, j1 , us2, j2 , . . . , usr, jr)

eC(z)
.

The validity of the analogue of Proposition 1 is unclear, since Harada’s multiple poly-
Bernoulli-Carlitz numbers are defined only in the case when si are positive integers.

3.1.1 Connection with Stirling-Carlitz numbers

Let us recall the definition and properties of the positive characteristic analogues of Stirling
numbers (of the second kind) introduced by H. Kaneko and Komatsu.

The Stirling-Carlitz numbers (of the second kind)
{

n

m

}

C
(n, m ∈ N) are defined by

(eC(z))
m

Π(m)
=
∑

n≥0

{

n

m

}

C

zn

Π(n)
.

The definition is due to Kaneko and Komatsu [13]. We note that they also introduced
analogues of the first kind Stirling numbers. Kaneko and Komatsu [13, (17)] showed that
the equation

{

n

m

}

C
= 0 holds if n < m. Harada [10, (10)] obtained

{

qn − 1

qm − 1

}

C

=

{

0, if n 6= m;

1, if n = m.
(17)

The following theorem is an analogue of Theorem 2 obtained by Harada [10], which
describes MPBCNs as finite sums in terms of Stirling-Carlitz numbers.

Theorem 11 ([10, Theorem 27]). If s and j are as in Definition 10, then the following
equality in k holds:

BCs, j
n =

∑

logq(n+1)≥d1>···>dr≥0

Γqd1

{

n

qd1 − 1

}

C

uqd1

s1,j1
· · · uqdr

sr,jr

Ls1
d1
· · ·Lsr

dr

.

11



3.1.2 Connection with finite multiple zeta values

Characteristic p analogues of FMZVs are introduced by Chang and Mishiba [5]. Let Ak be
the quotient ring

∏

P (A/(P ))/
⊕

P (A/(P )). Here, the symbol P runs through the set SpmA
of all monic irreducible polynomials in A. The ring Ak is naturally equipped with k-algebra
structure.

Definition 12 ([5, §2]). For each s ∈ Zr, the element ζAk
(s) = (ζAk

(s)P )P∈SpmA of Ak is
defined by

ζAk
(s)P :≡

∑

degP>deg a1>···>deg ar≥0
ai monic

1

as11 · · · asrr
∈ A/(P );

these elements of Ak are called finite multiple zeta values (FMZV for short). We call the
natural number r the depth of the FMZV ζAk

(s).

Chang and Mishiba introduced the finite Carlitz multiple polylogarithm LiAk, s(z) (FCMPL
for short) as a finite variant of CMPL. For s = (s1, s2, . . . , sr) ∈ Nr and tuple a =
((aP, 1)P , . . . , (aP, r)P ) ∈ Ar

k with aP, i ∈ A/P , the value LiAk, s(a) = (LiAk, s(a)P )P∈SpmA

at a ∈ Ak is given by

LiAk, s(a)P :≡
∑

degP>i1>···>ir≥0

aq
i1

P, 1 · · · aq
ir

P, r

Ls1
i1

· · · Lsr
ir

∈ A/(P ).

It is clear that the value LiAk, s(a) is independent on the choices of representatives of
(aP, 1), . . . , (aP, r−1) and (aP, r).

Chang and Mishiba obtained the following analogue of the equality (8):

Theorem 13 ([5, Theorem 3.7]). For all s = (s1, . . . , sr) ∈ Nr
>0, the equations

ζAk
(s) =

1

Γs1 · · ·Γsr

∑

j∈Js

θjLiAk, s(us1, j1 , . . . , usr, jr)

hold in Ak.

Using elements BCs, j
n of k, we can write down FMZVs as follows:

Theorem 14 ([10, Theorem 32]).

1. For s ∈ Nr
>0, the congruence

ζAk
(s)P ≡

1

Γs1 · · ·Γsr

∑

j∈Js

θj
degP−1
∑

d=r−1

BCs, j

qd−1

Ld BC
(1), (0)

qd−1

(18)

in the residue field A/(P ) holds for P ∈ SpmA such that P ∤ Γsi for 1 ≤ i ≤ r.

12



2. Moreover, if r′ ∈ N and s̄ = (1, . . . , 1, s1, . . . , sr) ∈ Nr+r′

>0 , the congruence

ζAk
(s̄)P ≡

1

Γs1 · · ·Γsr

∑

j∈Js

θj
∑

degP>d0>···>dr′≥r−1

BCs, j

q
d
r′−1

Ld0 · · ·Ldr′
BC

(1), (0)

q
d
r′−1

(19)

in A/(P ) holds for P ∈ SpmA such that P ∤ Γsi for 1 ≤ i ≤ r.

This is an analogue of Theorem 4.

3.2 Alternating multiple poly-Bernoulli-Carlitz numbers

This section extends the results of Harada [10] explained in §3.1 to the alternating case.

Definition 15. For s = (s1, . . . , sr) ∈ Nr, tuples γ = (γ1, . . . , γr) ∈ (F
×

q )
r of invertible

elements of the algebraic closure of Fq and j = (j1, . . . , jr) ∈ Js, the alternating multiple
poly-Bernoulli-Carlitz numbers (AMPBCNs for short) BCs,γ, j

n ∈ k̄ are defined by

∑

n≥0

BCs,γ, j
n

zn

Π(n)
=

Lis(eC(z)γ1us1, j1 , γ2us2, j2 , . . . , γrusr , jr)

eC(z)
.

This is an alternating extension of Definition 10.

3.2.1 Connection with Stirling-Carlitz numbers

We describe the above numbers as finite sums in terms of Stirling-Carlitz numbers, which
could be regarded as an alternating extension of Theorem 11 and as an analogue of Theorem
7.

Theorem 16. If s, γ and j are as in Definition 15, the following equality holds:

BCs,γ, j
n =

∑

logq(n+1)≥d1>···>dr≥0

Γqd1

{

n

qd1 − 1

}

C

(γ1us1,j1)
qd1 · · · (γrusr,jr)

qdr

Ls1
d1
· · ·Lsr

dr

.

Proof. We have

Lis(eC(z)γ1us1, j1 , γ2us2, j2 , . . . , γrusr, jr)

eC(z)

=
∑

d1>···>dr≥0

eC(z)
qd1−1 (γ1us1,j1)

qd1 · · · (γrusr ,jr)
qdr

Ls1
d1
· · ·Lsr

dr

=
∑

d1>···>dr≥0

(

∑

n≥0

Γqd1

{

n

qd1 − 1

}

C

zn

Π(n)

(γ1us1,j1)
qd1 · · · (γrusr,jr)

qdr

Ls1
d1
· · ·Lsr

dr

)

13



=
∑

n≥0

(

∑

d1>···>dr≥0

Γqd1

{

n

qd1 − 1

}

C

(γ1us1,j1)
qd1 · · · (γrusr,jr)

qdr

Ls1
d1
· · ·Lsr

dr

)

zn

Π(n)

=
∑

n≥0





∑

logq(n+1)≥d1>···>dr≥0

Γqd1

{

n

qd1 − 1

}

C

(γ1us1,j1)
qd1 · · · (γrusr,jr)

qdr

Ls1
d1
· · ·Lsr

dr





zn

Π(n)
;

the second equality follows from the definition of Stirling-Carlitz numbers and the fourth
holds by the equality (17). Then the comparing coefficients of zn for each n results in the
desired equalities.

Using Theorem 16 and the equality (17), we obtain:

BCs,γ, j
qm−1 = Γqm

∑

m>d2>···>dr≥0

(γ1us1,j1)
qm · · · (γrusr,jr)

qdr

Ls1
m · · ·Lsr

dr

. (20)

where m ∈ N, which is a generalization of [10, Corollary 28].

3.2.2 Connection with finite alternating multiple zeta values

Definition 17. For s = (s1, . . . , sr) ∈ Zr and ǫ = (ǫ1, . . . , ǫr) ∈ (A×)
r
, the alternating finite

multiple zeta value (AFMZV for short) ζAk
(s ; ǫ) = (ζAk

(s ; ǫ)P )P∈SpmA ∈ Ak is defined by

ζAk
(s ; ǫ)P :=

∑

degP>deg a1>···>deg ar≥0
ai monic

ǫ1
deg a1ǫ2

deg a2 · · · ǫr
deg ar

as11 · · · asrr
∈ A/(P ).

It is a characteristic p analogue of AFMZV. It immediately follows from Theorem 2.6 in
Harada’s paper [9] that the product of two AFMZVs are Fq-linear combination of AFMZVs.

To obtain an alternating extension of Theorem 13, we extend the domain of FCMPLs
from Ak to the ring Ak′ defined as follows: Let q′ be a power of q. We define A′, k′ and
Ak′ by the same ways as those of A, k and Ak but substituting q by q′, and regard A, k as
subrings of A′, k′ by canonical ways, respectively. For each element (aP ) of

∏

P (A/(P )) and
each irreducible monic polynomial Q1 in A′ above P1 ∈ SpmA, define bQ1

to be the image
of aP1

under the canonical embedding A/(P1) →֒ A′/(Q1) induced by the inclusion A → A′.
Then the ring homomorphism from

∏

P (A/(P )) to
∏

Q∈SpmA′(A′/(Q)) which maps (aP ) to
(bQ) induces an embedding of Ak into Ak′ .

The FCMPLs can be extended to the multivariable functions on Ak′ ; for tuples s =
(s1, s2, . . . , sr) ∈ Nr and b = ((bQ, 1), . . . , (bQ, r)) ∈ Ar

k′ with (bQ, i) ∈ A′/Q, we define the
value LiAk′ , s

(b) = (LiAk, s(b)Q)Q∈SpmA′ by

LiAk, s(b)Q :=
∑

degP>i1>···>ir≥0

bq
i1

Q, 1 · · · bq
ir

Q, r

Ls1
i1

· · · Lsr
ir

∈ A′/(Q),
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where the symbol P in the right hand side stands for the monic irreducible polynomial in A
which is divided by Q in A′.

So far we put q′ := qq−1. We note that, for ǫ ∈ A× = F×
q , the set A′× contains all

(q − 1)-th roots of ǫ.

Theorem 18. Let q′ := qq−1 and let s and ǫ be as in the Definition 17 and γ1, . . . , γr ∈ A′×

be (q − 1)-th roots of ǫ1, . . . , ǫr, respectively. Then the equality

ζAk
(s ; ǫ) =

1

γ1Γs1 · · · γrΓsr

∑

j∈Js

θjLiAk, s(γ1us1, j1 , . . . , γrusr, jr) (21)

in Ak holds.

Though the elements γ1, . . . , γr are not in Ak but in Ak′ , it is clear that the right hand
side of the equality (21) is in Ak as the left hand side is.

Proof. It is sufficient to show that the congruences

ζAk
(s ; ǫ)P ≡

1

γ1Γs1 · · · γrΓsr

∑

j∈Js

θjLiAk, s(γ1us1, j1 , . . . , γrusr , jr)P (mod P )

in A′/(P ) ≃
∏

Q|P A′/(Q) hold for all but finite irreducible polynomial P in A. Let P be an
element of SpmA such that P ∤ Γsi for all i. We have the equalities and congruences:

ζAk
(s ; ǫ)P

=
∑

degP>d1>···>dr≥0

ǫd11 Sd1(s1) · · · ǫ
dr
r Sdr(sr)

≡
1

Γs1 · · ·Γsr

∑

degP>d1>···>dr≥0

ǫd11 H
(d1)
s1−1(θ) · · · ǫ

dr
r H

(dr)
sr−1(θ)

Ls1
d1
· · ·Lsr

dr

(mod P )

=
1

Γs1 · · ·Γsr

∑

degP>d1>···>dr≥0

∑

j∈Js

θj
ǫd11 uqd1

s1,j1
· · · ǫdrr uqdr

sr ,jr

Ls1
d1
· · ·Lsr

dr

≡
1

γ1Γs1 · · · γrΓsr

∑

j∈Js

θj
∑

degP>d1>···>dr≥0

(γ1us1,j1)
qd1 · · · (γrusr,jr)

qdr

Ls1
d1
· · ·Lsr

dr

(mod P )

=
1

γ1Γs1 · · · γrΓsr

∑

j∈Js

θjLiAk, s(γ1us1, j1 , . . . , γrusr, jr)P ,

where the second congruence is by equations γqd

i = ǫdi γi which holds for 1 ≤ i ≤ r and
d ≥ 0.

The following lemma is an alternating extension of Lemma 31 in Harada’s paper [10].
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Lemma 19. If we take s, γ and j as in Definition 15, then the recursive formula

BCs,γ, j
qm−1 = BCs1,γ1, j1

qm−1

m−1
∑

d=r−2

1

Γqd
BCs∗,γ∗, j∗

qd−1

holds for m ∈ N>0 where s∗ := (s2, . . . , sr), γ
∗ := (γ2, . . . γr) and j∗ := (j2, . . . , jr).

Proof. The assertion is obtained as follows:

BCs,γ, j
qm−1 =

∑

m>d2>···>dr≥0

Γqm
(γ1us1,j1)

qm · · · (γrusr,jr)
qdr

Ls1
m · · ·Lsr

dr

= Π(qm − 1)
(γ1us1, j1)

qm

Ls1
m

∑

m>d2>···>dr≥0

(γ2us2, j2)
qd2 · · · (γrusr,jr)

qdr

Ls2
d2
· · ·Lsr

dr

= BCs1,γ1, j1
qm−1

∑

m>d2>···>dr≥0

(γ2us2, j2)
qd2 · · · (γrusr,jr)

qdr

Ls2
d2
· · ·Lsr

dr

= BCs1,γ1, j1
qm−1

m−1
∑

d2=r−2

1

Γqd2

∑

d2>d3>···>dr≥0

Γqd2

(γ2us2, j2)
qd2 · · · (γrusr,jr)

qdr

Ls2
d2
Ls3
d3
· · ·Lsr

dr

= BCs1,γ1, j1
qm−1

m−1
∑

d=r−2

1

Γqd
BCs∗,γ∗, j∗

qd−1
,

where the first, third and the fifth equalities are because of the equality (20).

The following theorem could be seen as an alternating extension of Theorem 14 and also
as an analogue of Theorem 9.

Theorem 20. We put q′ := qq−1. The following formulas hold.

1. Taking s and ǫ be as in the Definition 17 and (q − 1)-th roots γ1, . . . , γr ∈ Fq′ of
ǫ1, . . . , ǫr, respectively, then the congruences

ζAk
(s ; ǫ)P ≡

1

γ1Γs1 · · · γrΓsr

∑

j∈Js

θj
degP−1
∑

d=r−1

BCs,γ, j

qd−1

Ld BCqd−1

(22)

in the residue ring A′/(P ) hold for all P ∈ SpmA such that P ∤ Γsi for 1 ≤ i ≤ r.

2. For r′ ∈ N, we put s̄ = (1, . . . , 1, s1, . . . , sr) ∈ Nr+r′ and ǭ = (1, . . . , 1, ǫ1, . . . , ǫr) ∈
(F×

q )
r+r′. Then the congruences

ζAk
(s̄ ; ǭ)P ≡

1

γ1Γs1 · · · γrΓsr

∑

j∈Js

θj
∑

degP>d0>···>dr′≥r−1

BCs,γ, j

q
d
r′−1

Ld0 · · ·Ldr′
BC

q
d
r′−1

in A′/(P ) hold for all P ∈ SpmA such that P ∤ Γsi for 1 ≤ i ≤ r.
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Proof. We have

γ1Γs1 · · · γrΓsrζAk
(s ; ǫ)P =

∑

j∈Js

θjLiAk, s(γ1us1, j1 , . . . , γrusr, jr)P

=
∑

j∈Js

θj
∑

degP>d1>···>dr≥0

(γ1us1,j1)
qd1 · · · (γrusr,jr)

qdr

Ls1
d1
· · ·Lsr

dr

=
∑

j∈Js

θj
degP−1
∑

d=r−1

1

Γqd

∑

d>d2>···>dr≥0

Γqd
(γ1us1,j1)

qd · · · (γrusr ,jr)
qdr

Ls1
d · · ·Lsr

dr

=
∑

j∈Js

θj
degP−1
∑

d=r−1

1

Γqd
BCs,γ, j

qd−1
=
∑

j∈Js

θj
degP−1
∑

d=r−1

BCs,γ, j

qd−1

Ld BCqd−1

,

for such a P . Hence we obtain the first assertion. The last equality is from the following
equation

BCqd−1

Γqd
=

1

Ld

which holds for each d ≥ 0; this is from the equality (20).
To show the second assertion, take P such that P ∤ Γsi for all i. If γ̄ stands for the tuple

(1, . . . , 1, γ1, . . . , γr) ∈ (F×
q′)

r+r′ , the assertion (1) of Theorem 20 yields the equality

ζAk
(s̄ ; ǭ)P =

1

Γr′

1 γ1Γs1 · · · γrΓsr

∑

j∈Js̄

θj
degP−1
∑

d0=r−1

BCs̄, γ̄, j̄

qd0−1

Ld0 BCqd0−1

=
1

γ1Γs1 · · · γrΓsr

∑

j∈Js̄

θj
degP−1
∑

d0=r−1

BCs̄, γ̄, j̄

qd0−1

Π(qd0 − 1)
.

By applying the Lemma 19, we can calculate as follows for d0 ≥ r′ + r − 1:

BCs̄, γ̄, j̄

qd0−1

Π(qd0 − 1)
=

BC
(1),(1),(0)

qd0−1

Γqd0

d0−1
∑

d1=r+r′−2

BCs̄∗, γ̄∗, j̄∗

qd1−1

Γqd1

=
BC

(1),(1),(0)

qd0−1

Γqd0

d0−1
∑

d1=r+r′−2

BC
(1),(1),(0)

qd1−1

Γqd1

d1−1
∑

d2=r+r′−2

BCs̄∗∗, γ̄∗∗, j̄∗∗

qd2−1

Γqd2

.

Repeating this procedure, we obtain
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BCs̄, γ̄, j̄

qd0−1

Π(qd0 − 1)
=

∑

d0>···>dr′>r−1





r′
∏

i=0

BC
(1),(1),(0)

qdi−1

Γqdi





BCs,γ, j

q
d
r′−1

BC
(1),(0)

q
d
r′−1

=
∑

d0>···>dr′>r−1

(

r′
∏

i=0

1

Ldi

)

BCs,γ, j

q
d
r′−1

BC
(1),(0)

q
d
r′−1

.

Hence we obtain the desired equality.
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A Finite multiple zeta values with non-all-positive in-

dices

In the characteristic 0 case, it is known that a FMZV with an integer index can be expressed
as Q-linear combination of 1 and FMZV’s with all-positive indices (cf. Kaneko [15]). Here,
we show that the same is true in the case of characteristic p (Theorem 23).

We recall that the sum
∑

a
1
as

(where a runs through all monic polynomials of degree d
in A) is denoted by Sd(s) (cf. §3.1). The following proposition is a special case of the result
of Goss [6, Proposition 4.1]:

Proposition 21. For s ∈ N≥0, there is N(s) ∈ N such that Sd(−s) = 0 for d ≥ N(s).

Proof. If s = 0, it is sufficient to put N(s) = 1 since a number of elements of the set of all
monic polynomials of degree d is qd for d ∈ N.

For general s, it is enough to out N(s) := max{N(t) + 1 | t < s}. Indeed, for d ≥ N(s)
we have

Sd(−s) =
∑

deg a=d−1
a monic
b∈Fq

(θa+ b)s =
∑

deg a=d−1
a monic
b∈Fq

s
∑

t=0

(θa)tbs−t

(

s

t

)

= θs
∑

deg a=d−1
a monic

as
∑

b∈Fq

b0 = 0.
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We need the following lemma:

Lemma 22. For a tuple (s1, . . . , sr) ∈ Zr, 0 ≤ M ≤ r and N ∈ N, the element




∑

degP>d1>···>dM≥N>dM+1>···>dr≥0

Sd1(s1) · · ·Sdr(sr)





P

of Ak is a k-linear combination of FMZVs with depth equal to or less than r.

Proof. Induction proves this for depth r. If M < r, we have
∑

degP>d1>···>dM≥N>dM+1>···>dr≥0

Sd1(s1) · · ·Sdr(sr)

=
∑

N>dM+1>···>dr≥0

SdM+1
(sM+1) · · ·Sdr(sr)×

∑

degP>d1>···>dM≥N

Sd1(s1) · · ·SdM (sM),

hence the induction hypothesis implies the desired result. In the case M = r, the equation
∑

degP>d1>···>dr≥N

Sd1(s1) · · ·Sdr(sr)

= ζA(s1, . . . , sr)P −
r−1
∑

M ′=0





∑

degP>d1>···>dM′≥N>dM′+1>···>dr≥0

Sd1(s1) · · ·Sdr(sr)





holds. Therefore we have the result.

Theorem 23. An FMZV with an integer index can be expressed as a k-linear combination
of 1 and FMZVs with all positive indices.

Proof. We use induction on depth. We consider a FMZV ζA(s1, . . . , sr). If s1 ≤ 0, then
Proposition 21 implies that ζA(s1, . . . , sr) ∈ k. Assume that sM+1 ≤ 0 for some M with
1 ≤ M ≤ r− 1. Then we can take N ∈ N such that Sd(sM+1) = 0 for d ≥ M . Then we have

ζA(s1, . . . , sr) =





∑

degP>d1>···>dM≥N>dM+1>···>dr≥0

Sd1(s1) · · ·Sdr(sr)





P

.

Hence, the desired result follows from the induction hypothesis and Lemma 22.

Remark 24.

1. similarly, we can show that an AFMZV with an integer index can be expressed as a
k-linear combination of AFMZVs with all positive indices.

2. If si ≤ 0 for all i, a FMZV ζA(s1, . . . , sr) is in A.
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