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Abstract

Motivated by a question involving tournament brackets, we study the number
W(N) of N-tuples satisfying a system of natural inequalities. Our analysis yields
a doubly-indexed recurrence relation evoking Pascal’s formula and an interesting se-
quence of polynomials. We provide upper and lower bounds for W (N) (which grows
faster than exponentially) and methods for computing it.

1 Introduction

The combinatorial problems studied in this paper arise from a recreational context involving
brackets in a tournament with 2V teams. We solve several natural problems in this setting
and also discover an interesting sequence of polynomials. One basic question is to count
the number W (N) of what we call valid brackets in such a tournament; the first few values
are 2,5,19,123,1457,32924. This is a new sequence with number A355519 in the On-Line
Encyclopedia of Integer Sequences [3], submitted by the author. Since the sequence is so
natural, we determine its basic properties. The analysis leads to additional worthwhile
information.

To motivate the definition of W (V) we consider a tournament with 2% teams. In the first
round, each team plays once, and the losers are eliminated. The winners play in the second
round, and this process continues until the final winner is determined. Each team except
the final winner loses exactly once, and hence 2V — 1 games are played. Each March such
tournaments are played in college basketball with N = 6, although the men’s tournament
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has four extra so-called play-in games. Many fans predict the entire tournament before any
games are played; the term bracket is often used to describe the picks (predictions) of a
fan. We call such a fan a contestant. The odds of a perfect bracket are minuscule. Hence
various methods have been devised to evaluate the brackets submitted by contestants. Some
of these methods will be discussed in [1]. The purpose of the present paper is not to evaluate
brackets, but rather to discuss some combinatorial issues that arise when one studies how
the number of brackets depends on the number of rounds N.

Our starting point is to identify a bracket with an N-tuple. After the tournament has
finished, for each contestant we count the number z; of correct picks in round j. Such
N-tuples are completely determined by the following system of inequalities:

Definition 1. A walid bracket or a valid N-tuple is an N-tuple

X = (21,%9,...,TN)
of non-negative integers satisfying the inequalities
zy <2V (1)
71 < min(z;, 2V97) 2)
for 1 < j < N —1. The number of such N-tuples is donated by W (N).

To introduce the ideas in this paper, we first list all the valid N-tuples for N < 3 and
then give three additional values of W (V). These numbers are computed in Section 2. We
naturally ask several questions. Is there a useful method for describing all valid N-tuples?
Is it possible to count them for a given N7 What is the resulting mathematical structure?

e For N =1, the valid N-tuples are 1 and 0.
e For N =2, the valid N-tuples are (2,1), (2,0), (1,1), (1,0), and (0, 0).

e For N = 3, there are 19 valid N-tuples, as follows:

(4,2,1),(4,2,0),(4,1,1),(4,1,0),(4,0,0)
(3,2,1),(3,2,0),(3,1,1),(3,1,0),(3,0,0)
(2,2,1),(2,2,0),(2,1,1),(2,1,0),(2,0,0)
(1,1,1),(1,1,0),(1,0,0)

(0,0,0)

o W(4)=123. W(5) = 1457. W(6) = 32024.



We will organize the situation using matrices. To do so, let A(N, k) denote the number
of valid N-tuples with x; = k. By inequality (2), £ is also the maximum of the z;. For fixed
N, the numbers A(N, k) form a row of a matrix; for fixed k these numbers form a column of
this matrix. The matrix efficiently lists all the relevant information. Given that there are 2V
teams, we look at the N-th row of the matrix. The zero-th column is the number of brackets
(namely 1) that get every pick wrong! The next column is the number of brackets that get
exactly one correct in the first round, the next column is the number that get exactly 2 right
in the first round, and so on. The numbers increase (as far as they can) because the more
picks one gets right in the first round, the more possibilities there are for subsequent rounds.
Finally, in the N-th row, all entries are 0 for & > 2¥~!. The number of correct picks cannot
exceed the number of games!

We show that entries in this matrix satisfy a beautiful doubly-indexed recurrence relation
evocative of Pascal’s formula for binomial coefficients. Things are more complicated however!
For fixed k and n > k — 1, the number A(n, k) is a polynomial of degree k in n. Since W (N)
is the sum of the entries in the N-th row, and k varies from 0 up to 2V~ the sequence W (N)
grows faster than exponentially in N. We will therefore provide upper and lower bounds as
well as its first 16 values. See Section 3.

The following information determines the matrix A = A(N,k) for 1 < N and 0 < k.
The far left column (corresponding to k& = 0) of A consists of all ones. By inequality (2),
for each N, 1 = 0 implies z; = 0 for 1 < j < N. The first entry in the next column is also
1. As noted above, in a one round tournament, x; = 1 is the only possibility with k£ = 1.
By definition, in the N-th row, all entries are 0 for & > 2¥~!. The remaining entries are
determined by the recurrence in Proposition 3. To repeat, W (N) is the sum of the entries
in the N-th row.

The crucial point follows from Proposition 3. Each row determines the next according
to the following rule. Each entry is the sum of the entry above it and the entry to its
left, as long as the index k is at most 2¥~!. This recurrence has the following surprising
consequence. For n > k — 1, the number A(n, k) is a polynomial of degree k in the variable
n. See Proposition 8 and Theorem 10.

Section 2 provides details of this matrix analysis. Section 3 provides bounds for W (N)
and related information. Section 4 summarizes the discussion and returns to the original
motivation.

2 Matrix interpretation

For each positive integer N and each non-negative integer k we define A(N, k) to be the
number of valid N-tuples (zi,...,2y) such that z; = k and, for each j we have z;;; <
min(z;, 2V7771). Note that A(N, k) = 0 for k > 2V~1. We let A denote the infinite matrix
whose N-th row consists of the numbers A(N,0), A(N,1),..., A(N,2¥"1).0,0,....

Proposition 2. The following statements hold for the matriz A:



If N > 1, then A(N,0) = 1. (The far left (zero-th) column is all ones.)

If k> 2N=1 then A(N,k) = 0. (Fill out each row with zeroes.)

e A(N,1) =N for all N.
o (A(1,0),A(1,1),...) =(1,1,0,...) (The first row)
o (A(2,0),A(2,1),A(2,2),A(2,3),...) =(1,2,2,0,...) (The second row)

o (A(3,0),A(3,1),A(3,2),...,A(3,5),...) = (1,3,5,5,5,0,...)

Proof. The first item holds because, if z; = 0, then inequality (2) forces x; = 0 for all j.
The second item holds by definition, because k cannot exceed 2¥~!'. The third item holds
because putting x; = 1 allows NN possible choices for the rest of the x;. (They can all be 1,
or all but the last can be 1, and so on until all are 0.)

Next consider the first row. By the first item, A(1,0) = 1. By the third item, A(1,1) = 1.
The remaining entries equal 0 by the second item. Thus the item corresponding to the first
row holds.

To find the second and third rows we anticipate the recurrence relation in Proposition 3.
We have already computed A(2,0) and A(2,1). To find A(2,2), we note that we are finding
all pairs of the form (2, B) where B is either 1 or 0. Since 227! = 2, we have A(2,k) = 0 for
k > 3. Thus the second row is as described. Consider the third row. Again we already have
computed A(3,0) and A(3,1). The possible brackets counted by A(3,2) are those triples of
the form (2, B,C') where 0 < B < 2 and 0 < C' < min(1, B). There are five such triples.
Note that the same holds for (3, B,C) and (4, B,C'). Since 5 > 237! we have A(3,k) =0
for k > 5. Thus the third row is as described.

O

Proposition 3. If1 <k <2¥71 then
AN+ 1,k)=AN+1,k—1)+ A(N,k).
Proof. The statement holds when k = 1, because
AIN+1,1)=N+1=A(N,1)+ AN +1,0).

One can then prove the formula inductively. Instead we proceed directly.

Fix K. There are two types of terms contributing to A(N + 1, K). There are (N + 1)-
tuples of the form (K, K, xs,...,2y) and those of the form (K, L, xo,...,xy) where L < K.
The number of terms of the first type is A(N, K). Consider the second type of (N +1)-tuple.
Since K is fixed and L < K — 1, the number of such tuples is the same as the number of
valid tuples of the form (K —1, L, xo,...,zy). Hence there are A(N +1, K — 1) of this type.
Therefore the recurrence

AN+ 1,K)=AN,K)+ AN+ 1,K —1)
holds, as desired. O]



Example 4. We illustrate the subtle step in the proof by considering the special case A(4,4).
The recurrence states that A(4,4) = A(3,4)+ A(4,3). The first type of 4-tuple is (4,4, C, D).
There are 5 of these, where the choices of (C, D) are

(2,1), (2,0), (1,1), (1,0), (0,0).

The second type is anything of the forms (4,3, C, D), (4,2,C, D), (4,1,C, D), or (4,0,C, D).
In each of these cases, the number of possibilities is the same if we replace the 4 in the
first slot with a 3. Thus we are counting valid brackets of the form (3, B,C, D). The 14
possibilities for (B,C, D) are

(3,2,1), (3,2,0), (3,1,1), (3,1,0) (3,0,0)

(2,2,1), (2,2,0), (2,1,1), (2,1,0) (2,0,0)
(1,1,1), (1,1,0), (1,0,0), (0,0,0).
Corollary 5. For N > 1, we have A(N + 1,k) = Z?:o A(N, 7).

Proof. First, using the recurrence, replace the A(N + 1,k — 1) term on the right-hand side
of the recurrence in the proposition. This yields

AIN+1,k)=AN+1,k—1)+ AN, k) = AN+ 1,k —2)+ AN,k — 1) + A(N, k)

and continuing the same procedure yields

k-1
AN +1,k) = AN +1,k—1)+ A(N,k) = = AN +1,0)+ Y _A(N,j).
j=1
Since 1 = A(N + 1,0) = A(N,0), the result follows. O

Remark 6. Assume k < 2V. Proposition 3 tells us that A(N +1, k) is the sum of two entries,
one directly above and the other directly to its left. Corollary 5 tells us that A(N + 1, k)
is the sum of the entries in the row directly above that are to the left, including the entry
directly above.

The following result is obvious but we want to state it explicitly.

Proposition 7. W(N) is the sum of the entries in the N-th row of A. Thus

2N—1

W(N)= > A(N,k).



For convenience we write down the next few rows of A. Using the recurrence from
Proposition 3, here are the first four rows of the matrix:

110 0 0 0O O O O
122 0 0 0 0 0 0
135 5 5 0 0 0 0
149 14 19 19 19 19 19

Since 247! +1 = 9, there must be nine columns. Since 23! + 1 = 5, there must also be five
terms equal to 19.
We consider the next two rows. The fifth row is

1,5,14, 28,47, 66, 85,104, 123,123, 123,123, 123, 123, 123,123, 123, 0, . ...

There are nine copies of 123, because nine numbers m satisfy 8 < m < 16. When N =6
the previous rows are the same but with many zeroes included in the far right columns. The
final row (which takes several lines to list!) is

1,6,20,48,95, 161, 246, 350,473, 596, 719, 842, 965, 1088, 1211, 1334,

1457, 1457, 1457, 1457, 1457, 1457, 1457, 1457, 1457, 1457, 1457, 1457,
1457,1457, 1457, 1457, 1457,0,0, . . .

where there are 17 copies of 1457. Seventeen is the number of integers m satisfying 16 <
m < 32, and 1457 is the value of W (5). Summing this row shows that W (6) = 32924.

To illustrate our results, consider the entry 596 in row 6. It is the sum of 123 and 473,
namely the sum of the entries directly above and to the left. It is also the sum 1+ 5+ 14 +
28 + 47 4+ 66 + 85 + 104 + 123 + 123, namely the appropriate sum from the row above.

Proposition 8. The numbers A(N, k) satisfy the following:
e A(N,0)=1 forall N.
o A(N,1)=N for all N.
A(N,2) = % for N > 1.

A(N,3) = MESNEoANZA2 for N > 2,

A(N,4) = NHONIZNEBINTAS. fo 7 > 3,

A(n, k) is a polynomial of degree k in the variable n forn >k — 1.



Proof. The first two items are obvious and have been noted previously. We next prove the
last item by induction on k. Recall that

A(N + 1,k) = A(N, k;)+z_:A(N,j). (3)

J=0

Formula (3) holds for & = 1, as it says that N +1 = N + 1. Fix k. The terms in the
sum have smaller values in the second slot and by induction on £ can be considered known.
Formula (3) defines a first order linear recurrence for A(N, k). The homogeneous equation
is simply A(N + 1,k) = A(N, k). The solutions of this equation are simply the constants.
By the induction hypothesis, the inhomogeneous terms of the recurrence form a polynomial
of degree k£ — 1. Hence the general solution is a polynomial of degree at most k. Reference
[4], for example, discusses such recurrences. We determine this polynomial completely by
specifying its first k + 1 values, and it must be degree k because the matrix of coefficients of
the linear system is invertible. We illustrate in the next example. O

Corollary 9. For each k, there is a polynomial pp(N) of degree k such that A(N, k) = pr(N)
whenever N > k — 1. As a consequence, for N > k — 1, the entries in the k-th column are
simply the values of this polynomial at N.

The method of determining the matrix and then computing W (n) by summing rows is
straightforward albeit tedious. Perhaps the polynomials themselves are more interesting,
and hence we list the first six polynomials that arise. These polynomials are obtained by
using the Lagrange interpolation formula. We know these polynomials are of degree k, and
hence they are determined by k + 1 of their values.

Theorem 10. The polynomials py described above are given by

po(z) =1
p(r) =x
2 =z
3 x? 2x
= — 4+ ——— =2
R 9z
ple) =+ -2

120 12 + 8 12 * 15
( ) 28 L x° . 11x* 1323 T2 19z
T)=-—=+—
Pe 720 T 48 T 144 48 90

Since these polynomials map the integers to the integers, each can be written as an

integer combination of the polynomials 1, z, x(xz_ D ac(a:—l?))!(ac—Q)’ .... As usual, we write these




polynomials using binomial coefficient notation. It is natural to express the p; in this fashion.

We have the following simpler looking formulas, although no clear pattern appears:

po(z) =1

piz) = (f)

3 Bounds

First we provide a list of values of W(NN). Then we give upper and lower bounds. Dan
Putnam [2] coded the values of W(N) for N < 16 using the method of summing the rows of

A. The first 16 values appear in Figure 1.

It is natural to seek upper and lower bounds for W (V) and to describe the growth rate
of this sequence. We obtain a useful lower bound simply by dropping the terms A(n, k) that
are hard to compute and we obtain an upper bound by setting all these terms equal to the

maximum. We obtain the following inequalities.
Proposition 11. For each n > 2, we have
2" 2+ D)W (n—1) < W(n) < (2" 1+ 1)W(n —1).

As a consequence,

_ W(n) _
2" 1) < ———— < (2" 4 1).
Furthermore, forn > 2,
n—2 n—1
2[[@ +1) <W(n) < ][ +0).
5=0 §=0

Proof. The first inequality in (4) arises as follows.

271,71 271,71

Wn)=> Amnk)> Y Ank) =2+ 1)W(n-1).

k=2n—2

(4)



W(l) =2
W(2) =5
W(3) = 19
W(4) = 123
W (5) = 145
W (6) = 32924
W (7) = 1452015
W (8) = 126487061
W (9) = 21898598245
W (10) = 7558601003617
W (11) = 5209629536999054
W (12) = T175576970776253311
W (13) = 19758953061561609438197
W (14) = 108796404018098314291373545
W (15) = 1197986411771818785507163602609
W (16) = 26381385902615283298043180284145933.

Figure 1: The values of W(N) for 1 < N < 16.

The second inequality arises by using A(n,k) < W(n — 1) for n at least 2.

inequality (5) is immediate from (4). Multiplying the inequalities in (5) gives

H(Qj +1) < IVWV((T)) < H(zﬂ‘+1 +1) = .H(Qj +1).

Since W (1) = 2, and 2° + 1 = 2, formula (6) follows.
Corollary 12. Forn > 2,
Wi(n)

< =t < 142"
[ +2)

The double

Although the lower and upper bounds in (6) both define well-known sequences, they
are rather crude for estimating W (n). We illustrate this for small n in Table 1. The left-
hand column denotes the lower bound, the middle column gives the value of W (n), and the

right-hand column denotes the upper bound.



lower bound W(n) upper bound

4 W(2) =5 6
12 W(3) = 19 30
60 W(4) = 123 270
540 W (5) = 1457 4590

9180 W(6) = 32924 151470

Table 1: Lower and upper bounds.

We study several of the ratios occurring in these formulas. The following gives a sense of
the growth of the ratios of consecutive W (N):

o p& =2=25

o p =L =38 .

o =1 _6473. ..

o B =T 11845,
° %2%222.597...
o WD MBI _ 44102,

Inequality (4) implies that the ratio slightly less than doubles at each stage.

The following gives a sense of how accurate it is to include only the easily computed
terms, namely those equal to W(n —1). Let m(n) denote the sum of these terms. For small
N they compute approximately three quarters of the valid brackets. Asymptotically they
seem to compute about .744 of the valid brackets. See Example 14 for a bit more discussion.
Thus the lower bound provides useful information.

o 5 =1=.800

o I =12=.7804. .

o W =n=TT23.

o =1 = 7597

o G =B = 7523

o D = S — 748264 . .
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Put M(N) = H;V:_Ol(l +27). This sequence of upper bounds appears as sequence A028361

in [3]. The ratio zg%% tends to 0 as NV increases, although we leave a proof to the interested
reader.

* i =5 =1

o T =5=833. .

o 1O - 18— 633...

o I =123 — 455
o B 1T _ 517
¢ %: 13521942% =.217...

4 Concluding comments

Consider a tournament with N rounds. A contestant picks all the games before any are
played. After the games are played, we wish to evaluate these picks. To do so, we regard
the contestant’s picks as an N-tuple, which we call a valid bracket. The main point of this
paper is to ask how many valid brackets W () there are. The answer is quite subtle. The
number A(N, k) is defined to be the number of valid N-tuples for which x; = k, and W (V)
is the sum over k of these numbers. In Proposition 3 we established a double recurrence for
computing the A(N, k). We found polynomial expressions for these numbers. We regard the
A(N, k) as an infinite matrix A. The numbers W (N) grow rapidly with N and turn out to
be difficult to compute. In Section 3 we provided upper and lower bounds for this sequence.

Remark 13. One can obtain a deeper understanding of this sequence W (V) in the following
way. There are four types of entries in the N-th row of A; for k& > 2¥~! the entries are all
0. We can ignore these! For certain values of k, all the entries equal W (N — 1). For certain
smaller values of k, each entry is easily expressed as W (N — 1) —mW (N —2) for some integer
m. The sum of all these terms is relatively easy to compute in terms of previous values. The
entries for smaller k& are harder to compute. It is possible to determine, asymptotically, the
fraction of W(N) that is realized by each of these three types of terms; one can then use
this result to give additional asymptotic information on the ratio %, for example. We
omit this discussion, as considerable details are required, and we prefer keeping the paper
accessible.

Example 14. Put N = 6. The entries A(6, k) appear just before Proposition 8. We work
from the right. There are seventeen copies of 1457. The total of these terms is 24769. The
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next collection consists of the numbers 350,473,596, ...,1334. These sum to 7578. The
remaining group of terms is given by 1,6, 20,48,95,161,246. These sum to 577. Thus

W (6) = 32924 = 24769 + 7578 + 577.

The part of W (6) contributed by 24769 is about .752. The part contributed by 7578 is about
.230. The part contributed by 577 is about .0175. Asymptotically these fractional parts are

all non-zero, with values about .74, .24, and .02. Note that the largest is a bit smaller than
3

1

Remark 15. The sequence M (N) of upper bounds is sequence A028361 in [3]. As noted in
the introduction, the sequence W(N) is A355519 in [3].
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