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Abstract

We consider two natural infinite words whose subword complexity is cubic, and

determine their exact subword complexity. As a consequence, it follows that neither

word is morphic.

1 Introduction

In this paper we are concerned with words over a finite alphabet Σ. We say a word y is
a subword of a word w if there exist (possibly empty) words x, z such that w = xyz. For
example, bank is a subword of embankment. The subword complexity (also called factor
complexity or just complexity) of an infinite word w is the function ρ

w
(n) that maps n to
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the number of distinct subwords of length n in w. Subword complexity is a natural measure
of the complexity of a word, and has been extensively studied (see, e.g., [3, 7, 4, 5, 6, 2]).

We say that a morphism h : Σ∗ → Σ∗ is prolongable on a letter a if h(a) = ax for
some word x such that hi(x) 6= ǫ for all i ≥ 0. In this case, it is meaningful to define
hω(a) := a x h(x)h2(x) · · · , which is an infinite word that is a fixed point of the extension of
h to infinite sequences. A word of the form hω(a) is called pure morphic.

A coding is a particular type of morphism that maps every letter to a word of length
1. An infinite word w is said to be morphic if it can be expressed as the image, under a
coding, of a morphic word. The class of morphic words has been widely studied (see, e.g.,
[1, Chap. 7]).

Pansiot [8, 9] classified the subword complexity of morphic words. He showed that pure
morphic words have subword complexity O(n2), and thus all morphic words have subword
complexity O(n2). A random infinite word will almost surely have exponential subword
complexity, and hence is not morphic. However, there are not that many explicit examples
of non-morphic words that are easy to write down.

Recently Tim Smith [10] introduced a class of infinite words which he called zigzag words.
In this note we determine the exact subword complexities of two natural zigzag words and
show they are cubic. These, then, provide additional natural examples of non-morphic words.

2 Definitions of words

Let

w1 =
∏

i≥1

i
∏

j=1

ai−j+1bj = (ab)(aab · abb)(aaab · aabb · abbb) · · ·

and

w2 =
∏

i≥1

i
∏

j=1

ajbi−j+1 = (ab)(abb · aab)(abbb · aabb · aaab) · · · .

We will show that the exact subword complexities of w1 and w2 are as follows:

ρ
w1
(n) =

n3

6
+

n2

2
−

5n

3
+ 3 for n ≥ 4;

ρ
w2
(n) =

n3

6
−

2n

3
+

19 + (−1)n

4
for n ≥ 4.

Call each factor
∏i

j=1 a
i−j+1bj of w1 and

∏i

j=1 a
jbi−j+1 of w2 as a minute (or more

specifically the (i + 1)-st minute), and call each natural division within a minute a second.
Note that seconds are unique; every word of the form aibj occurs infinitely many times in w1

and w2, but only the one in the (i+ j)-th minute will be considered a second. Equivalently,
aibj is a second if it is preceded by b and followed by a. Finally, every occurrence of the
subword ba marks the boundaries between two seconds, since no second contains ba.
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3 Subword complexity of w1

Using the above observation, whenever we can guarantee that a subword s of w1 contains
a second, we uniquely determine what s must be. This is equivalent to s containing two
occurrences of ba, one at the start of the second, and one at the end. Thus if s contains a
factor of the form aibjakbla with j, k, l ≥ 1, we may identify akbl as a second occurring in
the (k + l)th minute. Since we uniquely determine what s must be, this gives us conditions
on the values of i and j. In the case that we cannot guarantee that s contains a second (s
may appear in w1 many times; some of these occurrences will contain a second, but others
will not), s must be of the form a∗b∗a∗b∗.

Theorem 1. The subword complexity of w1 is

ρ
w1
(n) =

{

n3/6 + n2/2− 5n/3 + 3, for n ≥ 4;

2n, otherwise.

Proof. First consider the case when we cannot guarantee that a subword s of w contains a
second. Then smust be of the form a∗b∗a∗b∗. Note that for all p, q ≥ 1, the word ap+1bqapbq+1

is a subword in the (p + q + 1)st minute. Thus by taking p and q sufficiently large, we can
get any subword of the form a∗b∗a∗ or b∗a∗b∗. Hence all words in

A := a∗b∗a∗ ∪ b∗a∗b∗

are subwords of w. The remaining words in a∗b∗a∗b∗ \A = a+b+a+b+ are of the form aibjakbl

with i, j, k, l ≥ 1. Since ba marks the boundary between two seconds and no second has a
factor ba, aibj must be the suffix of one second and akbl the prefix of the next. There are
two possibilities:

• If the seconds are in the same minute, then aibjakbl is a subword of ap+1bqapbq+1 for
some p, q ≥ 1. Thus i ≤ k + 1 and l ≤ j + 1.

• If the seconds are in different minutes, then aibjakbl is a subword of abpap+1b. Thus,
i = l = 1, j + 1 = k. But note that in this case, we have i ≤ k + 1, l ≤ j + 1, so we
have already counted these subwords in the first case.

Thus there is a subword aibjakbl in w1 if and only if the tuple (i, j, k, l) is in

B = {(i, j, k, l) : i, j, k, l ≥ 1, i ≤ k + 1, l ≤ j + 1}.

Now consider the case when we can guarantee that s contains a second. By looking at the
first second s contains, we conclude that s must be prefixed by a word of the form aibjakbla
with j, k, l ≥ 1 and i ≥ 0. The second contained is akbl and aibj is the suffix of the second
preceding it. There are two possibilities:
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• The second akbl is the first second in the minute, so l = 1. The preceding second is
abk−1, so either i = 1 and j = k − 1 or i = 0 and j ≤ k − 1. Thus we obtain a unique
subword for each tuple in

C := {(0, j, k, 1) : k ≥ 2, 1 ≤ j ≤ k − 1} ∪ {(1, k − 1, k, 1) : k ≥ 2}.

• The second akbl is not the first second in the minute, so l > 2. The preceding second
is ak+1bl−1, so either i = 0 and j ≤ l − 1 or 1 ≤ 1 ≤ k + 1 and j = l − 1. Thus we
obtain a unique subword for each tuple in

D :={(i, l − 1, k, l) : i, k, l − 1 ≥ 1, i ≤ k + 1}

∪ {(0, j, k, l) : j, k, l − 1 ≥ 1, j ≤ l − 1}.

We will find generating functions a, b, c, d such that [xn]a(x) is the number of subwords of
length n corresponding to A, etc.

• A = ǫ ∪ a+ ∪ b+ ∪ a+b+ ∪ b+a+ ∪ a+b+a+ ∪ b+a+b+ is uniquely generated. This can be
translated to

a(x) = 1 +
2x

1− x
+

2x2

(1− x)2
+

2x3

(1− x)3

=
1− x+ x2 + x3

(1− x)3
.

• There is a length i+ j + k + l subword for each (i, j, k, l) ∈ B. Thus,

b(x) =
∑

(i,j,k,l)∈B

xi+j+k+l =
∑

k≥1,1≤i≤k+1

∑

j≥1,1≤l≤j+1

xi+j+k+l

=

(

∑

k≥1,1≤i≤k+1

xi+k

)2

=

(

∑

k≥1

k+1
∑

i=1

xi+k

)2

=

(

x2 + x3 − x4

(1− x)2(1 + x)

)2

=
x4 + 2x5 − x6 − 2x7 + x8

(1− x)4(1 + x)2
.

• The tuples in C,D corresponds to prefixes. For each tuple (i, j, k, l) ∈ C,D, there is
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exactly one subword with prefix aibjckdla. Thus we have

c(x) =
∑

(i,j,k,l)∈C

xi+j+k+l+1

1− x
=
∑

k≥2

k−1
∑

j=1

xj+k+2

1− x
+
∑

k≥2

x2k+2

1− x

=
x5

(1− x)3(1 + x)
+

x6

(1− x)2(1 + x)

=
x5 + x6 − x7

(1− x)3(1 + x)
.

d(x) =
∑

l≥2,k≥1,1≤u≤k+1

xi+k+2l

1− x
+

∑

l≥2,k≥1,1≤j≤l−1

xj+k+l+1

1− x

=
x6 + x7 − x8

(1− x)4(1 + x)2
+

x5 + x6

(1− x)4(1 + x)2
=

x5 + 2x6 + x7 − x8

(1− x)4(1 + x2)
.

The sum of the generating functions F (x) = a(x) + b(x) + c(x) + d(x) encodes the subword
complexity as follows

F (x) =
∑

n≥0

ρ
w1
(n)xn.

Thus we obtain

F (x) =
1− x+ x2 + x3

(1− x)3
+

x4 + 2x5 − x6 − 2x7 + x8

(1− x)4(1 + x)2

+
x5 + x6 − x7

(1− x)3(1 + x)
+

x5 + 2x6 + x7 − x8

(1− x)4(1 + x2)

=
1− 2x+ x2 + 2x5 − 3x6 + x7

(1− x)4

=
1

(1− x)4
−

1

(1− x)3
−

2

(1− x)2
+

5

1− x
− 2 + x2 + x3.

Thus

ρ
w1
(n) =

(

n+ 3

3

)

−

(

n+ 2

2

)

− 2

(

n+ 1

1

)

+ 5 =
n3

6
+

n2

2
−

5n

3
+ 3

for all n ≥ 0, with the exception of n = 0, 2, 3 due to the −2 + x2 + x3 terms.

4 Subword complexity of w2

The word w2 is very similar to w1, in that the seconds in each minute are concatenated in
the reverse order. Thus, the technique used in the previous section will work here as well.
We will give the classification of subwords t of w2, but omit the details of the computations.
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Theorem 2. The subword complexity of w2 is

ρ
w2
(n) =

{

n3/6− 2n/3 + (19 + (−1)n)/4, for n ≥ 4;

2n, otherwise.

Proof. As before, if a subword t contains aibjakbla, then it contains a second, and that second
must be within the (k + l)th minute. Thus this uniquely determines t. We may choose this
second to be the first second contained in t, so that aibjakbla is the prefix of t.

• If akbl is the first second of a minute, so k = 1, then aibj is the suffix of al−1b. Thus
0 ≤ i ≤ l − 1 and j = 1. Therefore, we obtain a prefix for each tuple in

C := {(i, 1, 1, l) : 0 ≤ i ≤ l − 1 and l ≥ 2}.

• If akbl is not the first second of a minute, so k ≥ 2, then aibj is the suffix of ak−1bl+1.
Thus either i = 0 and 1 ≤ j ≤ l + 1 or 1 ≤ i ≤ k − 1 and j = l + 1. Thus we obtain a
prefix for each tuple in

D :={(i, l + 1, k, l) : 1 ≤ i ≤ k − 1, k ≥ 2, l ≥ 1}

∪ {(0, j, k, l) : 1 ≤ j ≤ l + 1, k ≥ 2, l ≥ 1}.

Next, consider t of the form a∗b∗a∗b∗. It must lie within two consecutive seconds, either
apbq+1ap+1bq for p, q ≥ 1 if they are within the same minute, or apbabq if they are not. Clearly,
every word in a∗b∗ ∪ b∗a∗ is a valid subword, by taking p, q large enough. We also get every
word in a+bb+a+ ∪ b+aa+b+. But every word appearing in a+ba+ must be a subword of
apbabq. Therefore, the second block of as must have length 1, and similarly for words in
b+ab+. Therefore, every word in

A := a∗b∗a∗ ∪ b∗a∗b∗ \
(

a+baa+ ∪ bb+ab+
)

appears as a subword of w2.
The remaining words of the form a∗b∗a∗b∗ are aibjakbl with i, j, k, l ≥ 1. For this to be a

subword of apbq+1ap+1bq, we must have j, k ≥ 2, i ≤ k − 1, l ≤ j − 1. For it to be a subword
of apbabq, we must have j, k = 1. Thus we obtain a subword for each tuple in

B := {(i, j, k, l) : j, k ≥ 2, 1 ≤ i ≤ k − 1, 1 ≤ l ≤ j − 1} ∪ {(i, 1, 1, l) : i, l ≥ 1}.

As before, we construct generating functions for each of the sets, and add them. This gives
a generating function F (x) which encodes the subword complexity

F (x) = a(x) + b(x) + c(x) + d(x) =
∑

n≥0

ρ
w2
(n)xn.

After the calculations, we obtain

F (x) =
5− 11x+ 3x2 + 10x3 − 5x4

(1− x)4(1 + x)
− 4− 2x− x2 + x3,

so that ρ
w2
(n) = n3

6
− 2n

3
+ 19+(−1)n

4
for n ≥ 0 with exceptions at n = 0, 1, 2, 3 due to the

−4− 2x− x2 + x3 terms.
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