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Abstract

We derive new formulas for the number of unordered (distinct) factorizations with k

parts of a positive integer n as sums over the partitions of k and an auxiliary function,
the number of partitions of the prime exponents of n, where the parts have a specific
number of colors. As a consequence, some new relations between partitions, Bell
numbers, and Stirling numbers of the second kind are derived.

We also derive a recursive formula for the number of unordered factorizations with
k different parts and a simple recursive formula for the number of partitions with k

different parts.

1 Introduction and main results

For integers n ≥ 2, k ≥ 1, and l ≥ 1 we consider the following factorization counting
functions :

• f(n) denotes the number of factorizations of n with parts ≥ 2,

• g(n) denotes the number of factorizations of n with distinct parts ≥ 2,

• fk(n) denotes the number of factorizations of n with exactly k parts ≥ 2,

• gk(n) denotes the number of factorizations of n with exactly k distinct parts ≥ 2,

• hl(n) denotes the number of factorizations of n with exactly l different parts ≥ 2,

• fk,l(n) denotes the number of factorizations of n with exactly k parts ≥ 2, where
exactly l parts are different,

• Fk(n) denotes the number of factorizations of n with exactly k parts ≥ 1,
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• Gk(n) denotes the number of factorizations of n with exactly k distinct parts ≥ 1.

We count unordered factorizations, where the order of the parts is irrelevant. As an
example, we list all factorizations of n = 36 = 22 · 32.

f(36) = 9 = #{(36), (18, 2), (9, 4), (12, 3), (6, 6), (9, 2, 2), (6, 3, 2), (3, 3, 4), (3, 3, 2, 2)}

g(36) = 5 = #{(36), (18, 2), (9, 4), (12, 3), (6, 3, 2)}

f2(36) = 4 = #{(18, 2), (9, 4), (12, 3), (6, 6)}

g2(36) = 3 = #{(18, 2), (9, 4), (12, 3)}

h2(36) = 6 = #{(18, 2), (9, 4), (12, 3), (9, 2, 2)(3, 3, 4), (3, 3, 2, 2)}

f3,2(36) = 2 = #{(9, 2, 2), (3, 3, 4)},

where # denotes the number of elements of a set. The sequences (f3(n))n≥1 and (g3(n))n≥1

can be found in the On-Line Encyclopedia of Integer Sequences (OEIS) [11] as sequences
A122179 and A122180.

It is easy to see that all the above functions are prime independent, meaning that their
value is completely determined by the prime signature of n. For example, we have f(12) =
f(75) = 4, since 12 = 22 · 3 has the same prime signature as 75 = 3 · 52. For this reason,
these functions can be considered as multipartitions of the prime exponents of n (where the
order of the exponents is irrelevant) as in Andrews [1, Chapter 12] and Cheema and Motzkin
[3]. We denote the prime exponents of an integer n =

∏ω
i=1 π

ei
i by (e1, . . . , eω), where πi are

primes and ω = ω(n) denotes the number of distinct prime factors of n.
Recurrence relations for fk(n) and gk(n), involving the divisors of n, are given by

fk(n) =
1
k

∑

di|n
d≥2

fk−i(n/d
i) (1)

gk(n) =
1
k

∑

di|n
d≥2

(−1)i+1gk−i(n/d
i), (2)

with boundary conditions

fk(1) = gk(1) =

{

1, if k = 0;

0, otherwise;

see Cheema and Motzkin [3, Theorem 3.II] or Subbarao [14, Theorem 5.3] for (1) and Knopf-
macher and Mays [7, Equation 15] for (2)1. Harris and Subbarao [5, Equation 4] gave similar
formulas for f(n).

We use the following notation for partitions. The set of all partitions of an integer k is
denoted by Pk. For a partition α ∈ Pk, we denote by β = β(α) the vector of βi = #{αj = i},

1More precisely, Knopfmacher and Mays [7] gave a recursion for the number of ordered distinct k-
factorizations from which Equation (2) follows easily.
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i = 1, . . . , a := max(αj). Notice that, by definition, we have
∑a

i=1 iβi = k. In Section 2, we
prove the following explicit formula, which allows one to calculate the number of (distinct)
k-factorizations, where parts equal to 1 are allowed, as a sum over the partitions of k.

Theorem 1. Let n ≥ 2 and k ≥ 1. Then

Fk(n) =
∑

α∈Pk

h(β)
ω
∏

j=1

κβ(ej) (3)

Gk(n) =
∑

α∈Pk

h(β)(−1)θ(β)
ω
∏

j=1

κβ(ej), (4)

with

h(β) =

(

a
∏

i=1

iβiβi!

)−1

(5)

θ(β) =
a
∑

i=1

(1 + i)βi. (6)

Further, κβ(1) = β1 and for m ≥ 2 the following recursion holds:

κβ(m) =
1

m

(

γ(m) +
m−1
∑

k=1

γ(k)κβ(m− k)

)

, where γ(m) =
∑

d|m
dβd. (7)

Since the function Fk(n) and Gk(n) are closely related to the functions f(n), fk(n), g(n)
and gk(n), see Lemma 5 below, the above theorem can also be used to calculate values of
the latter functions. Properties of the auxiliary function κβ(m), the number of partitions of
m, where the part i can have βi colors, are summarized in Lemma 4 below.

The proof of Theorem 1 exploits the multiplicity of Fk(n) and Gk(n), which is the key
to separate the prime exponents of n in the factorization counting functions. By evaluating
these formulas at primorials, we get equations relating the Stirling numbers of the second
kind and the Bell numbers to sums over partitions (Corollary 6 below).

Recently, Fedorov [4, Lemma 2] found a similar formula to (3) for Fk(n) as a sum over
all compositions of k. We will demonstrate at the end of Section 2 that his formula and (3)
are convertible by proving an equation for the harmonic mean of the product of the partial
sums of compositions (Lemma 7 below).

Subbarao [14, Section 4.2] gave a recursive formula for fk,l(n), but his Equation (4.19)
contains a slight error. In Section 3, we give a corrected version—see Theorem 8 below—and
deduce the following recursive equation for hl(n), which seems to be new.
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Theorem 2. Let n ≥ 2, k ≥ 1 and l ≥ 1. Then

hl(n) log n =
∑

di|n
d≥2

l
∑

j=1

(−1)j+1

(

i

j

)

hl−j(n/d
i) log d, (8)

with boundary condition

hl(n) =

{

1, if n = 1 and l = 0;

0, otherwise.
.

From this theorem, we deduce equations for rl(n), the number of partitions with k dif-
ferent parts (Corollary 9).

2 A formula for unordered k-factorizations based on

partitions

We need some preparations for the proof of Theorem 1. With the notation for partitions
introduced in the previous section, we can restate the exponential formula of Stanley [13,
Corrolary 5.1.6] as

exp

( ∞
∑

k=1

ckx
k

)

=
∞
∑

k=0

xk
∑

α∈Pk

a
∏

i=1

cβi

i

βi!
, (9)

for real ck and |x| < 1.
We subsequently make use of the Dirichlet generating functions (dgf’s), given by

1 +
∞
∑

n=2

∞
∑

k=1

fk(n)n
−szk =

∞
∏

n=2

(

1− zn−s
)−1

(10)

1 +
∞
∑

n=2

∞
∑

k=1

k
∑

l=1

gk(n)n
−szk =

∞
∏

n=2

(

1 + zn−s
)

(11)

1 +
∞
∑

n=2

∞
∑

k=1

k
∑

l=1

fk,l(n)n
−szktl =

∞
∏

n=2

(

1 +
ztn−s

1− zn−s

)

(12)

1 +
∞
∑

n=2

∞
∑

k=1

k
∑

l=1

hl(n)n
−stl =

∞
∏

n=2

(

1 +
t

ns − 1

)

, (13)

see Hensley [6, Equation 1.4] and Subbarao [14, Equation 2.4].
If we change the set of admissible parts of the factorization counting functions from the

set of integers n ≥ 2 to any non-empty subset A ⊆ N, we have to replace the range of the
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products on the right hand sides (rhs’s) of the equations (10), (11) and (12) accordingly. We
utilize this in the proof of the next theorem.

We will need the dgf’s of the functions Fk(n) and Gk(n) for specific values of k. Knopf-
macher and Mays [7, Theorem 1] gave a dgf for fk(n). Their approach can easily be gen-
eralized to the case of admissible parts ≥ 1 and to the case of factorizations with distinct
parts.

Theorem 3. Let k ≥ 1. Then

Fk(s) := 1 +
∞
∑

n=2

Fk(n)n
−s =

∑

α∈Pk

h(β)
a
∏

i=1

ζ(is)βi (14)

Gk(s) := 1 +
∞
∑

n=2

Gk(n)n
−s =

∑

α∈Pk

h(β)(−1)θ(β)
a
∏

i=1

ζ(is)βi , (15)

with h(β) and θ(β) given by (5) and (6).

Proof. We prove (15). We use (11), log(1 + x) =
∑∞

k=1
1
k
(−1)k+1xk (for |x| < 1) and (9) to

get the following expression for the (joint) dgf of Gk(n)

∞
∏

n=1

(

1 + zn−s
)

= exp

( ∞
∑

n=1

log(1 + tn−s)

)

= exp

( ∞
∑

n=1

∞
∑

k=1

1
k
(−1)k+1tkn−ks

)

= exp

( ∞
∑

k=1

1
k
(−1)k+1tkζ(ks)

)

=
∞
∑

k=0

∑

α∈Pk

l
∏

i=1

cβi

i

βi!
,

with ck :=
1
k
(−1)k+1ζ(ks). Extracting the k-th coefficient we find

Gk(s) =
∑

α∈Pk

l
∏

i=1

cβi

i

βi!

=
∑

α∈Pk

a
∏

i=1

(−1)(i+1)βi

iβiβi!
ζ(is)βi ,

and the claim follows.
The proof of (14) is similar, by using log(1− x) = −

∑∞
k=1

1
k
xk.
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If we replace ζ(s) by ζA(s) :=
∑

n∈A n−s in (14) and (15), for any non-empty subset
A ⊆ N, we get the dgf’s of the corresponding factorizations counting functions, where the
admissible parts are restricted to A.

In the next lemma, we list some properties of the function µβ(n), defined by the dgf

1 +
∞
∑

n=1

µβ(n)n
−s =

a
∏

i=1

ζ(is)βi , (16)

for a given β of length a, that appears in (14) and (15).

Lemma 4. Let n =
∏ω

j=1 π
ej
j and a vector β of length a be given. Then

µβ(n) =
ω
∏

j=1

κβ(ej), (17)

where

κβ(m) := µβ(π
m) (18)

for some prime π. The ordinary generating function (ogf) of κβ(m) is given by

1 +
∞
∑

m=1

κβ(m)xm =
a
∏

i=1

(1− xi)−βi. (19)

Further, κβ(1) = β1 and for m ≥ 2 the following recursive relation holds:

κβ(m) =
1

m

(

γ(m) +
m−1
∑

k=1

γ(k)κβ(m− k)

)

, where γ(m) =
∑

d|m
dβd. (20)

Proof. First notice that for i ≥ 1, the indicator function of the i-th powers has dgf ζ(is) and
is multiplicative and prime independent. Therefore, for every β, µβ(n) is also multiplicative,
by the structure of its dgf. This shows (17).

Form the Euler product of the Riemann zeta function, we get

1 +
∞
∑

n=1

µβ(n)n
−s =

a
∏

i=1

∏

π

(1− π−is)−βi .

Restricting both sides of this equation to a single prime π, using (18) and substituting
x = π−s, we get (19).

Sloane and Plouffe [12, p. 20] called the sequence (κβ(m))m≥1 the Euler transform of β
and gave the recursion (20).

6



It follows from (19) that κβ(m) can be interpreted as the number of partitions of m
where the part 1 can appear in β1 colors, the part 2 can appear in β2 colors, and so on. For
example, we have

κ(0,2,1)(7) = 3 = #{(2a, 2a, 3), (2a, 2b, 3), (2b, 2b, 3)},

where the subscripts are indicating the different colors. The sequence (κ(0,2,1))n≥0 can be
found as A008731 in the OEIS [11].

Theorem 1 now follows directly from Theorem 3 and Lemma 4.
Notice that in the formulas of Theorem 1, the number of addends, and hence the com-

putational effort, grows with k via p(k) ≈ 1
4k

√
3
exp(π

√

2k/3), by the Hardy-Ramanujan
formula. The formulas can be used to derive general equations for specific values of k, as in
Cheema and Motzkin [3, Theorem 7.I].

The next lemma covers the relation between the functions Fk(n), Gk(n) and the functions
fk(n), gk(n), f(n) and g(n). We denote by Ω = Ω(n) the number of prime factors of n,
counted with multiplicity.

Lemma 5. Let n ≥ 2 and k ≥ 1. Then

fk(n) = Fk(n)− Fk−1(n) (21)

gk(n) =
k
∑

i=1

(−1)k−iGi(n) (22)

f(n) = FΩ(n) (23)

g(n) =

⌊(Ω−1)/2⌋
∑

i=0

GΩ−2i(n). (24)

Proof. By viewing all (distinct) k-factorizations, where some parts equal 1, we can directly
conclude that Fk(n) and Gk(n) are related to fk(n) and gk(n) by

Fk(n) =
k
∑

i=1

fi(n) (25)

Gk(n) = gk(n) + gk−1(n), (26)

for all n ≥ 2 and k ≥ 1. Solving these equations for fk(n) and gk(n) yields (21) and (22).
The equations for f(n) and g(n) are following from f(n) =

∑Ω
k=1 fk(n) and g(n) =

∑Ω
k=1 gk(n).

For example, from (3) and (23) we can conclude

f(n) =
∑

α∈PΩ

h(β)
ω
∏

i=1

κβ(ei). (27)
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Notice that Ω may be replaced by any m ≥ Ω in this equation.
It is well known that, evaluated at primorials Pn = 2 · 3 · · · πn, where πn denotes the n-th

prime, the factorization counting functions are related to the Stirling number of the second
kind, denoted by

{

n
k

}

, and the Bell numbers Bn via

fk(Pn) = gk(Pn) =

{

n

k

}

(28)

f(Pn) = g(Pn) = Bn. (29)

Evaluating the formulas of Theorem 1 for the n-th primorial Pn, we can derive some
interesting identities between partitions and the Stirling and Bell numbers, which we believe
are new. Similar formulas for the Bernouilli and the Euler numbers have been found by Vella
[15, Theorem 11]. Recall that β1 = #{αj = 1}.

Corollary 6. Let n ≥ 1, 1 ≤ k ≤ n. Let h(β) and θ(β) be as in Theorem 1. Then

k
∑

i=1

{

n

i

}

=
∑

α∈Pk

h(β)βn
1 (30)

Bn =
∑

α∈Pn

h(β)βn
1 (31)

{

n

k

}

+

{

n

k − 1

}

=
∑

α∈Pk

(−1)θ(β)h(β)βn
1 (32)

(

n

2

)

+ 1 =
∑

α∈Pn

(−1)θ(β)h(β)βn
1 . (33)

Proof. Equation (30) follows from (3), evaluated at Pn, and (28). Equation (31) follows from
(27) and Bn =

∑n
i=1

{

n
i

}

.
Equation (32) follows from (4), evaluated at Pn, (28) and (26). Equation (33) follows

from (32) with k = n.

We conclude this section by analyzing the relationship between our formula (3) for Fk(n)
and a similar formula of Fedorov [4, Equation 4] which involves compositions (or ordered
partitions) of k. For a positive integer k and a vector of positive integers β with

∑

iβi = k,
we denote the set of all compositions α of k by Ck and the (sub-) set of compositions of k
with the property #{αj = i} = βi by Ck,β. Fedorov found the equation

Fk(n) =
∑

α∈Ck

H(α)µβ(n) (34)

with

H(α) := (α1(α1 + α2) · · · (α1 + · · ·+ αl))
−1 . (35)
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Since Fk(n) =
∑

α∈Ck H(α)µβ(n) =
∑

α∈Pk
µβ(n)

∑

α∈Ck,β H(α), it is straightforward to

ask, whether it is possible to deduce (3) from (34) by aggregating all compositions α ∈ Ck,β.
The following lemma gives a positive answer to that question.

Lemma 7. Let k ≥ 1 and β a vector of length a with
∑a

i=1 iβi = k. Then
∑

α∈Ck,β

H(α) = h(β). (36)

Proof. We give a proof by induction on k. If k = 1, lhs and rhs of (36) both equal 1.
Let k ≥ 2. We denote by β(j) the vector (βi − δi,j)i=1,...,a , where the j-th element of β is

reduced by 1. By extracting the factor 1/k in H(α), using that αl = j for some j ≤ a (with
βj ≥ 1), the induction hypothesis and

∑

j jβj = k, we get

∑

α∈Ck,β

H(α) =
1

k

a
∑

j=1
βj≥1

∑

α∈C
k−j,β(j)

(α1(α1 + α2) · · · (α1 + · · ·+ αl−1))
−1

=
1

k

a
∑

j=1
βj≥1

h(β(j))

=
1

k

a
∑

j=1
βj≥1

(

a
∏

i=1

iβi−δi,j(βi − δi,j)!

)−1

=
1

k

a
∑

j=1

jβjh(β)

= h(β).

This completes the proof.

Notice that the number of addends on the lhs of (36) is (
∑

βi)!∏
βi!

. Therefore Lemma 7 can
also be stated as follows: For a given β, the harmonic mean of the product of the partial
sums of all compositions α ∈ Ck,β is given by (

∑

βi)!
∏

iβi.
Fedorov’s approach in [4] does not involve the dgf of Fk(n) nor the exponential formula.2

Therefore his approach together with Lemmata 4 and 7 constitutes an alternative proof of
equation (3).

3 Recursive formulas

We begin this section by deriving recursive formulas for the functions fk,l(n) and hl(n). The
proof of Theorem 8 uses the logarithmic derivatives of the dgf’s. This approach was used

2More precisely, Fedorov’s starting point is a recursion for Fk(n) similar to (1), which can be proved by
combinatorial arguments.
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by Subbarao [14, Section 4.2], but the Equation (4.19) derived therein for fk,l(n) contains a
slight error, which we correct here.

Theorem 8. Let n ≥ 2, k ≥ 1 and l ≥ 1. Then

fk,l(n) log n =
∑

di|n
d≥2

l
∑

j=1

(−1)j+1

(

i

j

)

fk−i,l−j(n/d
i) log d (37)

hl(n) log n =
∑

di|n
d≥2

l
∑

j=1

(−1)j+1

(

i

j

)

hl−j(n/d
i) log d, (38)

with boundary conditions

fk,l(n) =

{

1, if n = 1 and k = l = 0;

0, otherwise.

hl(n) =

{

1, if n = 1 and l = 0;

0, otherwise.
.

Proof. The dgf of fk,l(n) is given by

K(s, z, t) :=
∞
∑

n=2

∞
∑

k=1

k
∑

l=1

fk,l(n)n
−szktl

=
∞
∏

n=2

(

1 +
n−szt

1− n−sz

)

=
∞
∏

n=2

1− n−sz(1− t)

1− n−sz
.

We calculate the logarithmic derivative of K(s, z, t) with respect to s. Taking logarithms of
the rhs, we get

logK(s, z, t) =
∞
∑

n=2

log
(

1− n−sz(1− t))
)

−

∞
∑

n=2

log
(

1− n−sz
)

= A(1− t, n, s, z)− A(1, n, s, z),

with

A(t, n, s, z) :=
∞
∑

n=2

log
(

1− n−szt)
)

= −
∞
∑

n=2

∞
∑

m=1

1
m
n−mszmtm.
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Taking derivative with respect to s, we get

∂
∂s
A(t, n, s, z) =

∞
∑

n=2

∞
∑

m=1

n−mszmtm log n,

so that we get, after expanding (1− t)m

∂
∂s

logK(s, z, t) = − ∂
∂s
A(1, n, s, z) + ∂

∂s
A(1− t, n, s, z)

=
∞
∑

n=2

∞
∑

m=1

n−mszm log n

(

(−1) +
∞
∑

i=0

(

m

i

)

(−1)iti

)

=
∞
∑

n=2

log n
∞
∑

m=1

n−mszm
∞
∑

i=1

(

m

i

)

(−1)iti.

By the definition of K(s, z, t), we also have

∂
∂s

logK(s, z, t) =
∂
∂s
K(s, z, t)

K(s, z, t)

=
1

K(s, z, t)

∞
∑

n=2

∞
∑

k=1

k
∑

l=1

log nfk,l(n)n
−szktl.

The recursion (37) now follows by equating the two expressions of the logarithmic derivative
of K(s, z, t), multiplying with K(s, z, t) and extracting coefficients.

The recursion (38) follows by noticing that H(s, t) = K(s, 1, t), where H(s, t) denotes the
dgf of hl(n), see equation (13) above.

For a prime π, we denote by νπ(n) the π-adic order of n, i.e. the number m with πm|n
and πm+1 ∤ n. By a standard argument as in Chamberland et al. [2, Theorem 2], Equations
(37) and (38) can be slightly simplified by replacing the term log n by νπ(n) on the lhs’s and
the term log d by νπ(d) on the rhs’s of the equations.

Analogous recurrence relations can be derived with the same approach as in the above
theorem for fk(n) and gk(n) as

fk(n)νπ(n) =
∑

di|n
d≥2

fk−i(n/d
i)νπ(d)

gk(n)νπ(n) =
∑

di|n
d≥2

(−1)i+1gk−i(n/d
i)νπ(d).

These equations are similar to (1) and (2). They can be used to derive recursions for f(n)
and g(n) by summing up over k.
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Evaluating Equations (37) and (38) at prime exponents πn, we immediately get the
following recursions for pk,l(n), the number of partitions of n with exactly k parts, where
exactly l parts are different and rl(n), the number of partitions of n with exactly k different
parts.

Corollary 9. Let n ≥ 2, k ≥ 1 and l ≥ 1. Then

npk,l(n) =
n
∑

d=1

d

l
∑

j=1

(−1)j+1

⌊n/d⌋
∑

i=1

(

i

j

)

pk−i,l−j(n− id) (39)

nrl(n) =
n
∑

d=1

d

l
∑

j=1

(−1)j+1

⌊n/d⌋
∑

i=1

(

i

j

)

rl−j(n− id), (40)

with the boundary conditions

pk,l(n) =

{

1, if n = k = l = 0;

0, otherwise,

rl(n) =

{

1, if n = l = 0;

0, otherwise.

Proof. For any prime π, we have pk,l(n) = fk,l(π
n) and rl(n) = hl(π

n).

Another recursion for rl(n) can be derived by a standard combinatorial approach without
using the generating function. We denote by rl,j(n) the number of partitions of n with exactly
l parts, all parts being ≥ j; it follows that rl(n) = rl,1(n).

Theorem 10. Let n ≥ 1, l ≥ 1 and j ≥ 1. Then

rl,j(n) = rl,j+1(n) +

⌊n/j⌋
∑

i=1

rl−1,j+1(n− ij) (41)

with boundary condition

rl,j(n) =











0, if n < 0 or l < 0 or jl > n;

0, if n = 0 and l ≥ 1;

1, if n = l = 0.

Proof. We call a partition of n with l different parts ≥ j an (n, l, j)-partition. Let 0 ≤ i ≤
⌊n/j⌋ be the number of parts equal to j in such a partition. The number of (n, l, j)-partitions
with no part equal to j is rl,j+1(n). For i ≥ 1, the number of (n, l, j)-partitions with exactly
i parts equal to j is rl−1,j+1(n− ij). This proves the theorem.

12



Other recursive equations for the function rl(n) are known. For example, Merca [9,
Corollary 1.2] gave a recursion based on qk(n), the number of distinct k-partitions; another
recursion, involving the auxiliary function ai,j =

∑

d|j
(

d−1
i−1

)

, was also found by Merca [10,

Theorem 1.1].
Formula (40) seems to be the first recurrence relation for rl(n) which avoids other aux-

iliary functions. Formula (41) seems to be computationally more efficient than the other
variants mentioned.
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