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Abstract

We use tail sums of convergent series of positive real numbers to define a sequence
of non-negative integers, and explicitly determine this sequence for classes of series
defined by reciprocal sums of polynomials and rational functions. For this purpose we
develop a new difference calculus method to approximate infinite series.

1 Introduction

Let (,,)5°_, be a sequence of positive real numbers satisfying Y 2, < co. With (2,,)m>1
one associates a sequence of non-negative integers (a,)>; by defining

an = L%J (n>1),

where |[.] is the floor function. We call (a,), the reciprocal sequence of (x,,)2_,. The
sequence (a,)> ; is non-decreasing and divergent. Reciprocal sequences capture the rate of
convergence of their defining series, and sometimes give rise to nice arithmetic and combina-
torial structures. One can replace the floor function by the ceiling function or nearest integer
function, and create variants of this notion.

Many authors have already studied reciprocal sequence of sequences defined by reciprocals
of linear recurrence. Ohtsuka and Nakamura [4] derived a formula for reciprocal sequence of

Tm —

1
R (m>1),
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where F), is the m'™ Fibonacci number. Ramifications and generalizations of this result
appear in several places, e.g., [3, 2]. Some papers have investigated the problem beyond
reciprocals of linear recurrence relation. Reciprocal sequences of (=7 ),>1 and (-5 )m>1 are
recorded in sequences A248230, A248234 respectively. Xin [6] and Xu [7] studied reciprocal
sequences of

Ty = # (m>1)
for k = 2,3,4,5. They showed that reciprocal sequences of these sequences are given by
polynomials or polynomial like functions (for precise formulas see Section 4.3.2). In present
article we extend results of Xin and Xu to general classes of sequences arising from reciprocals
of polynomials and rational functions.

Let K be a subfield of R. It is sufficient to consider K = R, Q for the purposes of this
article. Suppose that P(X) € K[X] is a polynomial of degree k& > 2 with positive leading
coefficient. Now Q is a subfield of K and K is dense in R with respect to Euclidean topology.
Hence there exists My € K so that P(x) > 0 for all real > M+ 1. For fixed choice of such
My, define a sequence of positive real numbers by

1

Plm + M) (m >1). (1)

Tm —

Since k > 2 we have ng T < 00. To calculate terms of reciprocal sequence of (,)m>1
one needs to estimate sums of the form

S 1
Z P(m + M) @

m=n

The standard way to approximate sums of this form is to apply summation formulas from
analysis (e.g., the Euler-Maclaurin summation formula [1, p. 806]). For reciprocal power
sums, ie., P(X) = X* and My = 0, a precise estimate of (2) is readily available from
the asymptotic expansion of the polygamma function [1, p. 260]. Though these summation
formulas produce estimates up to higher order, they often lead to complicated computations
and problems regarding convergence.

The goal of this paper is to present an improvised technique based on difference calculus,
which bypasses analytic tools and provides a good upper bound as well as a lower bound
for (2). The central idea behind our method is to find a suitable polynomial f so that
the rational function % i ie., ﬁ acts like the

is approximately equal to X~ m,
difference primitive of —ﬁ. Once we have determined f, bounds on (2) simply follow by

telescoping. This strategy bears resemblance to the methods employed by Xin [6] and Xu
[7]-

Though the technique looks naive and insufficient, it turns out to be powerful enough to
calculate the first £ — 1 terms in the asymptotic series of (2). Our main result is as follows:
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Theorem 1. Let (2,,)m>1 be the sequence defined by (1). There exists a polynomial h(X) €
K[X] of degree k — 1 and a positive integer Ny depending on h such that

O<h(n)§ﬁ<h(n)+l (n> Ny). (3)

Moreover, h is algorithmically computable and uniquely determined by P(X) and My up to
a constant term.

The leftmost inequality in (3) implies that leading coefficient of h is positive. Now (3)
can be restated as

O<W<;p(m+%) S hmy (=M (4)

Note that ﬁ — h(n1)+1 = h(n)(hl(n)+1) = O(n %) and = T R ) are of O(n=**1). Hence
. 1
O(n-2+2 AY
ZPm—i—]Wo h(n)+ (n ) (nz No)

Thus we obtain an estimate such that the main term is O(n=**!) and error term is O(n=2+2).

This improvement is due to a formulation as a fractional expression that resembles the

classical Padé approximants. Therefore, Theorem 1 turns out to be a more convenient

approximation technique than the usual summation formulas, and one can directly obtain the

first k —1 terms of the asymptotic expansion for suitably large n, as explained in Section 4.2.
We can use Theorem 1 to deduce estimates for classical reciprocal power sums.

Corollary 2. Let k be an integer > 2. There is a polynomial h(X) € Q[X] of degree k — 1
and a positive integer Ny depending on h such that

1
D —
0 < h(n) < S ok

Moreover, h is algorithmically computable and unique up to a constant term.

Theorem 1 allows us to study sequences defined by rational functions. Let P(X), Q(X) €
K[X] be two nonzero polynomials With positive leading coefficients such that degg P —
degg@ =k > 2. Set R(X) = 5 X . Here R(X) determines k and it is independent
of presentation. Since P and é have posmve leading coefficients, there is an M, € K so
that P(x),Q(x) > 0 for all real numbers x > M, + 1. For fixed choice of M, consider the

sequence
1

Tm —

(m=1). ()

As before ) -, x, < o0o. We have



Theorem 3. Let (2,,)m>1 be the sequence defined by (5). There exists a polynomial h(X) €
K[X] of degree k — 1 and a positive integer Ny depending on h such that

1
Z?::n Tm

Moreover, h is algorithmically computable and uniquely determined by R(X) and My up to
a constant term.

0 < h(n) < <h(n)+1 (n>N). (6)

Observe that if Q(X) = 1, then Theorem 3 reduces to Theorem 1. Though Theorem 3
is a generalization of Theorem 1, it follows easily from the earlier one. We prove both the
theorems in Section 3. Theorem 3 also offers a convenient asymptotic expression, as described
in paragraphs above. More discussion about this point is postponed to Section 4.2.

It is clear from Theorem 3 that the n-th term of the reciprocal sequence of (5) is either
|h(n)] or [h(n)| + 1. We pin down the exact expression of the reciprocal sequence if P and
@ have coefficients in Q, by carefully choosing constant term of h. This procedure and its
arithmetic aspects are described in Section 4.1.

1.1 Notation and conventions

The symbols N, Z, R, C have their conventional meaning. In our convention 0 ¢ N and the
set of nonnegative integers is Z>o. We index sequences by N.

Let K be a field. Then K* = K—{0} and K[X] is the ring of polynomials with coefficients
in K. Also K(X) is the field of rational functions. If there is more than one variable, we
use a boldface symbol to denote a tuple, e.g., X = (Xy,...,X,,). For a fixed integer d > 0,
there is a bijection between K* x K? and K[X],, subset polynomials of degree d, given by
ta: (ag,...,aq) = agX?+ -+ ay. Here, by convention, K* x K° = K*. The degree of the
zero polynomial is —oo. If P is a polynomial with coefficients in R, then

0, if P=0;
sgn P =<1, if the leading coefficient of P is positive;

—1, if the leading coefficient of P is negative.

We write [.], [.] for the floor and ceiling functions, respectively. A statement S(n) concerning
natural numbers holds for ‘n > 17 if there exists a real number C' (depending on S) so that
S(n) is true for all n > C.

2 Approximate difference primitive
We begin by introducing some preliminary concepts necessary to define approximate differ-

ence primitives. The main result of this section is the existence of canonical approximants
satisfying definite requirements. Our arguments are algebraic in nature, and most of the



conclusions are valid even in a formal situation, which is briefly mentioned at the end of
section.

Let K be a field of characteristic 0 and &k be an integer > 2. Suppose that g(X) € K[X].
Write

9(X) = apX" + - +ay. (7)

Here (ag, . .., a) is the unique point in K* x K* which corresponds to g(X) under ¢. Now

f(X) € K[X] be a nonzero polynomial such that ﬁ is a difference primitive of —ﬁ, ie.,
g&) = f(%X) — f(X1+1) holds in K(X). Then

JX) X +1) =g(X)(f(X +1) = f(X)). (8)

Suppose degy f = d. Since the left-hand side of (8) is not zero, we have d > 1. Comparing
the degrees of both sides gives d = k — 1.
Let xg, 21, ..., 251 be k unknowns. Set

F(X,x) =20 X" 4 by € Z[X, 20, ..., Tp_y].

With each ¢ = (cg,...,cr1) € KX x KF! one associates F(X,c) € K[X];_;. Using (8) we
see that is a difference primitive of _T_lX) if and only if

X
F(X+1,0)F(X,c)=g(X)(F(X+1,¢c) — F(X,0)).
To solve the equation above, one defines a collection of polynomials
{vi(x), u;(x),v(x,9) | 1 <i <k —1,0< 4,1 <2k —2} CKlag,...,z51]
by the relations

F(X 4+ 1,x) = 2o X" 4 (2 + 1 (%) X2+ -+

ot (T2 Ye—2(%) X+ (@1 + Yr-1(x)), (9)
H(X,x) = F(X +1,%x)F(X,x)
= up(X) X272 b g3 (X)X 4 ugp_a(X), (10)
G(X,x,9) = g(X)(F(X 4+ 1,x) — F(X,x))
= vg(x, ) X2+ - vy 3(x,9) X + vak_a(X, g). (11)

The coefficient of X*¥~1 in F(X + 1,x) is 29 and the degrees of H(X,x), G(X,x,g) in X
are at most 2k — 2. Therefore, the equations above are justified. Note that the polynomials
{yi(x),u;(x) | 0 < i < k—1,0 < j < 2k — 2} are independent of g and defined over
Z[ZE07 C ,-Tk—l]-

As a consequence of the binomial theorem

() = <k1—z’)xi_1+ <k—;’+1>xi_2+m+ (k;l)xo 1)
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for all 1 <7 <k — 1. For convenience put yo(x) = yx(x) = 0.
Equation (9), (10), and (11) together imply that

u(x) = Y w (i +yr(x) (0 <k—1), (13)
u(x,9) = Zaryl_ﬂrl(x) 0<I<Ek-1). (14)

Subtracting (10) from (11) gives

2%k—2
G(X,x,9) = H(X,x) = Y (vi(x, ) — us(x)) X727, (15)

i=0
To construct an approximate difference primitive we need to find a point (co, ..., cp 1) € K*
so that the first few coefficients in (15) vanish at the point (co,...,cx—1). But for generic
(ag, - ..,ax), one cannot expect to find a common zero of all the coefficients. Moreover, we

would like to have ¢y # 0, so that FI(X,cy,...,cr_1) is actually of degree k — 1. These
considerations lead to a formal definition.

2.1 Good approximants

Let f(X) € K[X] be a nonzero polynomial. Set

1 1 1
o fa 9, X) = - - ) 16
P X) = Fx) XD e 1o
N(f,9.X) = g(X)(f(X +1) = f(X)) = F(X +1)f(X). (17)
A good approximant of g is a polynomial f € K[X]_1 so that N(f, g, X) is a polynomial of
degree < k — 1.
Note that N(/f.g.X)
797
o(f,9,X) = 18
00 = FE0 (X + 10g(X) .
and N(f,g,X) =0 if and only if ﬁ is a difference primitive of —ﬁ.
The following lemma ensures existence of a canonical good approximant:
Lemma 4. Let k > 2 and g € K[X]. Consider the system of k equations
ui(®) =vi(w,g) (0<i<k-1) (19)
in k unknowns xg, . .., Tx_1. The system of equations (19) has a unique solution in K* x KF-1,

i.e., there is a unique tuple (co(g),...,cr_1(g)) € K* with co(g) # 0, which is a solution to
the system of equation (19).



Proof. To fix notation, assume that ¢ is given in the form (7). This polynomial remains
fixed throughout the discussion, and we omit it from the notation. Now wu; depends on
{zo,...,xi,Y0,...,y:}. Using (12), one concludes that the set of variables appearing in wu; is
{zo,...,x;}. Similarly, v; depends on {y,...,yi+1}, i.e., on {xg,...,2;}. These statements
hold for all 0 < i < k — 1. Therefore one can use a recursive approach to solve the system
of equations.

Let 0 <4 <k — 1 and consider subsystems of ¢ + 1 equations

Uy = Vo, ..., U; = Uy (20)

in i+ 1 variables zg, . .., z;. We would like to show that (20) has unique solution in K* x K*
foreach 0 <i¢ <k —1.

For the base case, consider the equation uy(zg) = vo(zo). We have uy = z2, and vy =
Y = ag (kzl)l’g = ag(k — 1)xg. Now ao(k — 1) # 0 and it is the only nonzero solution to
uy = vg. Put ¢g = ag(k —1).

Assume that the statement holds for some 0 < i < k — 2, i.e., there is a unique solution
to (20) in K* x K’. Note that the first coordinate of this solution is necessarily cy. Let the
unique solution be (co,...,¢;). We now construct ¢;1; € K so that (co,...,¢;,cip1) is the
unique solution of u;,1 = v in K* x K1, In what follows, we consider u;,; and v;;; as
polynomials of ;1 with coefficients in K[z, ..., z;]. Equation (13) and (14) together imply
that w;y1,v;41 are linear in the variable x;;.

There are two possibilities.

2.1.1 Casel:i<k—-2

Here i +1 < k —2. From (13) and (14) we deduce that coefficient of ;1 in u;,; is 2xy (one

xq arises from term xo(z;11+y;+1) and other xq arises from the term ;1 (zo+yo)). Similarly

coefficient of x;,1 in v;41 is ag times coefficient of z;,1 in y; 9, i.e., ag (k_i_Q) =ag(k—1i—2).
Hence u;11 = v;11 can be rewritten as

(on —ag(k—1i— 2))xi+1 = a polynomial in xg, ..., z; over K. (21)

But (200 —ag(k —1— 2)) = ag(k +1i) # 0. Therefore we can substitute xg = cg,...,x; = ¢
in (21) and solve for z;, to get a tuple (co, ..., c;r1) € K that is a solution to the system
of equations

Up = Vo, - -+ Uil = Vig1-

If (Cy,...,Ciq) is another solution with Cy # 0 then by recursion hypothesis (¢, ..., ¢;) =
(Co,...,C;). Using (21) we have Cj11 = ¢;11. Hence the uniqueness. So for i < k — 2 a
solution to the first 7 + 1 equations of (19) in K* x K’ extends to a unique solution to the
first ¢ + 2 equations in K* x K,



2.1.2 Casell:i=k—-2

This case is essentially similar to Case I. Here coefficient of x;_1 in vp_1 18 0. Now ugp_1 = vp_1
can be rewritten as

2x0xk_1 = a polynomial in z, ..., x;_o over K.

Since ¢y # 0, the arguments of the previous case go through to yield a unique tuple
(co, ..., cr_1) that is a solution to (19).

In this way we can recursively construct (co(g), . .., cx-1(g)) € K¥so that (co(g), ..., ck-1(g))
is the unique solution to (19) in K* x K*~!. Hence the lemma is proved. O

Lemma 4 constructs a point ¢(g) = (co(g),...,c-1(9)) € K" such ¢o(g9) # 0 and
G(X,c(9),9) — H(X,c(g)) is of degree < k — 2. Therefore F'(X,c(g)) is a good approax-
imant of g. The condition that the first k coefficients of G(X, ¢c(g),g) — H(X,c(g)) vanish
is better than expected, but control on one extra term turns out to be useful. For simplicity
we frequently omit g from the notation for the solution, if it is understood from the context.

2.2 Consequences of Lemma 4

The technique used to prove Lemma 4 has several corollaries that are indispensable for later
developments.

Corollary 5.
(i) Let 0 < iy <k — 1. Consider the subsystem of equations

Observe that variables appearing in these equations are xy,...,x;,. This system has a
unique solution in K* x K given by the first io+ 1 coordinates of ¢, i.e., (co, ..., ¢i,).

(i1) Let g1, 92 € K[X], with g1 — g2 € K. Then c(g1) = ¢(g2).
Proof.
(i) Follows from the recursion argument in the proof of Lemma 4.
(ii) A consequence of the fact that for any g € K[X], the polynomials
{0iX,9) [0 <i <k —1}

do not depend on the constant term of g.



The next corollary characterizes all good approximants and provides a necessary and
sufficient condition for existence of difference primitives.

Corollary 6.

(i) For each ¢ € K the polynomial F(X,cqg,...,ck_2,¢) is a good approximant of g and
every good approximant of g is in this form.

(ii) There exists a nonzero polynomial f(X) € K[X] so that ﬁ is a difference primitive

of —ﬁ if and only if the tuple ¢ = (co, ..., cx_1) constructed in Lemma 4 satisfies
ui(c) =vi(e,g) (k<i<2k-—2).
If this condition holds then f(X) is uniquely determined and equals F (X, c).

Proof.

(i) By definition, all good approximants of g have degree k — 1. Let C = (Cy,...,Cx_1) €
K* x KF=1. Using (15) one sees that F(X,C) is good approximant if and only if
u;(C) = v;(C, g) for each 0 < i < k — 2. Now the result follows from uniqueness part
of Corollary 5.

(ii) We have already seen that f has to be of degree k — 1. From (15) it follows that such
f exists if and only if the system of 2k — 1 equations

wi(x) =vi(x,9) (0<i<2k—2)

has a solution in K* x KF~!. Lemma 4 implies that if such solution exists it is unique
and given by the tuple ¢ = (cp,...,cr 1) € K* x K¥! constructed in lemma. Thus
both parts of assertion are proved.

O
The following corollary investigates effect of scaling g.

Corollary 7. Let g;(X) € K[X] be a nonzero scalar multiple of g(X), i.e., g1(X) = ag(X)
for some o € K*. Then (aco(g), - ack_l(g)) € KX x K*1 is the unique solution to system
of equations
wi(x) =vi(x,g1) (0<i<k-—1).

Proof. One writes coefficients as functions of polynomials. By assumption a,(g;) = aa,(g)
for all 0 < r < k — 1. From explicit expressions (12), (13) and (14) it follows that
u; is quadratic polynomial of {x,...,zx_1} while v; is linear in both {x,...,z,_1} and
{ag,...,ax_1}. Therefore the system of equations

wi(x) =vi(x,9) (0<i<k—1)

is invariant under transformation z; — ax;, 0 <i <k —1, and a, = aa,, 0 <r < k —1.
Hence (aco(g), o ,ozck_l(g)) is a solution to the system corresponding to g;. But acy(g) # 0.
The result follows by uniqueness. O



Let ¢ € K. Define f,(c, X') € K[X] by
fole, X) == colg) X"+ Faa(g)X +c (22)

By Corollary 6 f,(c) is a good approximant of g and all good approximants are in this form.
The leading term of N (f,(c), g, X) is X*~! and its coefficient is

(Uk—l(co, e Che2,C g) — Up—1(Co; - - - Ch1,s C))

By (14) x,—1 does not appear in v;_1(x) and from the proof of Lemma 4, we know that the
term involving xp_1 in uy_1(x) is 2z5_129. Now

Uk—1(Coy -+ Ch—2,¢; g) — Up—1(Coy - -+, Ck—1,C)

=vr_1(Coy -y Ch—2,Cl—1;9) — Up—1(C0y - . ., Ck—1,C)

= ug_1(co, .-, Ch2,Ck-1;9) — Ur_1(Coy .., Ck_1,C)

= 2¢y(cp—1 — ©). (23)

Here in third step one uses Lemma 4. Therefore coefficient of X*~ in N(f,(c), g, X) is
2¢o (ck,l — c).

2.3 Formal algebraic version

We conclude the section with a formal version of Lemma 4. Let £ > 2 and aq,...,a; be
formal variables. Suppose that g(X,a) is an element of Zay, .. ., a| given by
g(X,a) = apX* +--- + ay. (24)

Define auxiliary polynomials
{yi(x),uj(x),vl(x, a)|0<i<k—-10<j1<2k— 2} C Z[x, a]

using (9), (10) and (11). It is easy to see that these polynomials satisfy (12), (13) and (14).
Consider the system of equations

wi(x) =vi(x,a) (0<i<k—1) (25)
in variables xg, ..., Tp_1.
Lemma 8. Let F = Q(ay, . ..,ax), the field of rational functions in variables ag, . .., ar with
coefficients in Q. Then there is a unique tuple of rational functions (co(a),...,cx_1(a)) €

F* with co(a) # 0, which is a solution to the system of equations (25). Further, c;(a) €
Qlao, - - ., ailagt] for all 0 <i <k —1.

10



Proof. Similar to the proof of Lemma 4. The base case holds since ¢y = ag(k — 1) # 0. Let
0 < i < k—2. The recursion step goes through, since u;; is independent of {ay,...,ax} and
vi+1 depends only on {ay,...,a;+1} and to determine ¢;;; one needs to divide by an element
of Q*ag. Recursively, one deduces

ci(a) € Qlag, ..., aillag'] (0<i<k—1).
[

In the formal version of the theory, it is enough to consider only one polynomial, namely,
the universal polynomial g(X,a). Statements analogous to Corollary 5(i) and Corollary 7
hold in this situation, i.e., one can restrict to suitable subsystems and scaling of variables
results into scaling of solution. The notion of good approximant with coefficients in F can
be introduced in exactly same manner. Lemma 8 constructs a canonical good approximant
for g(X,a) and classification of Corollary 6 continues to hold.

3 Proofs of the theorems

In this section we use the theory developed in Section 2 to prove Theorem 1. An appropriate
application of the same ideas yields Theorem 3. Corollary 2 is an easy consequence of
Theorem 1.

We initiate the discussion with a useful remark. In what follows, K is always a subfield
of R unless otherwise specified.

Remark 9.
(i) Let ¢(X) = aop X%+ a; X1+ -+ + ay € K[X] is a polynomial with sgn¢ = 1. Then
¢(xz) > 0 for all real x satisfying

x > max{1, |1 <j<d}. (26)

If d = 0 then the right-hand side is interpreted as 1. Note that expression on the
right-hand side is an element of K.

(ii) The lower bound appearing in the first part is not best possible. To determine the best
possible bound, we need to locate the real zeroes of ¢.

(iii) Using (i) one can effectively determine the constant M, appearing in the statement of
Theorems 1 and 3.

11



3.1 Proof of Theorem 1

Let P(X) € K[X] be of degree k > 2 with sgn P = 1. Suppose that M is an element of K
with property that P(z) > 0 for all real z > M, + 1.

With the notation of Section 2 we use Lemma 4 for ¢(X) = P(X). Note that ag, the
leading coefficient of P(X), is positive. Let (co, ..., cx_1) € KX x KF~1 be the unique solution
to the system of equations (19) corresponding to P.

Now (cg—1 — 1,¢,—1) N K is nonempty since K is dense in R. Let ¢ be an element of
(ck—1 — 1,c,-1) NK. Define fp(c, X) € K[X] by (22). Since cg = ag(k — 1) > 0 there exists
a My, € R so that fp(c,x) > 0 for all real & > My, (). We know that fp(c, X) is a good
approximant of P(X), and the coefficient of X*~! in N(fp( ), P, X) is 2¢o(cp—1 — ¢). But
2¢o(ck—1 —¢) > 0. Hence there is a M; € R such that N(fp(c), P,z) > 0 for all real x > M;.

Let M| = max{M, My, }. Suppose that m is a positive integer > M{ — My. Then by
(16) and (17)

(5(fp(C), Pom+ Mg) >0

ie.,

1 1 1
— > .
frle,m+ My)  fple,m+1+4+ My) =~ P(m+ M)
Using telescoping summation we have

f(cn+M0 >ZPm+M0 (27)

m=n

for all positive integers n > M| — M.

Now let C' = ¢+ 1 € K, and consider fp(C,X) € K[X]. It is a good approximant of P
and coefficient of X*~! in N(fp(C), P, X) is 2¢o(cx—1 — C). But ¢x_1 —c—1 < 0. Therefore
2¢o(cg—1 — C) < 0 and there exists a My € R so that N(fp(C), P,z) <0 for all real z > M.

Let My = max{M,, My, } and m be a positive integer > M; — M,. It follows that

5(fp(C'),P,m -+ M()) <0

ie.,
1 1 - 1
fp(C,m—f—Mo)—i—l fp(C,m—{—l—i—Mo)—i—l P(m+Mg)

By telescoping we have

1 1
e W) +1 2 Pl ) 25)

for all positive integers n > M} — M.
Suppose that Mz = max{Mj, M}}. Using (27) and (28)

[e.9]

0< ! < Z L < !
fp(C, n —|— Mo) —I— 1 o P(m —f- Mo) fp(C, n —|— Mo)

12



for all positive integers n > M3z — My. The leftmost inequality is a consequence of Mz >
Mip(e)-

Let h(X) = fp(c, X + My). Note that it has degree k — 1. Since M, € K, the polynomial
h(X) € K[X]. Put Ny = max{[M;3 — My],1}. Then

1 1

O<mm+1 <;P(m+Mo) = 1)

for all integers n > Ny. It is clear that h and Ny so defined have properties required by
Theorem 1. This construction proves the first part of Theorem 1.

Further Lemma 4 algorithmically determines the tuple (¢, ..., c,_1) and ¢ is any element
of (cg—1—1,cx—1) NK. Therefore we can determine fp(c) algorithmically. Since M, is part of
hypothesis the polynomial A is also algorithmically computable. To finish off proof we need
to show uniqueness. This part of assertion is a consequence of Lemma 10. Thus the proof
of Theorem 1 is complete, modulo Lemma 10. U

Corollary 2 is a special case of Theorem 1.

3.1.1 Proof of Corollary 2
Follows from Theorem 1 with K =Q, P(X) = X* € Q[X], and M, = 0. O

3.2 Proof of Theorem 3

In this subsection we prove Theorem 3. Main idea behind the proof is to approximate the
rational function by appropriate polynomial.

Let P(X),Q(X) be two nonzero polynomials in K[X]| so that degg P — degg@ = k > 2
and sgn P = sgn (@ = 1. Suppose that R(X) = % and M, € K with P(z),Q(z) > 0 for
all real © > My + 1.

Using the division algorithm, we construct polynomials A(X), B(X) € K[X] such that

P(X) = A(X)Q(X) + B(X)

and degy B < degg@. Tt is easy to see that A(X) is of degree k and sgn A = 1. Now
R(X)=A(X)+ ——=. (29)

Note that A(X) is determined by R(X) and does not depend on individual polynomials
P(X) and Q(X). It is the unique polynomial so that the difference R(X)— A(X) is either 0

or is given by a rational function whose denominator has degree strictly larger than degree
of numerator. Since deggB < degy(@, % — 0 as x — oo on real line. If B = 0 then

R(X) = A(X) and the result is already true by Theorem 1.
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Let € € KN (sgn B)R.y. If B = 0 then ¢ = 0. Note that Q(z) > 0 for z > M, + 1.
Hence there is a real number M, > My + 1 > 0 such that for all real x > M. we have
(sgn B)B(z) > 0 and 0 < | 5] < |e].

Define A (X) = A(X) + € € K[X]. It is easy to see that A.(X) is a polynomial of degree

k with sgn A, = 1. Moreover, if sgn B > 0 then

A(z) < R(z) < Ac(z) (v = M) (30)

and if sgn B = —1 then
Az) < R(z) < Alx) (x> M,). (31)

Consider the system of equation (19) in Lemma 4 for the polynomials A(X) and A.(X).
By Corollary 5(ii) the same tuple (cg,...,cp_1) € K* x KF1 is a solution to (19) for both
A(X) and A.(X). Since sgn A = 1 we have ¢g > 0. Let ¢ € (¢x—1 — 1, ¢x—1) N K and consider
fa(e, X) € K[X] defined in Section 2. It is a good approximant of each of A(X) and A.(X).
The coefficient of X*~! in both N(fa(c), A, X) and N(fa(c), Ae, X) is 2co(ck—1 — ¢) > 0.
Similarly, the coefficient of X*1 in each of N(fa(c) + 1, A, X) and N(fa(c) + 1, A, X) is
2¢0(cf—1 —c—1) <0.

Let M" € R be such that A(x), Ac(x) > 0 for all real x > M’. Imitating the proof of
Theorem 1, we can find Mz, M3, > M’ so that

0< ! < i ! < !
fale,n+Mo) +1 ~ 2= A(m+ My) — fa(e,n+ Mo)’

o0

0< ! <) ! < !
fale,n+ My) +1 — Ac(m+ My) — fale,n+ M)
holds for all positive integers n > My — My and n > My . — M, respectively.
Let My = max{M;, My, M.}. From inequalities (30), (31) and choice of Mj, M; it
follows that

o0

0< ! <Z ! < !
fale,n+ M) +1 £ R(m+ My) ~ fale,n+ M)

for all positive integers n > My — My. Set h(X) = fa(c, X + My) and Ny = max{[M, —
My],1}. One easily sees that h(X) € K[X],_; is a polynomial that satisfies the requirements
of the statement of the theorem for the prescribed choice of Ny. Note that A, B are algo-
rithmically computable. Therefore, by reasoning similar to that in the proof of Theorem 1,
h is also algorithmically computable.

Proof of uniqueness is postponed to Lemma 10. 0

3.2.1 Effectiveness of constants

Using Remark 9 we can determine effective choices for the constants My, ), My, My appear-
ing in the proof of Theorem 1. Hence M/, M}, M3, and in particular, Ny are effective. These
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constants depend on choice of ¢. In the proof of Theorem 3, € is any number in KN (sgn B)R~q

and the inequalities (sgn B)B(z) > 0, 0 < |ggg| < |e| effectively determine M.. Now one

can use Remark 9 to show that the constants appearing in the proof of Theorem 3 are also
effective. These numbers depend on choices of P, @), ¢, and e.

3.3 Admissible polynomials

This subsection studies all polynomials which approximate reciprocals of tail sums. First,
we prove a lemma which implies uniqueness part of Theorem 1 and 3. Recall that to retrieve
Theorem 1 from Theorem 3 one needs to substitute () = 1. The notation is same as in the
statement of Theorem 3.

Lemma 10. Suppose that hi(X), ho(X) € K[X] are two nonzero polynomials which satisfy

0 < hj(n) < <h;(n)+1 (j=1,2)

Zmen Rt 3]
for infinitely many n € N. Then
(i) degghy = degghs =k — 1,
(11) hi(X) — ho(X) € K,
(i1i) |hy — hol < 2,

(iv) if there is an infinite subset of N on which hypothesis of the lemma hold simultaneously
fOT h1 and hQ, then |h1 - hQ‘ < 1.

Proof. In what follows the statements hold for both j = 1,2. By assumption

(e 9]

1 1 1
O 1 - mz Rim + Mo) = () (32)

=N

for infinitely many n € N. These inequalities imply that h; is non-constant and sgnh; = 1.
Let h(X) be the polynomial constructed in the proof of Theorem 3. Comparing with
(32)

O 1 h(n)

for infinitely many n € N. Hence on an infinite subset of N

h(n) — 1 < hy(n) < h(n) + 1. (33)
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It follows that |h(n) — h;(n)] < 1 on an infinite subset. But this inequality forces the
difference to be constant.
The conclusion above proves both (i) and (ii). The proof of (iii) follows from (33).
Without loss of generality assume hy — ho = C > 0. If C' > 1 then

1

U< 7)) S ) +1

(n>>1).
This contradicts the hypothesis of (iv). Hence (iv) is proved by way of contradiction. O

3.3.1 Admissible polynomials

We introduce a terminology for convenience. A polynomial h(X) € K[X] is admissible for
(R, My) if
1

0<h(n) < <h(n)+1 (n>1).

Y m=n R i)
m=n_ R(m+Mp)

In rest of the section let (cg, ..., 1) € KX x KE~1 denote the unique solution to system
of equations (19) associated with A(X). The polynomial A depends only on R and is
determined by (29). Since sgn A = 1 it follows that ¢y > 0. Moreover, the tuple does not
depend on the constant term of A (Corollary 5).

Lemma 10 implies that every admissible polynomial for (R, M) is of degree k—1 and has
positive leading coefficient. Further if hq, ho are two admissible polynomials then hy — hy is
constant and |h; — he| < 1. We have shown in Section 3.2 that for each ¢ € (¢x_1 — 1, ¢,_1) N
K the polynomial f4(c, X + My) is admissible for (R, My). In fact it satisfies a stronger
inequality, namely,

0< fA(C,TL + Mo) < < fA(C,TL + M()) +1 (TL Z NQ)

2om :
m=n R(m+Moy)

Constant term of this polynomial is fa(c, My). Now for all z,y € K

fa(r, X) — faly, X) =2 —y. (34)

Since ¢ € (cx—1 — 1, ¢,—1) NK is infinite, there are infinitely many distinct choices for ¢ which
give rise to infinitely many admissible polynomials.

3.3.2 Effect of scaling

Let a € K* be positive. Now aR(X) = %%).

positivity properties and the quotient polynomial is A,(X) := «A(X). By Corollary 7
c(An) = ac(A). Therefore if A(X) and h,(X) are admissible polynomials with respect to
(R, My) and (R, My) resp., then h,(X) — ah(X) € K.

Therefore same constant M, has desired
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3.3.3 Choice of constant term

Let ¢ € (ex—1—1,c,—1)NK. We have seen that fa(c, M) is the constant term of a polynomial
admissible for (R, My). Let C' € K be the constant term of some other admissible polynomial
H(X).

Lemma 11.
(i) There exists unique ¢ € [c—1 — 1, cx—1] NK such that

C: fA(C, Mo),
H(X) = fa(e, X + Mo).

(ii) Both fa(ck—1 —1,X 4+ My) and fa(ck—1, X + My) cannot be admissible polynomials for
(R, My).

Proof.
(i) For brevity write Z = (¢x—1 — 1, ¢,—1) N K.

Let ¢ = C' — fa(0,My) € K. Substituting x = ¢, y = 0 and X = M, in (34) we have
fa(c, My) = C. Moreover, if z € K satisfies fa(z, My) = C then = ¢. By Lemma 10
(iv), |C — fa(zx, Mp)| < 1 holds for each x € Z. Hence |¢c — x| < 1 for all x € T.
Therefore ¢ € [c_1 — 1, cx_1]. Now

H(X) = fale, X + Mo) = H(X) — fa(z, X + Mo) + fa(w, X + Moy) — fa(c, X + My)

for all x € K. Letting x € Z and using admissibility of H we see that the right-
hand side is constant (Lemma 10). But the constant term of the left-hand side is 0.
Therefore H(X) = fa(e, X + My).

(i) Since fa(ck—1, X +Mo)— fa(cr—1—1, X +My) = 1 the assertion follows from Lemma 10
(iv).
[

Lemma 11 characterizes all admissible polynomials with possible exception at boundary
of the interval. Analysis of extremal situation is necessary for later development. We need
mild improvement over formalism of Section 2 to discuss admissibility of boundary points.

3.3.4 Approximate primitive for rational functions

Let K be a field of characteristic 0 and P(X),Q(X), f(X) € K[X] — {0}. Suppose that
degg P — degr@ = k > 2. Define

1 1
R G T R

N(f, R, X) = PX)(f(X +1) = f(X)) = QX) f(X) (X +1)

—_
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where R = g. These expressions depend on P and Q. However if N(f, R, X) = 0 for one
presentation then it is 0 for all presentations. It is clear that

__ NURX)
RIS TEERIIZE) o
Further 6(f, R, X)) = 0 implies degg f = k — 1. Let A(X), B(X) € K[X] be the polynomials

obtained by the division algorithm, i.e., P(X) = A(X)Q(X) + B(X) with degg A = k and
degyg B < degg@. Then

0f,R,X)=0(f,A,X)+ B(j)

P(X)A(X)’

ie,

N(f, 4, X) B(X)
SXOFX +1DAX) - P(X)AX)
We have degg P(X)A(X) — degg B(X) > 2k. Suppose that f € K[X],_1. If N(f, A, X) €
K[X]k—1 then degy f(X) f(X+1)A(X)—degg N(f, A, X) = 2k —1. Here hypothesis amounts
to saying that f is a good approximant of A with constant term # ¢,_;. In such situation
behavior of §(f, R, X) is dominated by d(f, A, X). Now let f be an arbitrary element of
K[X]x—1. From expression above it follows that 6(f, R, X) = 0 if and only if

0(f, R, X) =

N(f, A, X)P(X) = —f(X)f(X +1)B(X). (36)
If (36) holds then degy N(f, A, X) = k — 2 + degg B — degg@ < k — 2. Moreover, we have
N(f,A, X)=0if B(X)=0.
Notation and assumptions are identical to Section 3.2. Since sgn P = sgn () = 1 it is easy
to see that sgn N(f, R, X) depends only on R and is independent of presentation.
Lemma 12.

(i) Let N(fa(ck-1), R, X)=0. Then fa(ck—1,X + My) is admissible for (R, My).

(i) Now suppose N(fa(ck—1), R, X) # 0. If sgn N(fa(ck—1), R, X) =1 then fa(cr—1,X +
My) is admissible and if sgn N(fa(ck—1), R, X) = —1 then fa(ck—1 — 1, X + M) is
admissible.

Proof. (i) By assumption N(fa(cx-1), R, X) = 0(fa(ck-1), R, X) = 0. Therefore
1 1 1

RX)  falor1, X)  falcrn, X +1) (37)

By (37) the maximum of real zeroes of fa(cx_1,X) is < Mo+ 1. Hence fa(cg_1,n +
M) > 0 for all n € N. Telescoping

- 1 1
Z R(m + M) fA(Ck 1,1+ M) (n21). (38)

m=n
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The coefficient of X*~! in both N(fa(ck—1) + 1,4, X) and N(fa(cr_1) + 1, 4., X) is
2¢o(cp—1 — cg—1 — 1) = —2¢p < 0. Using (30) and (31) and imitating the proof of
Theorem 3, we can show

= 1 1
> ).
m; Rim+ M)~ Jalant Mg +1 > Y

Therefore fa(cp_1, X + My) is admissible.

(ii) Let N(fa(ck—1), R, X) # 0. Suppose that sgn N(fa(ck-1), R, X) = 1. Hence there is
M, € R such that N(fa(ck—1),R,x) > 0 for all real x > M;. One can use (35) and
telescoping to deduce

- 1 1

< n>1).
n;l R(m -+ Mo) fA(Ck—h n + M()) ( )
The coefficient of X*~! in each of N(fA(ck_l) + 1,A,X) and N(fA(ck_l) + 1,A€,X)
is 2¢o(cp—1 — -1 — 1) = —2¢o < 0. We can repeat the arguments from the proof of
Theorem 3 to conclude (see part (i))

- 1 1
>
2:: R(m + Mg) fA(Ck—la n + Mo) + 1

m=n

(n>1).

Hence fa(cg—1, X + Mp) is an admissible polynomial.

Now assume that sgn N(fa(ck—1), R, X) = —1. As before, we can use (35) and tele-
scoping to conclude

- 1 1
> n>1).
7;1 R(m + Mo) fA(Ckfl, n -+ Mo) ( )
Note that fa(cx_1)—11is a good approximant of A and A.. Further coefficient of X*~! in
both N (fa(ck—1)—1, A, X) and N (fa(cr—1)—1, Ae, X) is 2co(cy—1—c—1+1) = 2¢o > 0.
Therefore

[e.9]

1 1
< n>1).
%R(W—FM()) fA(Ck_17n+M0) —1 ( )

Hence fa(ck—1 — 1, X 4+ My) is an admissible polynomial in this case.

3.3.5 Summation by telescoping

If there is f(X) € K[X]|—{0} so that R(lX) = f(lX) — f(XlJrl) then N(f, R, X) = 0. By (35) and

(36) we have degg f =k — 1, degg N(f, A, X) < k — 2. Now (15) and Lemma 4 implies that
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fa(cg—1) is the only polynomial which can possibly satisfy these two conditions. Therefore

— = (lx) has an exact difference primitive if and only if N(f4(ck_1), R, X) = 0. Whenever this

criterion holds, we can compute the exact value of the sum by telescoping. (Cf. Corollary 6.)

Remark 13. One can use Remark 9 to calculate effective lower bounds on n for inequalities
of Lemma 12 to hold. Computations are analogous to Section 3.2 and we omit the details.

4 Explicit calculations

4.1 Reciprocal sequence

This subsection is devoted to explicit calculation of reciprocal sequence. We begin with an
elementary observation. The situation is same as Theorem 3.

Remark 14. Let h be a polynomial given by Theorem 3 and Ny be the corresponding integer.
Suppose that (a,),>1 is reciprocal sequence of the sequence (z,,)m,>1 given by x,, = R(mi -
Then from (6) it follows that, for all n > Nj,

(i) a, is either [h(n)] or |h(n)| + 1;
(ii) if h(n) is an integer for some n, then a, = h(n).
Let P, Q € Q[X] be polynomials so that degg P —degg@Q = k > 2 and sgn P = sgn @ = 1.

Suppose that P(z),Q(z) > 0 for all real x > 1, i.e., 0 is a legitimate choice for My. One can
P(X)

always ensure this property by shifting the polynomials in hypothesis. Set R(X) = o €
Q(X) and consider the sequence (z,,),>1 given by
L (m>1) (39)
T = —— (m>1).
R(m)

Subsequent paragraphs contain an algorithmic determination of (a,),>1, the reciprocal se-
quence of (z,)m>1.

4.1.1 Algorithm for reciprocal sequence

Let A(X) and B(X) be the polynomials in Q[X] obtained by the division algorithm, i.e,
P(X) = A(X)Q(X)+ B(X) and degyB < degyQ. Suppose that (co, ..., cx—1) € Q% x QF*
is the unique tuple which is solution to the system of equations (19) corresponding to A(X).
Write ¢; = % where p;, ¢; are integers with ¢; > 0 and ged(p;, ¢;) = 1 for each 0 <i < k — 1.
Note that if p; = 0 then ¢; = 1. Let L = lem(qo, ..., qr—2). Put

H(X)=coX" '+ 4 oX,

Hp(X) = LH(X). (40)
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It is clear that Hp(X) € Z[X]. We determine a family of polynomial in Q[X] parameterized
by residue classes modulo L such that for sufficiently large n value of a, is obtained by
evaluating one of these polynomials at n, and this polynomial depends only on residue class
of n modulo L.

4.1.2 Casel: ¢, 1L

Under this assumption g1 # 1. Write ¢, 1 = |ex_1] + Z:j where r,_; is a positive

integer < qx—1 — 1. Since ged(pr—_1,qr—1) = 1 it follows that ged(rg_1,qr_1) = 1. Therefore

oy E{tInelZ}
Suppose that r € {1,...,L}. By the argument above, there is a unique integer [(r) that

satisfies I(r) — F < cxp—1 <I(r) +1— 7. Now let ¢(r) = I(r) — 7 and h,(X) = H(X) +¢(r).
Since ¢(r) € (cx—1 — 1, cx—1) there is a,n integer N (r) so that

1
he(n) £ S
X i

Fix choice of N(r) for each r € {1,...,L}. Put N = max{N(1),...,N(L)}. Let n > N.
Now r(n) be the unique element in {1,..., L} with Hy(n) = r(n) (mod L). Evidently r(n)
depends only on residue class n mod L. Note that

HL<7’L)
L

< h:(n)+1 (n>N(r)).

+1(r(n)) — Lg) €Z (n>N).

Remark 14 (ii) implies a,, = hy()(n).
Therefore in this case we have a closed form formula for a, depending on equivalence
class of n modulo L whenever n > N.

4.1.3 Case II: ¢._; | L

Let r € {1,...,L}. T # 1+ |cx—1] — cx—1 then there is a unique integer I(r) with

I(r)—7 < cp—1 <I(r )—l—l—— For these residue classes define c(r) = I(r) =7 € (cp—1—1, cx—1)-
Now let r € {1,...,L} Wlth = 1+ [cg_1] — cx—1. Such residue class exists and is

unique. Set [(r) =1 + |ck—1] Note that cy_; = [(r) — 7. For this residue class define

C—1, if sgn N (fa(ep-1), P, X) > 0;
cr—1— 1, if SgnN(fA(Ck—1)7P>X) = -1
Let h.(X) = H(X) + ¢(r). By the proof of Theorem 3 and Lemma 12 it follows that for

each r there is an integer N (r) so that

he(n) < L

<=5 <h(n)+1 (n>N(r)).
2 m=n Bim)
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Suppose that N = max{N(1),...,N(L)}. Let n > N and r(n) be the unique element in
{1,..., L} such that Hy(n) = r(n) (mod L). It follows that there is a positive integer N so
that a, = h,(»)(n) whenever n > N.

The discussion above can be summarized as follows:

Theorem 15. Let (2,,)m>1 be the sequence defined by (39). There ezist a positive integer
L, algorithmically computable polynomials h, (X) € Q[X]| parameterized by residue classes
modulo L, a polynomial Hp(X) € Z[X] of degree k — 1 with constant term 0, and natural
number N so that

(i) Hy(X) — Lh, (X) € Z for all residue classes r,
(i1) a, = h,(n) if H(n) =r (mod L) for alln > N.

Proof. The statement holds with L = lem(qq,...,qx_2), Hy given by (40), polynomials
(hr(X))r moa . and the number N constructed above. The tuple (¢, ..., c,_1) is algorithmi-
cally constructible and once we have this datum, construction of (h,(X)); mea r is already
given in two possible cases. [l

Remark 16. The choice of L in the proof of the theorem is algorithmically computable.
Moreover, one can choose N effectively since by Section 3.2 and Remark 13 each of N(r) is
effective.

Theorem 15 is an analogue of Theorem 3 in context of reciprocal sequence. The modulus
in the statement of the theorem adds an arithmetic aspect to the theory.

4.1.4 Choice of modulus

Let m be a natural number and ¢(X) € Z[X]. A residue class » modulo m is nontrivial with
respect to ¢ if there exists one (and hence infinitely many) integer n such that ¢(n) = r (mod
m). Nontrivial residue classes are exactly residue classes of {¢(j) | 1 < j < m}. Observe
that we need h,.1,(X) only for the residue classes modulo L which are nontrivial with respect
to Hy. For other residue classes, the constant term of h, ;(X) can be chosen arbitrarily.
Let L; be another positive integer so that there exists Hp,(X) € Z[X] and polynomials
{hyr,(X) | r mod Ly} C Q[X] satisfying conditions (i) and (ii) in the statement of theorem.
Using condition (i) and Lemma 10

_ Hy(X) _ HL(X)

Ly L

H(X)

Since L = lem(qo, . . ., qx—2) we have L|Ly and Hy, (X) = £ H;(X). Non-constant part of the
polynomials {h, r,(X) | r mod L, } are same and equals H(X). Now Hy(ny) = Hp(n2) (mod
L) if and only if Hy, (ny) = Hy,(n2) (mod Ly) for all ny, ny € Z. Hence Hy(n) — Hp,(n) is a
bijection between residue classes modulo L nontrivial with respect to H and residue classes
modulo L; nontrivial with respect to Hy,. Let r, r; be two nontrivial residue classes modulo
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L, L, respectively. By condition (ii) of the theorem, h, 1 (X) = h,, 1, (X) if r corresponds to
r1 under the bijection mentioned above.
This phenomenon shows that the modulus in Theorem 15 is essentially unique.

4.2 Asymptotic of summation

In this subsection we write down the asymptotic form of Theorem 3. For this purpose one
requires a familiar technique from complex analysis.

Lemma 17. Let ¢(2) = apz?+a 2971+ - -+ay € C[z] be a polynomial of degree d > 1. There
exists M(¢p) > 0 (depending on ¢) so that on an open set containing the region |z| > M(¢)
1 A;

o) oo

where the right-hand side converges absolutely on the open set. Moreover, there are com-
putable polynomials F; € Zxy, ..., x4), j > d, which depend only on the integer d so that
; — o lF(u ad
(Z) Aj—ao Fj(aéw" d)?

7[10

(11) Fy is identically 1 and for d+1 < j < 2d — 1 the set of variables appearing in Fj is
{[El, P al‘j—d}-

Proof. We have

—1 —1_—d ai aq |4
pr— 1 — R .
o(2) ag 2 41+ " +-+ _aozd)

Write ©(z) = —(ftz + - + Z—szd). It is easy to see that |P(1)] < % whenever |z[ > M =

max{l,% | 1 <j<d}. Let M(¢) =1+ M and the open set be {z € C | |z| > M}.
Observe that ¢(z) has no zeroes in region |z| > M. One obtains the first part of assertion
by expanding (1 — ®(£))~" in a geometric series for |z| > M.
For any p > 0, coefficient of 27 in (1 — ®(2))~" is the coefficient of z2~? in the finite sum
P_,®(%)". Hence, the second part of the assertion is a consequence of the multinomial

r=0 z
theorem. ]

4.2.1 Asymptotic form of Theorem 3

With the notation of Theorem 3 we have deggh(X) = k —1 > 1 and leading coefficient of
h(X) of is ¢y > 0. Further h(n) > 0 for n > Ny. The inequality (6) is equivalent to

1 - 1 1
O<W< ZR(m+MO) < o (n > Np). (41)

m=n
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Now L. — 1

1 . . 1 )
o Qh(kX)l oSt h(X%(h(X)H), andQZhS first term in Taylor series of MOGETD S
cy22720=1) Therefore maern = O~ *2) and
- 1 1
= +0(n ) (n > Np). 42

Lemma 17 implies that for each n > max{M (h), M(h + 1), Ny}

(1)
1 A
0<—= S 21
h(n) ni
j=k—1
(2)
1 .
0c— =S L
h(n) +1 Fosi

By the second part of the lemma, we have Ag-l),Ag-Q) € K for all j > k — 1. Since leading

: : 1 fo 2, —2k42
term in expansion of ROMETD 8 0 # we have

1 2 .
AW = AP (= say, 4;) (k—1<j<2k—3),
1 2 — 2
Ag )—2 = Agk)—Q + G 2> A;k)—r

These statements also follow from lemma above. Moreover, from absolute convergence en-
sured by the lemma, it is easy to see that

1 2k—3 A
— _J O —2k+2
j=k—1
1 k—3

1 ‘ 1 2k—3 A
< _ A ) _ ' > N,
= maX{‘h(n) i |’ h(n) 1 jzkzl nJ } (n 0)
Hence
00 1 2k—3 A .
e AE—— 4 O(n %kt 1). 43



Thus we have calculated the first k£ — 1 terms in the asymptotic expansion of the sum in the
left-hand side in the traditional sense. (Compare (42) and (43).)

The constants M and M(¢) appearing in Lemma 17 are effective. Let |z| > M. Then
@(3)] < 745 and

z d+1

St *d(Zcb + Y eCy) (2o

r>p+1

Now suppose j > d and p = 57 — d. It is clear that the terms Zr dz—;“ in expansion of
the lemma appear from the first summation, namely, ag'z~¢ >/ "¢ @ (1)7. This summation
contributes only finitely many terms in orders higher than (%)J . To estimate the second

summation, note that in the region under consideration [®(1)| < i3] Where a = |Z1] + &2

Thus, if [2[ > a+1then |> 5 .,
determine My ;. > 0 such that

A,
>

r>j+1

d+1

(1)) < % Hence for ﬁxed € > 0 one can effectively

<elel (2] = Myye)-

From this argument, we conclude that the constant and range appearing in Oy, Oy, and
(43) are effective.

4.3 The example: P(X) = X*

Let k > 2 and P(X) = X%, Q(X) = 1 € Q[X]. With the notation of Section 3, R(X) =
P(X) = A(X) = X*, B(X) = 0 and we are in the situtation of Theorem 1. The objective
of this section is to write down the first few coefficients of the admissible polynomial fp(X)
as a function of k.

We introduce formal binomial coefficients for convenience. Let X be a formal variable
and 7 € Zs. Define (¥) to be an element of Q[X] given by the expression

r) )1, ifr = 0.

With the notation of Section 2 suppose that g(X) = X*. For this polynomial
1, ifr=0;
a, =
0, ifl<r<k

u(x, X*) = g1 (x)
Y (Y e

25

By (14)



forall 0 <1 <k —1. If | = k — 1 then one observes that (44) holds with formal binomial
coefficients.
Substituting (12) into (13) we obtain

ij mﬁzz(r_m)x] e (0<j<k—1).  (4)

r=1 s=1

Now one can proceed to solve the system of equations
ui(x) = vi(x, X*) (0<i<k—1)

following the algorithm of Lemma 4. The first few solutions are as follows:

colk) =k — 1,
) = 217

ey = K= 1)i(22k =3 (k>3 (46)
i = = 1)21(/g 5 ey

ealk) = (k7_201)2(6k:3 AT 4 92k — 45) (k> 5).

In general one can use (44), (45), and recursion argument of Lemma 7 to conclude that
¢, (k) is a rational function of &k whenever k > r + 1.

4.3.1 Asymptotic expansion of polygamma [1, p. 260]

Let k > 1. The polygamma function of order k is a holomorphic function on C—{0, -1, =2,...}
defined by the series

B (2) = (=1)F1E! Z(z +n)F L
n=0
Let 0 <0< 5 and Sy = {2 € C|z#0,|argz| <7 —0}. Finite order asymptotic expansion
of polygamma function on Sy is

B e (B =1 (2n+k —1)! 1
w( )(z) = (—1) + < Zk Zk+1 +ZB2n +Op,9(m))

271 22n+k

where p is any positive integer. Hence on Sy

1
Doz + n)*’H
B k+2n—1 1 -1
_ k 2n —2n
=kz (1 —l— kZZ ( on — 1 )Z + Op,e(ﬁ» . (47)
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As z — oo on the sector one can expand the right-hand side to get asymptotic expansion
up to arbitrary high order by choosing a large p. One can put p = [%1 to retrieve the first
k terms in the asymptotic expansion of W These formulas give an alternate
gateway to results of this subsection as mentioned in introduction.

4.3.2 Numerical formula

Let k > 2. Consider the sequence defined by z,, = m™* m > 1. We explicitly determine
the reciprocal sequences associated with (z,,).,>1 for small values of k. Set up is same as
beginning of this section, i.e., R(X) = P(X) = A(X) = X, Q(X) = 1 and B(X) = 0.
Notation and arguments from the proof of Theorem 1 and Section 4.1 are frequently used in
the discussion below. Here My = 0, which is compatible with theory in Section 4.1.

4.3.3 k=2

(Xin [6]) Using (46) we have (co, 1) = (1, —1). Hence L = 1 and one needs to use Case I. It
is clear that ¢(1) = —1. From explicit expression of fp(—1, X) and numerator polynomials
it follows that 2 is a legitimate choice for N. Hence

ap,=n—1 (n>2).

434 k=3

(Xin [6]) By (46) one concludes (cg,c1,c0) = (2,—2,1). Here L = 1 and we are in the
situation of Case II. Therefore, the constant term has to be ¢,_; or ¢._1 — 1. Note that
N(fp(ck-1), P, X) is a degree 0 polynomial with negative leading coefficient. Hence ¢(1) =
cx—1 — 1 =0. It is easy to see that N = 2 is a legitimate choice. Thus

a, =2n(n—1) (n>2).

4.3.5 k=4
(Xu [7]) From (46) it follows that (co,c1,¢2,¢3) = (3,—35, 4, —3). Here L = 4 and Case I
holds. All residue classes are nontrivial and ¢(1) = =2, ¢(2) = =3, ¢(3) = =1, ¢(4) = —2.

The choice of constants My, = 1, My = M, = 1 works for ¢ = ¢(2),¢(3),c(4). If the
constant term is c¢(1), then a legitimate choice is My, = My = 0, M; = 5. Therefore
N(2),N(3),N(4) =1 and N(1) = 5 is a legitimate choice of constants. Hence N =5 and
forall n > 5

( );
3n® — 2n? + Bn — 2 if n =2 (mod 4);
a, = .
3713—%7124-115”—;1» if n =3 (mod 4);
3n — In? 4+ Ln—2, if n=4 (mod 4).



4.4 k=5

(Xu [7]) Using (46) we see that (co, 1,2, ¢3,¢4) = (4, -8, %, =10 —2). Hence L = 3 and
Case I holds. Nontrivial residue classes modulo L with respect to Hp(X) are {2,3} and
¢(2) = —2,¢(3) = —1. The choice of constants My,) = 2, My = 1, My = 5 works for

c €{c(2),c¢(3)}. Therefore N =5 and for all n > 5

An* —8n? + 2n? — Ln—1, ifn=1 (mod 3);

ap = { 4nt —8n® + 2n? — P¥n — 2 if n =2 (mod 3);

An* —8n® + 2n? — Ln—1, if n =3 (mod 3).

Remark 18. The results for k = 4,5 answer questions of Kotesovec [5]. Theorem 15 provides
an algorithmically computable answer to the problem of determining reciprocal sequence for
a large class.

5 Complements: Sequence of polynomials

The discussion in Section 4.3 leads to new kind of formalism. Let K be a field of characteristic
0 and (Py(X))r>1 be sequence of polynomials in K[X] such that dy = degg P, > 2 for all
k> 1 and dy — oo as k — oco. For r € Z>( define

m, =min{ko € N | k> ky = dp >r+1}.

Write Z, = {k € N | k > m,}. By Lemma 4 one has a well defined function ¢, : Z, — K
given by ¢, (k) = ¢.(Fy). Since the system equations

uz<X):Uz<X>PI~C) X:(X077XT)7(O§Z§T§dk_1)

determines c,(k), it depends only on coefficients of X% ... X%~ in P (X). These coeffi-
cients are denoted by ag(k), ..., a.(k) respectively.

We can study behavior of this function for different sequences. The subsequent remark
summarizes some examples of interest.

Example 19.
(i) Let Py(X) = X*1 € Q[X]. Note that

One uses recursion argument of Lemma 4 to conclude that there is a rational function
C(X) € Q(X) so that ¢.(k) = C.(X) for all k£ € Z, (cf. Section 4.3). For r > 1
these rational functions are divisible by X?. Moreover, the asymptotic expansion in
(47) implies that these rational functions are actually polynomials.
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(i)

(i)

Let a € K, and P(X) € K[X] be a non-constant polynomial. Suppose that P (X) =
P(X)(X + a)* € K[X]. For this sequence ag(k) = ao(P). Suppose that k > r. Then
a,(k) is K-linear combination of elements of the form

{(l;)ajlogg}

with coefficients independent of k. By recursion argument there exists a rational func-
tion C,.(X) € K(X) such that ¢.(k) = C,.(k) for k> 1.

Let P(X),Q(X) € K[X] be so that deggP,degg@ > 1. Construct a sequence by
Py(X) = P(X)Q(X)k. Assume leading coefficient of P(X) is ag(P) and

QX)) =X+ A X+ + Ay e K[X]

with d > 1. Therefore ag(k) = ao(P). Using multinomial theorem we deduce that if
k > dr then a,(k) is a K-linear combination of elements

d d
{(j)A‘]‘J:(]O,_,,7jd)€Zg61, Z]S:k’OSZSJSST}
s=0 s=0

whose coefficients are independent of k. Observe that constraints on j imply that
Jo >k —rdand j, <rforalll <s<r. For k> dr all possible choices for j appear
and these depend only on d,r. Then each of these multinomial terms is a polynomial
in k of degree < dr. Using recursion, we can construct C,(X) € K(X) such that
e (k) = Cu(X) for k> 1.

In special cases one can use recursion to find finer properties of these functions which
indicate possibility of richer structure.
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