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Abstract

The distribution of values in a sequence, as seen in counting the number of terms

larger than a scalar times the average value is applied to the the Stern sequence and the

binomial coefficients. We also show that the suitably scaled logarithms of {
(

n
k

)

: 0 ≤
k ≤ n} converges to a distribution, and prove an implicit formula for the convergent

function. We leave an open problem regarding the distribution of the Stern sequence.

1 Overview

In Section 2, we give a brief motivation and overview of problems on the distribution of
values in sequences, as well as the distribution of spacings in sequences. Then in Section 3,
we investigate the distribution of values of the binomial coefficients in comparison to the
scaled average value, and we also present some data on this question. Then in Section 4,
we make a slight variation in the problem, prove that a limiting distribution exists, and
prove an implicit formula for the limiting distribution. Finally, in Section 5, we look at the
distribution of values of the Stern sequence.

1The author acknowledges support from National Science Foundation grant DMS 08-38434“EMSW21-

MCTP: Research Experience for Graduate Students”.
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2 Background and motivation

Historically there have been two stages to understanding the distribution of sequences, from
a number theoretical standpoint. The first and more classical stage involves looking at the
distribution of values in a sequence. Hermann Weyl [16] made many advances in this area
by proving certain sequences are uniformly distributed. For example, Weyl proved that if
α is an irrational number, then for any positive integer d, the sequence {αnd} is uniformly
distributed.

Once the distribution of values for a sequence is well understood, then a more modern
approach is to look at the distribution of spacings between consecutive terms. Some famous
results in this area include work by Hooley [4, 5] and Gallagher [2] on the distribution
of gaps between consecutive primes. The limiting distribution for average gaps between
primes is Poisson, and so are the spacings of fractional parts of lacunary sequences (see [10]).
Another famous result in this area is the Steinhaus conjecture, also known as the “three-
gap theorem”. For example, for any irrational α, the gaps between consecutive terms after
ordering the sequence {αn} up to a certain N , will only take 3 values, one of which is the
sum of the other two (see [12, 15]). For a more complete background on the distribution of
spacings, see the first few pages of [1].

The distribution of values is well understood for many sequences, but what about the
Stern sequence? With the goal in mind of studying the distribution of spacing of the Stern
sequence, we first need to understand the distribution of values. The Stern sequence [14],
which originated in a triangular array similar to Pascal’s triangle, can also be defined recur-
sively. The Stern sequence, denoted by s(n), satisfies the recurrences

s(2n) = s(n), s(2n+ 1) = s(n+ 1) + s(n) with s(0) = 0 and s(1) = 1.

Understanding the distribution of values for a row of the Stern sequence in the triangular
array (called the diatomic array), is not an easy problem. As a means of trying to understand
the distribution of the Stern sequence, we look at a potentially similar sequence, the binomial
coefficients. The initial idea that these two sequences might be comparable in behavior of
distribution came from the sum of values in a row. For example, the sum of values in the
n-th row of the diatomic array is 3n, and the sum of the binomial coefficients

(

n
k

)

for a fixed
n is 2n. With this motivation of understanding distribution of the Stern sequence better,
the author investigated the distribution of values of the binomial coefficients.

3 First glance

As a means of understanding the distribution of the values of the binomial coefficients,
we compare them to the average value. First note that the average value of the binomial
coefficients is 2n/(n+ 1).

For a fixed n, we define

F (λ, n) :=
#
{

0 ≤ k ≤ n :
(

n
k

)

≥ λ 2n

n+1

}

n+ 1
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to be the counting function for the number of binomial coefficients that are larger than λ
times the average value.

Remark 1. A probabilistic interpretation of this would be finding at how many points k,
with k = 0, 1, . . . , n, does the probability mass function fk(n) :=

(

n
k

)

2−n lie above λ/(n+1).
However, we will proceed from a number theoretic standpoint.

Then for various values of n, we compute F (λ, n) to see if there is a limiting function as n
goes to infinity. Figure 1 compares the values of F (λ, 28), F (λ, 29), and F (λ, 210). The curve
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Figure 1: Comparing F (λ, 28), F (λ, 29), and F (λ, 210)

of F (λ, 28) is given in blue and is on top for λ close to 0. The curve of F (λ, 29) is given in
red and is the middle curve. The curve for F (λ, 210) is given in purple and is on bottom for
λ close to 0. The data suggests that a nontrivial limiting function does not exist, possibly
because the comparing function grows too fast as compared to the binomial coefficients. It
is likely that F (λ, n) converges to F (λ) = 0 for λ > 0, with F (0) = 1.

4 Results

We now vary the problem in perhaps an unexpected way. Instead of allowing the variable λ
to be a multiplier, we want the counting function to converge to a limiting function, so we
raise the average value to λ instead. We now define the counting function to be

G(λ, n) :=
#
{

0 ≤ k ≤ n :
(

n
k

)

≥
(

2n

n+1

)λ
}

n+ 1
.

We will also denote the limit, whose existence we shall establish later, by

G(λ) := lim
n→∞

G(λ, n).

Computing G(λ, n) for various n, as seen in Figure 2, we see that a limiting function does
seem to exist. The sequence of functions seems to converge to G(λ) fairly quickly; the error
is roughly 0.0125 for G(λ, 210), 0.00556 for G(λ, 211), and 0.00312 for G(λ, 213). This data
then leads us to the following theorem.

3



0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

G(λ, 24) and G(λ)

0.0 0.2 0.4 0.6 0.8 1.0 1.2

0.0

0.2

0.4

0.6

0.8

1.0

G(λ, 25) and G(λ)

0.0 0.2 0.4 0.6 0.8 1.0 1.2

0.0

0.2

0.4

0.6

0.8

1.0

G(λ, 27) and G(λ)

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

G(λ, 29) and G(λ)

Figure 2: G(λ, 24), G(λ, 25), G(λ, 27), G(λ, 29) compared with G(λ)

Theorem 2. The limit G(λ) exists, and satisfies the relation

1− (1 +G(λ)) ln(1 +G(λ)) + (1−G(λ)) ln(1−G(λ))

2 ln 2
= λ. (1)

While refinements of the asymptotics of the binomial coefficients can be found in [13],
basic asymptotics and Stirling’s Formula are sufficient to prove the result.

Proof. The larger values for the binomial coefficient occur in the middle, at approximately
n/2. Our main term will come from

√
n ≤ k ≤ n−√

n, but since the binomial coefficients are
also symmetric, we will consider only the second half, or more specifically n

2
≤ k ≤ n−√

n,
for our initial estimates. For the tails we only need consider k in the range 0 ≤ k <

√
n,

again, because of symmetry.
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We first derive estimates for the main term. If we let k = n
2
+m, we get 0 ≤ m ≤ n

2
−√

n.
Then clearly

√

n/2 ≤
√

n/2 +m ≤
√

n−
√
n ≤

√
n,

so that (n/2 +m)−1/2 = O(n−1/2). Similarly we have

4
√
n ≤

√

n/2−m ≤
√

n/2,

so that (n/2 − m)−1/2 = O(n−1/4). Also note that (1 + O(n−1/2))(1 + O(n−1/4)) = (1 +
O(n−1/4)).

Using Stirling’s Formula three times, we get that

(

n
n
2
+m

)

=
n!

(n/2−m)!(n/2 +m)!

=
nn

√
n√

2π(n/2 +m)n/2+m+1/2(n/2−m)n/2−m+1/2

(

1 +O(n−1/4)
)

.

Now pick m such that
(

n
n/2+m

)

≥ (2n/(n + 1))λ but
(

n
n/2+m+1

)

< (2n/(n + 1))λ. Since
logarithmic functions are one to one, we have that

#

{

0 ≤ k ≤ n :

(

n

k

)

≥
(

2n

n+ 1

)λ
}

= #

{

0 ≤ k ≤ n : ln

(

n

k

)

≥ ln

(

2n

n+ 1

)λ
}

,

so we can consider the inequality ln
(

n
n/2+m

)

≥ ln(2n/(n+1))λ and simplify. So we have that

λn ln 2− λ ln(n+ 1) ≤ n lnn+
1

2
lnn− 1

2
ln(2π)−

(n

2
+m

)

ln
(n

2
+m

)

−
(n

2
−m

)

ln
(n

2
−m

)

− 1

2
ln
(n

2
+m

)

− 1

2
ln
(n

2
−m

)

+ ln(1 +O(n−1/4))

≤ n lnn+
(n

2
+m

)

ln
(n

2
+m

)

−
(n

2
−m

)

ln
(n

2
−m

)

+O(lnn) +O(n−1/4).

This implies that

λn ln 2+O (lnn) ≤ n lnn+
(n

2
+m

)

ln
(n

2
+m

)

−
(n

2
−m

)

ln
(n

2
−m

)

+O (lnn)+O(n−1/4).

After dividing by n, and rearranging, we get that

λ ln 2 ≤ lnn−
(

1

2
+

m

n

)

ln
(n

2
+m

)

−
(

1

2
− m

n

)

ln
(n

2
−m

)

+O

(

lnn

n

)

+O(n−5/4).
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Simplifying the right hand side, we see that

lnn−
(

1

2
+

m

n

)

ln
(n

2
+m

)

−
(

1

2
− m

n

)

ln
(n

2
−m

)

+O(n−5/4)

= lnn−
(

1

2
+

m

n

)

lnn−
(

1

2
+

m

n

)

ln

(

1

2
+

m

n

)

−
(

1

2
− m

n

)

lnn

−
(

1

2
− m

n

)

ln

(

1

2
− m

n

)

+O(n−5/4)

= −
(

1

2
+

m

n

)

ln

(

1

2
+

m

n

)

−
(

1

2
− m

n

)

ln

(

1

2
−mn

)

+O(n−5/4).

We then have the inequality

(

1

2
+

m

n

)

ln

(

1

2
+

m

n

)

+

(

1

2
− m

n

)

ln

(

1

2
−mn

)

+O(n−5/4) ≥ λ ln 2. (2)

Because of our choice of m, (2) implies that

(

1

2
+

m+ 1

n

)

ln

(

1

2
+

m+ 1

n

)

+

(

1

2
− m+ 1

n

)

ln

(

1

2
− m+ 1

n

)

+O(n−5/4) ≤ −λ ln 2. (3)

Simplifying the left side of the inequality (3), we get

(

1

2
+

m

n

)

ln

(

1

2
+

m

n

)

+

(

1

2
− m

n

)

ln

(

1

2
− m

n

)

+O

(

1

n

)

≤ −λ ln 2,

and this implies that

(

1

2
+

m

n

)

ln

(

1

2
+

m

n

)

+

(

1

2
− m

n

)

ln

(

1

2
− m

n

)

= −λ ln 2 +O

(

1

n

)

. (4)

Now, let f(t) := (1
2
+ t) ln(1

2
+ t) + (1

2
− t) ln(1

2
− t). If t = m

n
, then 0 ≤ t ≤ 1

2
− n−1/2 and

f : [0, 1
2
− n−1/2] → R. Otherwise, f is well defined on the interval [0, 1

2
], with f(0) = − ln 2

and f(1
2
) = 0. Looking at f ′(t) = ln(1

2
+ t)− ln(1

2
− t), we see that f ′(t) > 0 for t > 0. This

means that f is a strictly increasing function on the interval [0, 1
2
], and that there exists a

unique tλ ∈ (0, 1
2
− n−1/2) such that f(tλ) = −λ ln 2. So if f(m/n) = −λ ln 2 + O(n−1/2) =

f(tλ) +O(n−1/2), then this implies that m/n = tλ +O(n−1/2), so that m = ntλ +Oλ(
√
n).

Now, we have that

G(λ, n) =
2#

{

0 ≤ m ≤ n
2
−√

n :
(

n
n/2+m

)

≥
(

2n

n+1

)λ
}

n+ 1
+

2#
{

0 ≤ k ≤ √
n :

(

n
k

)

≥
(

2n

n+1

)λ
}

n+ 1

=
2tλn+O(n1/2)

n+ 1
+

O(
√
n)

n+ 1

=
2tλn

n+ 1
+O(n−1/2).
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Then taking the limit, we have have that

lim
n→∞

G(λ, n) = lim
n→∞

2tλn

n+ 1
+O(n−1/2) = 2tλ,

so that the limit G(λ) exists.
All that is left is to show G(λ) satisfies (1). We have that

1− 1

2 ln 2
(1 +G(λ)) ln(1 +G(λ)) + (1−G(λ)) ln(1−G(λ))

= 1− (1 + 2tλ) ln(1 + 2tλ) + (1− 2tλ) ln(1− 2tλ)

2 ln 2

= 1− 2(1
2
+ tλ)(ln 2 + ln(1

2
+ tλ)) + 2(1

2
− tλ)(ln 2 + ln(1

2
− tλ))

2 ln 2

= 1− 2f(tλ) + 2 ln 2

2 ln 2

= 1− −2λ ln 2 + 2 ln 2

2 ln 2
= 1− (1− λ)

= λ.

Remark 3. There are asymptotic estimates for the binomial coefficients that involve the
binary entropy function (see [3]). This helps to explain why the function f in the proof of
Theorem 2, as well as the relation that G(λ) satisfies, is reminiscent of the binary entropy
function.

5 The distribution of values for the Stern sequence

Stern [14] investigated the properties of a sequence he constructed in a way similar to Pascal’s
triangle: taking two values a and b which form the first row, and then the next row is formed
by rewriting the previous row and inserting the sum a + b between its summands. This
triangular construction is called the diatomic array. The Stern sequence, denoted s(n), also
satisfies the recurrences

s(2n) = s(n), s(2n+ 1) = s(n+ 1) + s(n) with s(0) = 0 and s(1) = 1.

Stern also showed that s(3n) is always even, and that these are the only even terms in the
sequence. Lucas [8] observed that when written in the diatomic array, the largest value of a
row is a Fibonacci number, and he proved that the maximum value occurs for the integers
n closest to 4/3 · 2r and 5/3 · 2r. Stern also showed that the sum of the values in a row of
the diatomic array is a power of 3, so that

2r+1
−1

∑

n=2r

s(n) = 3r. (5)
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This implies that the average value of the r-th row is roughly (3/2)r. This also implies that,
for fixed N , we have that

1

N

N
∑

n=0

s(n) ≍ Nβ−1, (6)

where β = log2 3. For more information on the Stern sequence, D.H. Lehmer [7] summarizes
Stern’s results. Reznick [9] also gives a summary of results on the Stern sequence, or see
entry A002487 [11]. For some new results on the Stern sequence, see [6].

For the distribution of values of the Stern sequence, we then count the number of terms
in a row of the diatomic array that are larger than the average value. We define the counting
function

H(λ,N) :=
#
{

2N ≤ n < 2N+1 : s(n) ≥ λ
(

3N

2N

)}

2N
.

The data in Figure 3 suggests that H(λ,N) converges to a smooth function, but it is not
clear if it actually does. Overall, the general shape of the graphs looks like e−ax2

−bx, but the
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Figure 3: H(λ, 212) (circles), H(λ, 217) (squares), and H(λ, 222) (diamonds)

data does not stay close to the curve. We leave understanding the nature of this limiting
distribution as an open problem.

As it turns out, the binomial coefficients are not similar enough to gain any information for
the Stern sequence. The next step after this problem would be to understand the distribution
of gaps of the Stern sequence.
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