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#### Abstract

We prove a simple relationship between extended binomial coefficients - natural extensions of the well-known binomial coefficients - and weighted restricted integer compositions. Moreover, we give a very useful interpretation of extended binomial coefficients as representing distributions of sums of independent discrete random variables. We apply our results, e.g., to determine the distribution of the sum of $k$ logarithmically distributed random variables, and to determining the distribution, specifying all moments, of the random variable whose values are part-products of random restricted integer compositions. Based on our findings and using the central limit theorem, we also give generalized Stirling formulae for central extended binomial coefficients. We enlarge the list of known properties of extended binomial coefficients.


## 1 Introduction

An integer composition of a nonnegative integer $n$ with $k$ summands, or parts, is a way of writing $n$ as a sum of $k$ nonnegative integers, where the order of parts is significant. We call the integer composition $S$-restricted if all parts lie within a subset $S$ of the nonnegative integers. Compositions with (various types of) restrictions on part sizes have recently been studied in, e.g., $[11,12,24,25,32]$ and for probabilistic results on such compositions see $[4,6,7,8,27,33,35]$. A classical result in combinatorics is then that the number of $S$ restricted integer compositions of $n$ with $k$ parts is given by the coefficient of $x^{n}$ of the polynomial or power series (see, e.g., [24])

$$
\left(\sum_{s \in S} x^{s}\right)^{k}
$$

These coefficients, in turn, which generalize the ordinary binomial coefficients, and are usually called polynomial coefficients or extended binomial coefficients, exhibit fascinating mathematical properties, closely resembling those of binomial coefficients. Although they appeared explicitly as far back as De Moivre's The Doctrine of Chances [14] in 1756, their systematic study has apparently only recently been investigated (cf. [17]). In the present paper, we give a complete characterization of extended binomial coefficients, over commutative rings $\mathcal{R}$, in terms of sums, over restricted integer compositions, of part-products of integer compositions, where each part is mapped, via a function $f$, to a value in the ring (Theorem 1). It is a straightforward exercise to show that these sums, when $f$ is integer-valued, count colored monotone lattice paths or, simply, colored integer compositions (third proof of Theorem 1 and Remark 4). Colored integer compositions, in turn, have recently been studied (cf. [1, 23, 28, 29]), for example, in the situation when part $s \in S$ comes in $s$ different colors (' $n$-colored compositions') and, simultaneously with, but independently of the present paper, when part $s \in S$ may take on $c_{s} \in \mathcal{C}$ different colors [34] (' $\mathcal{C}$-colored compositions'), where $c_{s}$ is a nonnegative integer. We term the generalization of these two concepts considered in the present work analogously $f$-weighted compositions, and, under restrictions on part sizes, $S$-restricted $f$-weighted compositions.

We give three proofs of the named simple result, Theorem 1, each shedding new light on the problem. Our first proof is a direct rewriting of extended binomial coefficients in terms of integer partitions, using commutativity of $\mathcal{R}$ and the multinomial theorem. Our second proof, which yields a very useful characterization of extended binomial coefficients as giving the distribution of the sum of $k$ independent multinomials, generalizes De Moivre's original observation that extended binomial coefficients arise as the distribution of the sum of $k$ independent random variables, distributed uniformly on the set $\{0,1, \ldots, l\}$ for some $l>0$; our proof is inspired, too, by [3] and [9], who discuss related settings. Our third proof may be considered a direct application of our second proof due to the well-known characterization of sums of independent discrete random variables, i.e., random walks, as directed lattice paths, but we give an independent proof that uses the Vandermonde property (Lemma 2) of extended binomial coefficients.

After having proven our main theorem, we specify, in Section 6, a variety of applications of our main result, which indicate the generality of our approach. We structure our applications in three parts:

- Firstly, we discuss $S$-restricted $f$-weighted integer compositions for particular choices of $S$ and $f$, as have been considered in the literature. For example, we consider the case where $S$ is the finite set $\{0,1, \ldots, l\}$; where $S=\mathbb{N} \backslash\left\{s_{0}\right\}$ [12], the nonnegative integers without a particular element $s_{0}$; the cases when $f(s)=s$, which yields, as mentioned, $n$-colored compositions; when $f(s)=s^{r}$, which allows the derivation of moments of random integer compositions [33, 35]; and a few other cases, such as when $f$ is complex-valued or takes values in the power set of a set $S$. In all these situations, our main theorem allows us to effortlessly derive a closed-form solution (and associated identities and properties) for the combinatorial object we consider, the total weight of all $S$-restricted integer compositions of $n$ with $k$ parts under the weighting function $f$, in terms of extended binomial coefficients.
- Secondly, we present the most important application of our main result, as we feel, namely, the situation when $f$ is a discrete probability measure. In this case, our main theorem allows us to derive a closed-form formula for the distribution of the sum of $k$ independent random variables, which we use, e.g., to specify a novel closedform formula for the sum of $k$ logarithmically distributed random variables. In the same context, we are able to derive generalized Stirling formulae for central extended binomial coefficients, by equating the exact closed-form solution with the asymptotic distribution, as implied by the central limit theorem. We also show, and make use of the fact, that extended binomial coefficient identities admit intriguing and convenient probabilistic proofs.
- Finally, we derive a few combinatorial proofs of extended binomial coefficient identities, based on their interpretation as representing (the total weight of all) $S$-restricted $f$ weighted integer compositions.


## 2 Notation and preliminaries

By $\mathbb{Z}$ we denote the set of integers, by $\mathbb{N}$ we denote the set of nonnegative integers and by $\mathbb{P}$ we denote the set of positive integers. Then, an integer composition of a nonnegative integer $n \in \mathbb{N}$ is a tuple $\pi=\left(\pi_{1}, \ldots, \pi_{k}\right) \in \mathbb{N}^{k}, k \in \mathbb{N}$, of nonnegative integers such that

$$
n=\pi_{1}+\cdots+\pi_{k},
$$

where the $\pi_{i}$ are called parts. We call an integer composition of $n S$-restricted (cf. [27]) for a finite subset $S$ of $\mathbb{N}$ if all parts satisfy $\pi_{i} \in S$. We denote the set of $S$-restricted integer compositions by $\mathcal{C}_{S}(n, k)$ and by $c_{S}(n, k)$ we denote its size, $c_{S}(n, k)=\left|\mathcal{C}_{S}(n, k)\right|$.

Furthermore, we call a tuple of nonnegative integers $\left(\lambda_{1}, \ldots, \lambda_{k}\right) \in \mathbb{N}^{k}$ where $\lambda_{1} \geq \lambda_{2} \geq$ $\cdots \geq \lambda_{k}$ an integer partition of $n$ ('unordered composition') and analogously denote by $\mathcal{P}_{S}(n, k)$ the set of $S$-restricted integer partitions and by $p_{S}(n, k)$ its size. Obviously, each $S$ restricted integer partition $\lambda=\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ may be uniquely represented by a tuple $\left(\alpha_{s}\right)_{s \in S}$ $-\alpha_{s}, \alpha_{s} \in \mathbb{N}$, denoting the multiplicity of $s \in S$ in $\lambda$ - where $\sum_{s \in S} \alpha_{s}=k$ and $\sum_{s \in S} s \alpha_{s}=$ $n$. We silently identify the two representations.

Next, let $\mathcal{R}=(R,+, \cdot, \mathbf{0}, \mathbf{1})$ be a commutative ring with addition + , multiplication $\cdot$ and additive and multiplicative identities $\mathbf{0}$ and $\mathbf{1}$, respectively. Let $f$ be a function $f: S \rightarrow R$. In the current work, our interest lies, in particular, in the quantity

$$
\begin{equation*}
d_{S, f}(n, k)=\sum_{\pi=\left(\pi_{1}, \ldots, \pi_{k}\right) \in \mathcal{C}_{S}(n, k)} f\left(\pi_{1}\right) \cdots f\left(\pi_{k}\right), \tag{1}
\end{equation*}
$$

where, obviously, the summation symbol refers to the addition operation + in $\mathcal{R}$, and likewise for multiplication $\cdot$.

We also remind the reader of the multinomial theorem. For $m \in \mathbb{N}, x_{1}, \ldots, x_{m} \in R$, and $k \in \mathbb{N}$ as above,

$$
\begin{equation*}
\left(x_{1}+\cdots+x_{m}\right)^{k}=\sum_{\substack{\alpha_{1} \geq 0, \ldots, \alpha_{m} \geq 0 \\ \alpha_{1}+\cdots+\alpha_{m}=k}}\binom{k}{\alpha_{1}, \ldots, \alpha_{m}} x_{1}^{\alpha_{1}} \cdots x_{m}^{\alpha_{m}} \tag{2}
\end{equation*}
$$

where $\binom{k}{\alpha_{1}, \ldots, \alpha_{m}}$ are the respective multinomial coefficients [3], which, for $\alpha_{s} \in \mathbb{N}, s \in S$, and $k=\sum_{s \in S} \alpha_{s}$, denote the number of arrangements of $k$ objects of $|S|$ different types $-\alpha_{s}$ of type $s$ for $s \in S$ - in a sequence of length $k$.

Finally, for $S, k$, and $n$ as above, we denote the coefficient, called polynomial coefficient or extended binomial coefficient in the literature (cf. [3, 9, 13, 17]), of $x^{n}$ in the expansion of the univariate polynomial $\left(\sum_{s \in S} f(s) x^{s}\right)^{k} \in \mathcal{R}[x]$ as $\binom{k}{n}_{(f(s))_{s \in S}}$. More precisely, we let

$$
\begin{equation*}
\binom{k}{n}_{(f(s))_{s \in S}}=\left[x^{n}\right]\left(\sum_{s \in S} f(s) x^{s}\right)^{k} \tag{3}
\end{equation*}
$$

where we use the standard notation $\left[x^{n}\right] h(x)$ to denote the coefficient of $x^{n}$ of the polynomial $h(x)=\sum_{i} a_{i} x^{i}$, i.e., $\left[x^{n}\right] h(x)=a_{n}$.

## 3 Main theorem

Theorem 1. With notation as in Section 2,

$$
d_{S, f}(n, k)=\binom{k}{n}_{(f(s))_{s \in S}} .
$$

## 4 Proofs of the main theorem

Proof of Theorem 1, 1. Rewriting (1) in terms of partitions, we find that $d_{S, f}$ allows the following representation, because of commutativity of multiplication in $\mathcal{R}$ and the combinatorial interpretation of multinomial coefficients as above,

$$
\begin{equation*}
d_{S, f}(n, k)=\sum_{\left(\alpha_{s}\right)_{s \in S} \in \mathcal{P}_{S}(n, k)}\binom{k}{\left(\alpha_{s}\right)_{s \in S}} \prod_{s \in S} f(s)^{\alpha_{s}}=\sum_{\substack{\alpha_{s} \geq 0 \\ \sum_{s} \alpha_{s}=k \\ \sum_{s} s \alpha_{s}=n}}\binom{k}{\left(\alpha_{s}\right)_{s \in S}} \prod_{s \in S} f(s)^{\alpha_{s}} . \tag{4}
\end{equation*}
$$

On the other hand, substituting $x_{s}=f(s) x^{s}, s \in S$, in the multinomial theorem (2), we find that

$$
\begin{equation*}
\left(\sum_{s \in S} f(s) x^{s}\right)^{k}=\sum_{\substack{\alpha_{s} \geq 0 \\ \sum_{s} \alpha_{s}=k}}\binom{k}{\left(\alpha_{s}\right)_{s \in S}}\left(\prod_{s \in S} f(s)^{\alpha_{s}}\right) x^{\sum_{s} s \alpha_{s}} \tag{5}
\end{equation*}
$$

Thus,

$$
\binom{k}{n}_{(f(s))_{s \in S}}=\left[x^{n}\right]\left(\sum_{s \in S} f(s) x^{s}\right)^{k}=d_{S, f}(n, k)
$$

as required.

For our next proof, we assume that $\mathcal{R}$ is the field of real numbers, that $f(s) \geq 0$ for all $s \in S$ and that $\sum_{s \in S} f(s) \neq 0$. We also make use of the following observation. If

$$
X_{1}+\cdots+X_{k}=n
$$

where $X_{1}, \ldots, X_{k}$ are $S$-valued random variables, then the $X_{j}$ variables form an $S$-restricted integer composition of the integer $n$ with $k$ parts. Thus, by mutual disjointness of any two distinct 'composition events' and additivity of probability measures,

$$
\begin{equation*}
P\left[X_{1}+\cdots+X_{k}=n\right]=\sum_{\pi=\left(\pi_{1}, \ldots, \pi_{k}\right) \in \mathcal{C}_{S}(n, k)} P\left[X_{1}=\pi_{1}, \ldots, X_{k}=\pi_{k}\right] \tag{6}
\end{equation*}
$$

for every suitable probability measure $P$.
Proof of Theorem 1, 2. Let $X_{i}, i=1, \ldots, k$, be identically and independently distributed random variables, where each $X_{i}$ is multinomially distributed on the set $S$, where the probability that $X_{i}$ takes on the value $s \in S$ is $p(s)=\frac{f(s)}{\sum_{s^{\prime} \in S} f\left(s^{\prime}\right)}$. We derive the distribution of the sum $X_{1}+\cdots+X_{k}$ in two ways, first by considering its probability generating function (pgf) and then by a combinatorial argument using (6).

Consider the pgf $G_{X_{i}}(x)=\sum_{n=0}^{\infty} p(n) x^{n}$ of $X_{i}$. Because $X_{1}, \ldots, X_{k}$ are independent, we have by elementary facts about pgf's that

$$
G_{X_{1}+\cdots+X_{k}}(x)=G_{X_{1}}(x) \cdots G_{X_{k}}(x)=\left(\sum_{s \in S} p(s) x^{s}\right)^{k}=\sum_{n \geq 0}\binom{k}{n}_{(p(s))_{s \in S}} x^{n} .
$$

Therefore,

$$
\begin{equation*}
P\left[X_{1}+\cdots+X_{k}=n\right]=\frac{G_{X_{1}+\cdots+X_{k}}^{(n)}(0)}{n!}=\frac{n!}{n!}\binom{k}{n}_{(p(s))_{s \in S}}=\binom{k}{n}_{(p(s))_{s \in S}} \tag{7}
\end{equation*}
$$

where by $G_{X}^{(n)}(0)$ we denote the $n$-th derivative of $G_{X}$, evaluated at zero.
On the other hand, by (6) and using independence of $X_{1}, \ldots, X_{k}, P\left[X_{1}+\cdots+X_{k}=n\right]$ is given by,

$$
\begin{align*}
P\left[X_{1}+\cdots+X_{k}=n\right] & =\sum_{\pi=\left(\pi_{1}, \ldots, \pi_{k}\right) \in \mathcal{C}_{S}(n, k)} P\left[X_{1}=\pi_{1}\right] \cdots P\left[X_{k}=\pi_{k}\right] \\
& =\sum_{\pi \in \mathcal{C}_{S}(n, k)} p\left(\pi_{1}\right) \cdots p\left(\pi_{k}\right)=d_{S, p}(n, k) . \tag{8}
\end{align*}
$$

Thus, equating (7) and (8) yields $d_{S, p}(n, k)=\binom{k}{n}_{(p(s))_{s \in S}}$, but this suffices, since, as can easily be verified by factoring out the normalizer $c=\sum_{s^{\prime} \in S} f\left(s^{\prime}\right)$,

$$
d_{S, f}(n, k)=c^{k} d_{S, p}(n, k)=c^{k}\binom{k}{n}_{(p(s))_{s \in S}}=\binom{k}{n}_{(f(s))_{s \in S}}
$$

For our final proof, we use the following inductive characterizations of extended binomial coefficients, which generalize the corresponding properties of ordinary binomial coefficients.

Lemma 2. With notation as in Section 2,

$$
\begin{aligned}
& \text { (i) } \quad\binom{k}{n}_{(f(s))_{s \in S}}=\sum_{\mu+\nu=n}\binom{j}{\mu}_{(f(s))_{s \in S}}\binom{k-j}{\nu}_{(f(s))_{s \in S}}, \\
& \text { (ii) } \quad\binom{k}{n}_{(f(s))_{s \in S}}=\sum_{s \in S} f(s)\binom{k-1}{n-s}_{(f(s))_{s \in S}}
\end{aligned}
$$

where $0 \leq j \leq k$. For (ii), we have the 'initial condition' $\binom{0}{0}_{(f(s))_{s \in S}}=\mathbf{1}$.


Figure 1: The eight colored paths from $(0,0)$ to $(3,2)$ with steps in $\{(0,1),(1,1),(2,1),(3,1)\}$, where $(0,1)$ and $(2,1)$ come in two different colors and the remaining steps in one.

Proof. As in the ordinary binomial case, the Vandermonde convolution (i) follows from equating coefficients on both sides of $\left(\sum_{s \in S} f(s) x^{s}\right)^{k}=\left(\sum_{s \in S} f(s) x^{s}\right)^{j}\left(\sum_{s \in S} f(s) x^{s}\right)^{k-j}$. The addition/induction property (ii) is a special case of (i) with $j=1$. See also [17].

For our final proof of Theorem 1 , let $\mathcal{R}$ be the ring of integers and $f(s) \in \mathbb{N}$, in which case Fahssi [17] refers to the array of extended binomial coefficients as arithmetical polynomial triangle.

Proof of Theorem 1, 3. Consider two-dimensional monotone colored lattice paths from $(0,0)$ to $(n, k)$ as illustrated in Figure 1, i.e., paths in the lattice $\mathbb{Z}^{2}$ from $(0,0)$ to $(n, k)$ in which only steps $(a, b)$ for $a \geq 0, b \geq 0$, are allowed and each step $r=(a, b)$ comes in $g(r)$, $g(r) \in \mathbb{N}$, different colors. If $R \subseteq \mathbb{N}^{2} \backslash\{(0,0)\}$ specifies the allowed steps, the number $T_{R, g}(i, j)$ of monotone colored lattice paths from $(0,0)$ to $(i, j)$ with steps in $R$ satisfies the recurrence,

$$
\begin{equation*}
T_{R, g}(i, j)=\sum_{r=(a, b) \in R} g(r) T_{R, g}(i-a, j-b), \tag{9}
\end{equation*}
$$

with $T_{R, g}(0,0)=1$ and $T_{R, g}(i, j)=0$ for $i<0$ or $j<0$. Now consider $R=\{(s, 1) \mid s \in S\}$ ('simple steps') and $g((s, 1))=f(s)$. Then $T_{R, g}(n, k)$ satisfies, thus,

$$
T_{R, g}(n, k)=\sum_{s \in S} f(s) T_{R, g}(n-s, k-1),
$$

with $T_{R, g}(0,0)=1$ and is hence, considering Lemma 2, precisely the number $\binom{k}{n}_{(f(s))_{s \in S}}$.
On the other hand, the number $T_{R, g}(n, k)$ of monotone colored lattice paths with steps in $R=\{(s, 1) \mid s \in S\}$ and $g((s, 1))=1$ is obviously the number $c_{S}(n, k)$ since

$$
\left(\pi_{1}, \ldots, \pi_{k}\right) \mapsto\left(\left(\pi_{1}, 1\right), \ldots,\left(\pi_{k}, 1\right)\right)
$$

with $\pi_{1}, \ldots, \pi_{k} \in S$ represents an obvious bijection between $\mathcal{C}_{S}(n, k)$ and the set of monotone paths from $(0,0)$ to $(n, k)$ with steps in $R$. For general $g((s, 1))=f(s) \in \mathbb{N}, T_{R, g}(n, k)$ analogously retrieves general $d_{S, f}(n, k)$.

## 5 Discussion

Remark 3. We first note that the assumption of finiteness of $S$, which we have made throughout, is not a restriction of generality, since, e.g., $\mathcal{C}_{S}(n, k)=\mathcal{C}_{S \cap\{0,1, \ldots, n\}}(n, k)$ so that our main result also holds for infinite $S$, when we, e.g., define $\binom{k}{n}_{(f(s))_{s \in S}}$ by $\binom{k}{n}_{(f(s))_{s \in S \cap\{0,1, \ldots, n\}}}$ in this case. Also note that, e.g., (6) holds whether or not $S$ is finite.
Remark 4. Next, we remark that by the third proof of Theorem 1 , the quantities $d_{S, f}(n, k)$, with $f(s) \in \mathbb{N}$ for all $s \in S$, have the interpretation of counting colored monotone lattice paths with steps in $R=\{(s, 1) \mid s \in S\}$. Thus, by the trivial correspondence of such paths and restricted integer compositions, $d_{S, f}(n, k)$ counts the number of $S$-restricted $\mathcal{C}$-color compositions [34], where $\mathcal{C}=(f(s))_{s \in S}$, in this case, which generalize $n$-color compositions, for which $f(s)=s$, i.e., part $s$ comes in $s$ different colors. Analogously, as indicated in Section 1, we call compositions with arbitrary $f, S$-restricted $f$-weighted compositions and note that $d_{S, f}(n, k)$ represents their 'quantification' - a value in a commutative ring that may be considered the 'total weight' of all $S$-restricted integer compositions of $n$ with $k$ parts under the weighting function $f$ - for fixed $n$ and fixed number $k$ of parts.

We also note the following immediate consequences of Theorem 1, the first two of which are shown in [34].

Corollary 5. (a) The quantity $d_{S, f}(n)=\sum_{k \geq 0} d_{S, f}(n, k)$ is given by

$$
\left[x^{n}\right] \frac{1}{1-\sum_{s \in S} f(s) x^{s}} .
$$

For $\mathbb{N}$-valued $f, d_{S, f}(n)$ counts the total number of $S$-restricted $f$-weighted compositions of $n$.
(b) The quantity $\sum_{k \geq 0} k d_{S, f}(n, k)$ is given by

$$
\left[x^{n}\right] \frac{\sum_{s \in S} f(s) x^{s}}{\left(1-\sum_{s \in S} f(s) x^{s}\right)^{2}}
$$

For $\mathbb{N}$-valued $f, \sum_{k \geq 0} k d_{S, f}(n, k)$ counts the total number of parts over all $S$-restricted $f$-weighted compositions.
(c) The quantity $\sum_{n \geq 0} n d_{S, f}(n, k)$ is given by

$$
k\left(\sum_{s \in S} f(s)\right)^{k-1} \cdot\left(\sum_{s \in S} s f(s)\right) .
$$

If $f$ is a probability distribution, $\sum_{n \geq 0} n d_{S, f}(n, k)$ is the expected value of the sum of the underlying random variables. ${ }^{1}$
(d) The quantity $\sum_{n \geq 0} n^{2} d_{S, f}(n, k)$ is given by

$$
k\left(\sum_{s \in S} f(s)\right)^{k-2}\left(\sum_{s \in S} f(s) \sum_{s \in S} s^{2} f(s)+(k-1)\left(\sum_{s \in S} s f(s)\right)^{2}\right) .
$$

If $f$ is a probability distribution, $\sum_{n \geq 0} n^{2} d_{S, f}(n, k)$ is the second moment of the sum of the underlying random variables.
Proof. Properties (a) and (b) immediately follow from the characterization of $d_{S, f}(n, k)$ given in Theorem 1 and well-known explicit formulae for geometric series. Property (c) follows from differentiating $\left(\sum_{s \in S} f(s) x^{s}\right)^{k}=\sum_{n \geq 0}\binom{k}{n}_{(f(s))_{s \in S}} x^{n}$ with respect to $x$ and evaluating at $x=1$. A simpler proof of (c) for nonnegative $f$ is obtained by noting that, with notation as in the second proof of Theorem 1,

$$
\begin{aligned}
\sum_{n \geq 0} n d_{S, f}(n, k) & =\sum_{n \geq 0} n c^{k} d_{S, p}(n, k)=\left(\sum_{s \in S} f(s)\right)^{k} \sum_{n \geq 0} n d_{S, p}(n, k)=\left(\sum_{s \in S} f(s)\right)^{k} \mathrm{E}\left[X_{1}+\cdots+X_{k}\right] \\
& =\left(\sum_{s \in S} f(s)\right)^{k} k\left(\sum_{s \in S} s p(s)\right)=\left(\sum_{s \in S} f(s)\right)^{k-1} k\left(\sum_{s \in S} s f(s)\right) .
\end{aligned}
$$

Property (d) follows from differentiating $\left(\sum_{s \in S} f(s) x^{s}\right)^{k}=\sum_{n}\binom{k}{n}_{(f(s))_{s \in S}} x^{n}$ twice with respect to $x$ and evaluating at $x=1$, or, for nonnegative $f$, by referring to the second moment of $X_{1}+\cdots+X_{k}$ analogous as for (c).

Remark 6. Properties (c) and (d) in the above corollary read as

$$
\sum_{n=0}^{k} n\binom{k}{n}=k 2^{k-1}, \quad \sum_{n=0}^{k} n^{2}\binom{k}{n}=\left(k+k^{2}\right) 2^{k-2}
$$

respectively, for ordinary binomial coefficients.
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## 6 Applications

In this section, we discuss a variety of applications of Theorem 1 and its proofs. We thereby omit the choice of the ring $\mathcal{R}$ when it is clear from the context. We split our applications in three parts: Applications based on selected $S$ and $f$ (Section 6.1), applications based on selected $S$ and where $f$ is a probability measure (Section 6.2 ), which apparently yields the most interesting results, and applications for proving identities of the coefficients $\binom{k}{n}_{(f(s))_{s \in S}}$ based on their combinatorial interpretation as representing restricted colored monotone lattice paths and restricted colored integer compositions (Section 6.3).

## 6.1 $S$-restricted $f$-weighted compositions for particular $S$ and $f$

To start, we discuss quantities $d_{S, f}(n, k)$ for selected $S$ and $f$, thereby showing how Theorem 1 can be applied to easily tackle problems discussed in the literature. We also present a few problems that, to our knowledge, have not been previously considered, because the literature so far has focussed on problems where $f$ is an indicator function or, at best, where $f$ is arithmetical.

We first note that problems where $f$ is an indicator function, i.e., $f(s)=1$ for $s \in B$ and $f(s)=0$ for $s \in S \backslash B$, are not particularly interesting because $d_{S, f}(n, k)=c_{B}(n, k)$ in this case. Still, we begin with this situation because it introduces the important class of coefficients $\binom{k}{n}_{l+1}$.

Example 7 (Compositions with no occurrence of $s_{0}$ ). Chinn and Heubach [12] discuss compositions of $n$ with no occurrence of a particular integer $s_{0}$. We obtain this case by setting $f(s)=0$ for $s=s_{0}$ and $f(s)=1$ otherwise. We find, for example, for $S=\mathbb{P}$ and $s_{0}=1$,

$$
\left(d_{S, f}(n, k)\right)_{n}=\left(\binom{k}{n}_{(0,1,1,1, \ldots)}\right)_{n}=(1,3,6,10,15,21,28, \ldots)
$$

for $k=3$ and $n=6,7,8,9,10,11,12,13, \ldots$ We note that the recursion which Chinn and Heubach [12, Theorem 5, p. 44] give for the number of compositions of $n$ with $k$ parts without $s_{0}$ is nothing but the addition/induction property, Lemma 2 (ii), of extended binomial coefficients for their particular setting.

Example 8 (Compositions with parts in $\{0,1, \ldots, l\}$ ). Let $S=\{0,1, \ldots, l\}$ for some $l \geq 0$, and $f(s)=1$ for all $s \in S, \mathcal{R}=(\mathbb{Z},+, \cdot, 0,1)$. Then $d_{S, f}(n, k)=c_{S}(n, k)=\binom{k}{n}_{(1,1, \ldots, 1)}$. This coefficient is ordinarily denoted by $\binom{k}{n}_{l+1}$ (cf. [2, 9, 17]). The upper bound $l=1$ yields the ordinary binomial coefficients.

Example 9 (Sum of part-products). Let $f(s)=s$ for all $s \in S, \mathcal{R}=(\mathbb{Z},+, \cdot, 0,1)$. Then,

$$
d_{S, f}(n, k)=\sum_{\pi \in \mathcal{C}_{S}(n, k)} \pi_{1} \cdots \pi_{k}
$$

is the sum of the $S$-restricted part-products of integer compositions of $n$ with $k$ parts. For $S=\{1,2, \ldots, l\}, d_{S, f}(n, k)$ is hence $\binom{k}{n}_{(1,2, \ldots, l)}$.

Example 10 ( $n$-color compositions). As mentioned, the case when $f(s)=s$ also counts the $n$-color compositions. Agarwal [1] discusses generating functions for the number of $n$-color compositions of $n$ with $k$ parts and Guo [23] studies generating functions for the number of $n$-color odd compositions of $n$ with $k$ parts (i.e., all parts are odd). Then, (a) $S$-restricted $n$-color compositions of $n$ with $k$ parts resp. (b) $S$-restricted $n$-color odd compositions of $n$ with $k$ parts are obtained within our framework as the numbers $d_{S, f}(n, k)$ with (a) $f(s)=s$ for all $s \in S$ and (b) $f(s)=s$ for all odd $s \in S$ and $f(s)=0$ otherwise. By Theorem 1, the generating functions for (a) and (b) are hence,

$$
\left(\sum_{s \in S} s x^{s}\right)^{k}, \quad \text { and } \quad\left(\sum_{\substack{s \in S \\ s \text { odd }}} s x^{s}\right)^{k}
$$

If we let $S=\mathbb{P}$, the set of positive integers, then the closed-form solutions ( $[1$, Theorem 1 , p. 1423] and [23, Theorem 4, p. 3], respectively)

$$
\frac{x^{k}}{(1-x)^{2 k}}, \quad \text { and } \quad \frac{x^{k}\left(1+x^{2}\right)^{k}}{\left(1-x^{2}\right)^{2 k}}
$$

for (a) and (b) are readily obtained.
In this context, the closed-form solution $\binom{n+k-1}{2 k-1}$ for the number of $n$-color compositions of $n$ with $k$ parts in $S=\mathbb{P}$ [1, Theorem 1, p. 1423], can be shown inductively, using the addition/induction property of extended binomial coefficients,

$$
\binom{k}{n}_{(f(s))_{s \in S}}=\sum_{s=1}^{n-1} s\binom{k-1}{n-s}_{(f(s))_{s \in S}}=\binom{k}{n-1}_{(f(s))_{s \in S}}+\sum_{s=1}^{n-1}\binom{k-1}{n-s}_{(f(s))_{s \in S}}
$$

where $f(s)=s$ for $s \in \mathbb{P}$. By the induction hypothesis

$$
\sum_{s=1}^{n-1}\binom{k-1}{n-s}_{(f(s))_{s \in S}}=\sum_{s=1}^{n-1}\binom{n-s+k-2}{2 k-3}=\binom{n-2+k}{2 k-2}
$$

and $\binom{k}{n-1}_{(f(s))_{s \in S}}=\binom{n-2+k}{2 k-1}$, so that the formula is verified.
Example 11 (Part-products of uniform random compositions). Still in a similar context, let $X_{S, k, n}$ be the random variable that, for a random (uniformly chosen) $S$-restricted integer composition $\pi=\left(\pi_{1}, \ldots, \pi_{k}\right)$ of $n$ with $k$ parts, takes on the part-product $\pi_{1} \cdots \pi_{k}$. Then, $X_{S, k, n}$ takes on $p_{S}(n, k)$ different values, where $p_{S}(n, k)=\left|\mathcal{P}_{S}(n, k)\right|$, and the probability
 of $X_{S, k, n}$ is

$$
\mathrm{E}\left[X_{S, k, n}\right]=\sum_{\left(\alpha_{s}\right)_{s \in S} \in \mathcal{P}_{S}(n, k)} \frac{\binom{k}{\left(\alpha_{s}\right)_{s \in S}}}{c_{S}(n, k)} \prod_{s \in S} s^{\alpha_{s}}=\frac{d_{S, f}(n, k)}{c_{S}(n, k)}
$$

where $f$ is the identity map. More generally, the $r$-th moment, $r \in \mathbb{N}$, of $X_{S, k, n}$ is given as

$$
\mathrm{E}\left[X_{S, k, n}^{r}\right]=\frac{d_{S, f}(n, k)}{c_{S}(n, k)}=\binom{k}{n}_{(g(s))_{s \in S}}
$$

where $f(s)=s^{r}$ for $s \in S$ and where $g(s)=\frac{s^{r}}{c_{S}(n, k)^{1 / k}}$. The variables $X_{S, k, n}$, together with asymptotics of related variables, are discussed in [33] and [35]. But note that, in fact, it also holds that

$$
\mathrm{E}\left[f\left(X_{S, k, n}\right)\right]=\frac{d_{S, f}(n, k)}{c_{S}(n, k)}=\binom{k}{n}_{(g(s))_{s \in S}}, \quad g(s)=\frac{f(s)}{c_{S}(n, k)^{1 / k}},
$$

whenever $f$ is multiplicatively linear, i.e., when $f(a b)=f(a) f(b)$, which includes all powers $f(s)=s^{\beta}$, with $\beta \in \mathbb{R}$, where $\mathbb{R}$ denotes the set of real numbers, since in this case $f\left(\prod_{s \in S} s^{\alpha_{s}}\right)=\prod_{s \in S} f(s)^{\alpha_{s}}$. We finally remark that since $\mathrm{E}\left[f\left(X_{S, k, n}\right)\right]$ can be expressed as an extended binomial coefficient, this expected value allows a representation as a convolution of expected values, e.g., via the Vandermonde property in Lemma 2,

$$
\mathrm{E}\left[f\left(X_{S, k, n}\right)\right]=\sum_{\mu=0}^{n} \mathrm{E}\left[f\left(X_{S, j, \mu}\right)\right] \mathrm{E}\left[f\left(X_{S, k-j, n-\mu}\right)\right]
$$

for all $0 \leq j \leq k$.
Example 12. We can of course also, e.g., define $Y_{S, k, n}$ as the variable whose values are $\log \left(\pi_{1} \cdots \pi_{k}\right)$ for random uniform $S$-restricted integer compositions, so that its moment generating function turns out to be

$$
M(t)=\exp \left(t Y_{S, k, n}\right)=\binom{k}{n}_{(g(s))_{s \in S}}
$$

with $g(s)=\frac{s^{t}}{c_{S}(n, k)^{1 / k}}$.
Example 13 (Odd number of compositions with odd parts). Let $f(s)=1$ if $s \in S$ is odd and zero otherwise. Then $\binom{k}{n}_{(0,1,0,1,0,1, \ldots)}$ is the number of $S$-restricted integer compositions with no even parts. For example, $\binom{2}{4}_{(0,1,0,1,0,1, \ldots)}=2$ since $4=1+3=3+1$. To make the example more interesting, let $f: S \rightarrow T$ with $T=\mathbb{Z} /(2 \mathbb{Z})$ with $s \mapsto[s]$, where $[s]$ is the congruence class of the integer $s$ in the Boolean ring $\mathbb{Z} /(2 \mathbb{Z})$. Then $\binom{k}{n}_{([0],[1],[0],[1],[0],[1], \ldots)}$ is [1] if $n$ has an odd number of compositions with all parts odd ( $k$ parts fixed).
Example 14 (Parity of extended binomial coefficients). Relatedly, $\binom{k}{n}_{(f(s))_{s \in S}}$ with $f(s)=$ [1] for all $s \in S$ (with notation as in Example 13) is [1] if and only if there are an odd number of $S$-restricted integer compositions of $n$ with $k$ parts. In other words, $\left[\binom{k}{n}_{(1,1, \ldots .)}\right]=$ $\binom{k}{n}_{([1],[1], \ldots .)}$, where $[x]$ denotes the parity of $x \in \mathbb{N}$, as above. We find the following characterization for $S=\{0,1, \ldots, l\}$,
where we let $r(n)=1$ if $n$ is odd and $r(n)=0$ otherwise. To prove (10), note that for $k$ even and $n$ odd, $\binom{k}{n}_{l+1}$ must be even by the absorption/extraction property of extended binomial coefficients, Example 26 below (bringing $n$ to the left-hand side in the example). Moreover, if $k$ and $n$ are even, then by the Vandermonde property, Lemma 2, of extended binomial coefficients with $j=k / 2$,

$$
\binom{k}{n}_{([1],[1], \ldots,[1])}=\sum_{x=0}^{n}\binom{k / 2}{x}_{([1],[1], \ldots,[1])}\binom{k / 2}{n-x}_{([1],[1], \ldots,[1])}
$$

All summands on the right-hand side, except for $\binom{k / 2}{n / 2}_{([1],[1], \ldots,[1])}^{2}=\binom{k / 2}{n / 2}_{([1],[1], \ldots,[1])}$, appear exactly twice; hence, since $[0]+[0]=[1]+[1]=[0]$, their contribution is $[0]$. Finally, to prove the above relation for odd $k$, one can use the addition/induction property (Vandermonde property for $j=1$ ); since $k-1$ is even when $k$ is odd, the two cases when $k$ is even may be applied. Note how (10) generalizes the well-known 'parity relationship' for ordinary binomial coefficients (see Table 1).

Example 15 (Minimal parts). Let $f: S \rightarrow 2^{S}$ with $s \mapsto\{0,1, \ldots, s\}$ and let $\mathcal{R}=$ $\left(2^{S}, \Delta, \cap, \emptyset, S\right)$, where $2^{S}$ is the power set of $S$, and $\Delta$ denotes the symmetric difference on sets. Then, if $x \in S$ is the maximal element of $d_{S, f}(n, k)$, the part $x$ is the minimal part of an $S$-restricted integer composition of $n$ with $k$ parts an odd number of times. For example, for $S=\{0,1,2,3\},\binom{3}{8}_{(\{0\},\{0,1\},\{0,1,2\},\{0,1,2,3\})}=\{0,1,2\}$ and 2 is the minimal part exactly three times here, $8=3+3+2=3+2+3=2+3+3$.

Example 16 ('Alternating trinomial coefficients'). Let $S=A \cup B$ where $A$ and $B$ are disjoint. Let $f(s)=1$ if $s \in A$ and $f(s)=-1$ if $s \in B$. Then $d_{S, f}(n, k)$ denotes the difference between the number of compositions of $n$ with $k$ parts that have an even number of parts in $B$ and those that have an odd number of parts in $B$. For example, for $S=\{0,1,2\}$ and $B=\{1\}$, we have $\binom{4}{1}_{(1,-1,1)}=-4$ since $1=0+0+0+1=0+0+1+0=0+1+0+0=1+0+0+0$, i.e., all compositions have an odd number of 1 . In general here, $\binom{k}{n}_{(1,-1,1)}=(-1)^{n}\binom{k}{n}_{(1,1,1)}$ ('alternating trinomial coefficients'), since if and only if $n$ is odd, an odd number of 1 is required to form a composition of $n$.

Example 17 ('Complex alternating quadrinomial coefficients'). Let $f(s)=e^{\frac{\pi}{2} i \cdot s}$, where $i$ is the imaginary unit. For $S=\{0,1,2,3\}$, we have, e.g.,

$$
\left(\binom{k}{n}_{(1, i,-1,-i)}\right)_{n}=(1,3 i,-6,10 i, 12,12 i,-10,-6 i, 3, i)
$$

for $n=0,1, \ldots, 9$ and $k=3$, which, in general, yields the 'complex alternating quadrinomial coefficients'.

Example 18 (Individual $f_{i}$ 's). Note also the following generalization of the quantities $d_{S, f}(n, k)$. Instead of using the same $f$ for each part, we may consider different $f_{i}$ 's for different parts $\pi_{i}$. For example, we might consider the ring element

$$
d_{S, f_{1}, \ldots, f_{j}, f}(n, k)=\sum_{\pi} f_{1}\left(\pi_{1}\right) \cdots f_{j}\left(\pi_{j}\right) \cdot f\left(\pi_{j+1}\right) \cdots f\left(\pi_{k}\right),
$$

i.e., where the first $j \leq k$ parts are individually mapped to ring elements while the remaining $(k-j)$ parts have homogeneous $f$. Probabilistically, this corresponds to the distribution of the sum of $k$ independent but not identically distributed random variables. We find by simple rewriting using Theorem 1 that

$$
d_{S, f_{1}, \ldots, f_{j}, f}(n, k)=\sum_{x_{1}+\cdots+x_{j}+y=n} f_{1}\left(x_{1}\right) \cdots f_{j}\left(x_{j}\right) \cdot\binom{k-j}{y}_{(f(s))_{s \in S}}
$$

Using $f_{1}=\cdots=f_{j}=g$, we find

$$
d_{S, f_{1}, \ldots, f_{j}, f}(n, k)=\sum_{x+y=n}\binom{j}{x}_{(g(s))_{s \in S}}\binom{k-j}{y}_{(f(s))_{s \in S}}
$$

which can be considered a generalized Vandermonde relationship.
In this context, Heubach and Mansour [24] consider the number of $S$-restricted compositions of $n$ (with $k$ parts) with exactly $m$ parts in a set $B \subseteq S$. Using the above, where $g$ and $f$ are the indicator functions of the sets $B$ and $S \backslash B$, respectively, we find the closed-form solution for this quantity,

$$
\binom{k}{m} \sum_{x=0}^{n}\binom{m}{x}_{(1)_{s \in B}}\binom{k-m}{n-x}_{(1)_{s \in S \backslash B}} .
$$

For $B=\left\{s_{0}\right\}$ with $s_{0} \in S$, this yields the number of $S$-restricted compositions of $n$ with $k$ parts with exactly $m$ occurrences of $s_{0}$. Then, assuming $m s_{0} \leq n$,

$$
\sum_{m \geq 0} m\binom{k}{m}\binom{k-m}{n-m s_{0}}_{(1)_{s \in S \backslash B}}
$$

counts the number of times part $s_{0}$ occurs in all $S$-restricted compositions of $n$ with $k$ parts (cf. [24, Example 2.11, p. 131] and [12]).

Similarly, for, e.g., $S=\left\{1,2, s_{0}\right\}$ and $B=\left\{s_{0}\right\}$ [24, Example 2.14, p. 132], we find for the number $N_{S,\left\{s_{0}\right\}}(n, m)$ of $S$-restricted compositions of $n$ (with arbitrary number of parts) and exactly $m$ occurrences of $s_{0}$ the closed-form formula

$$
N_{S,\left\{s_{0}\right\}}(n, m)=\sum_{k \geq m}\binom{k}{m}\binom{k-m}{n-m s_{0}}_{(1,1)} .
$$

Since $\binom{k-m}{n-m s_{0}}_{(1,1)}=\binom{k-1-m}{n-1-m s_{0}}_{(1,1)}+\binom{k-1-m}{n-2-m s_{0}}_{(1,1)}$ (addition/induction property), we can rewrite as

$$
N_{S,\left\{s_{0}\right\}}(n, m)=N_{S,\left\{s_{0}\right\}}(n-1, m)+N_{S,\left\{s_{0}\right\}}(n-2, m)+N_{S,\left\{s_{0}\right\}}\left(n-s_{0}, m-1\right) .
$$

The combinatorial interpretation thereof is clear: By adding 1, 2, and $s_{0}$ at the end of $\left\{1,2, s_{0}\right\}$-restricted compositions of $n-1, n-2$, and $n-s_{0}$ with exactly $m$, $m$, and $m-$

1 occurrences of $s_{0}$, we obtain the $\left\{1,2, s_{0}\right\}$-restricted compositions of $n$ with exactly $m$ occurrences of $s_{0}$. This formula obviously generalizes:

$$
N_{S, B}(n, m)=\sum_{s \in S \backslash B} N_{S, B}(n-s, m)+\sum_{s_{0} \in B} N_{S, B}\left(n-s_{0}, m-1\right),
$$

where $N_{S, B}(n, m)$ denotes the $S$-restricted compositions of $n$ (with arbitrarily many parts) with exactly $m$ parts in $B$ (denoted $C_{B}^{S}(n, m)$ in [24]). Using this recursion gives another convenient way of deriving the generating function for $N_{S, B}(n, m)$ [24, Corollary 2.12, p. 131] as

$$
\frac{\left(\sum_{s_{0} \in B} x^{s_{0}}\right)^{m}}{\left(1-\sum_{s \in S \backslash B} x^{s}\right)^{m+1}}
$$

Example 19. Of course, the last example can be arbitrarily extended. For example, the number of $S$-restricted compositions of $n$ with $k$ parts with exactly $m_{0}$ parts in $B_{0} \subseteq S$ and $m_{1}$ parts in $B_{1} \subseteq S, B_{0} \cap B_{1}=\emptyset$, is given by

$$
\binom{k}{m_{0}, m_{1}, k-m_{0}-m_{1}} \sum_{z+y+x=n}\binom{m_{0}}{z}_{(1)_{s \in B_{0}}}\binom{m_{1}}{y}_{(1)_{s \in B_{1}}}\binom{k-m_{0}-m_{1}}{x}_{(1)_{s \in S \backslash\left(B_{0} \cup B_{1}\right)}} .
$$

Example 20 (Palindromic compositions). Palindromic compositions, also called self-inverse compositions [28], are compositions where $\pi_{i}=\pi_{k+1-i}$ for all $i=1, \ldots, k$. Heubach and Mansour [24] provide generating functions for the number of $S$-restricted palindromic compositions of $n$ with $k$ parts. We can easily give closed-forms solutions for our generalized setting of $S$-restricted $f$-weighted palindromic compositions. Define $\tilde{d}_{S, f}(n, k)=$ $\sum_{\substack{\pi \in \mathcal{C}_{S}(n, k) \\ \pi_{i}=\pi_{k+1-i}}} f\left(\pi_{1}\right) \cdots f\left(\pi_{\lceil k / 2\rceil}\right)$ and note that, when $f$ is $\mathbb{N}$-valued, $\tilde{d}_{S, f}(n, k)$ counts the number of colored palindromic compositions where parts $\pi_{i}$ and $\pi_{k+1-i}$ have the same color. Then, it obviously holds that,

$$
\tilde{d}_{S, f}(n, k)= \begin{cases}\binom{k / 2}{n / 2}_{(f(s))_{s \in S},}, & \text { if } k \text { is even; } \\ \sum_{s \in S} f(s)\left(\frac{k-1}{\frac{n-s}{2}}\right)_{(f(s))_{s \in S}}, & \text { otherwise }\end{cases}
$$

where we let $\binom{k}{n}_{(f(s))_{s \in S}}=0$ if $n$ or $k$ are not integral.

### 6.2 Sums of independent random variables

Now, we consider situations where the weighting function $f$ is a discrete probability measure. In this context, we first note that relationship (6) often reduces proofs about sums of independent variables to one-liners when known results about integer compositions are taken into consideration.

Example 21 (Sum of geometrically distributed RVs). For example, if $X_{j} \sim \operatorname{Geometric}(p)$, $j=1, \ldots, k$, i.e., each $X_{j}$ has probability distribution function (pdf) $g(y)=(1-p)^{y} p$, for $y \in \mathbb{N}$, then, denoting by $S_{k}$ the sum $X_{1}+\cdots+X_{k}$,
$P\left[S_{k}=n\right]=\sum_{\pi \in \mathcal{C}_{\mathbb{N}}(n, k)}(1-p)^{\pi_{1}} p \cdots(1-p)^{\pi_{k}} p=p^{k}(1-p)^{n} c_{\mathbb{N}}(n, k)=p^{k}(1-p)^{n}\binom{n+k-1}{k-1}$,
which is the negative binomial distribution with parameters $(1-p)$ and $k$, and where we have used the well-known fact that the number of $\mathbb{N}$-restricted integer compositions of an integer $n$ with $k$ parts is the number $\binom{n+k-1}{k-1}$.

Another interesting case arises for the sum of logarithmically distributed random variables, for which, to our knowledge, no closed-form solution has been brought forward hitherto.

Example 22 (Sum of logarithmically distributed RVs). If all $X_{j}, j=1, \ldots, k$, have logarithmic distribution with parameter $p$, i.e., $g(y)=\frac{-1}{\log (1-p)} \frac{p^{y}}{y}$, for $y \in \mathbb{P}$, then

$$
P\left[S_{k}=n\right]=\sum_{\pi \in \mathcal{C}_{\mathbb{P}}(n, k)} \prod_{i=1}^{k} \frac{-1}{\log (1-p)} \frac{p^{\pi_{i}}}{\pi_{i}}=\left(\frac{-1}{\log (1-p)}\right)^{k} p^{n} \sum_{\pi \in \mathcal{C}_{\mathbb{P}}(n, k)} \frac{1}{\pi_{1} \cdots \pi_{k}} .
$$

Note that the quantity $\sum_{\pi \in \mathcal{C}_{\mathbb{P}}(n, k)} \frac{1}{\pi_{1} \cdots \pi_{k}}$ is precisely $d_{\mathbb{P}, f}(n, k)$ with $f(s)=\frac{1}{s}$ for $s \in \mathbb{P}$. Thus,

$$
P\left[S_{k}=n\right]=\left(\frac{-1}{\log (1-p)}\right)^{k} p^{n}\binom{k}{n}_{\left(1, \frac{1}{2}, \frac{1}{3}, \ldots, \frac{1}{n}\right)} .
$$

Example 23 (Sum of multinomially distributed RVs). If all $X_{j}, j=1, \ldots, k$, have multinomial distribution on the set $S$ with parameters $p_{s}$ for $s \in S$, i.e., the number $s \in S$ is taken on with probability $p_{s}$, then

$$
P\left[S_{k}=n\right]=\sum_{\pi \in \mathcal{C}_{S}(n, k)} p_{\pi_{1}} \cdots p_{\pi_{k}}
$$

Intriguingly, $P\left[S_{k}=n\right]$ is thus precisely $d_{S, f}(n, k)$ with $f(s)=p_{s}$. Of course, this is the result derived in the second proof of Theorem 1 already. It allows another interpretation of the quantity $\binom{k}{n}_{\left(a_{s}\right)_{s \in S}}$. For nonnegative real numbers $\left(a_{s}\right)_{s \in S}$ with $\sum_{s \in S} a_{s} \neq 0$, the number $\frac{1}{c}\binom{k}{n}_{\left(a_{s}\right)_{s \in S}}$, where $c=\sum_{j}\binom{k}{j}_{\left(a_{s}\right)_{s \in S}}$, is the probability of obtaining the integer $n$ when $k$ numbers are drawn (with replacement) from the set $S$, where the probability to draw $s \in S$ is $\frac{a_{s}}{\sum_{s^{\prime} \in S} a_{s^{\prime}}}=\frac{a_{s}}{c^{1 / k}}$.

For $S=\{1, \ldots, m+1\}$ and $p_{s}=\frac{1}{m+1}$, we obtain De Moivre's original problem setting, and for $S=\{0, \ldots, m-1\}$ and $p_{s}=p^{s} q^{m-s-1}$ (for appropriate $p$ and $q$ ), we obtain the distribution discussed in [3].

Continuing with this example, we find that, by the central limit theorem, the 'probabilities' $\frac{1}{c}\binom{k}{n}_{\left(a_{s}\right)_{s \in S}}$ are asymptotically normal; in other words, the random variable $S_{k}$ that is the sum of $k$ independent multinomials on the set $S$ with parameters $p_{s}=\frac{a_{s}}{\sum_{s^{\prime} \in S} a_{s^{\prime}}}$ and whose exact distribution is $P\left[S_{k}=n\right]=\frac{1}{c}\binom{k}{n}_{\left(a_{s}\right)_{s \in S}}$, is, for large $k$, approximately normally distributed with mean value $\mu=k \sum_{s \in S} s p_{s}$ and variance $\sigma^{2}=k\left(\sum_{s \in S} s^{2} p_{s}-\left(\sum_{s \in S} s p_{s}\right)^{2}\right)$.

Example 24 (Stirling's approximation to central extended binomial coefficients). Thus, by equating the exact distribution with the approximate (and asymptotic) distribution
$\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{1}{2}\left(\frac{n-\mu}{2 \sigma}\right)^{2}}$ at their mean value, this entails, for example, for $S=\{0,1, \ldots, l\},\left(a_{s}\right)_{s \in S}=$ $(1,1, \ldots, 1)$, and $p_{s}=\frac{1}{l+1}$ (uniform distribution),

$$
\begin{equation*}
\binom{k}{n}_{l+1} \sim \frac{(l+1)^{k}}{\sqrt{2 \pi k \frac{(l+1)^{2}-1}{12}}} \tag{11}
\end{equation*}
$$

for $n=\left\lfloor\frac{k l}{2}\right\rfloor$, and where we write $a_{k} \sim b_{k}$ as short-hand for $\lim _{k \rightarrow \infty} \frac{a_{k}}{b_{k}}=1$. For $l=1$, we have Stirling's approximation for central binomial coefficients; the asymptotics of the central trinomial coefficient also seems to be known (cf. A002426 in Sloane [36]). To explicitly list asymptotics, we, e.g., have

$$
\binom{k}{\frac{k}{2}} \sim \frac{2^{k+1}}{\sqrt{2 \pi k}}, \quad\binom{k}{k}_{3} \sim \frac{3^{k}}{\sqrt{\frac{4}{3} \pi k}}, \quad\binom{k}{\frac{3}{2} k}_{4} \sim \frac{4^{k}}{\sqrt{\frac{5}{2} \pi k}}, \quad\binom{k}{2 k}_{5} \sim \frac{5^{k}}{2 \sqrt{\pi k}},
$$

for $l=1,2,3,4$. Apparently, Walsh [37] has been the first to derive Stirling's formula (for factorials) via the central limit theorem, by equating Poisson and normal density functions, while we equate here the distribution of a sum of independent multinomials with the normal density function; to the best of our knowledge, the general Formula (11) for central extended binomial coefficients is novel. ${ }^{2}$

Example 25. Analogously, for $\binom{k}{n}_{(0,1,0,1,0,1, \ldots)}$, Example 13, we find for $S=\{0,1,2, \ldots, 2 m\}$ for some $m \in \mathbb{N}, p_{s}=\frac{1}{m}$ for $s \in S, s$ odd, and $p_{s}=0$ otherwise,

$$
\binom{k}{n}_{(0,1,0,1,0,1, \ldots)} \sim 2 \cdot \frac{m^{k}}{\sqrt{2 \pi k \frac{m^{2}-1}{3}}}
$$

for $n=k m$ if $k$ is even or $m$ is odd and $n=k m \pm 1$ otherwise. ${ }^{3}$ For example, for $k=10$, $m=2$ and $n=20$, we have $\binom{k}{n}_{(0,1,0,1,0)}=252$ and the approximation formula yields $258.37 \ldots$

Next, in the context of distributions of sums of (discrete) random variables, (efficient) recursive evaluations of the distributions $P\left[S_{k}=n\right]$, in the absence of closed-form solutions, are of great interest to practitioners. Since, as shown, distributions of sums of independent $S$-valued variables are just (the total weight of) $S$-restricted weighted integer compositions, which in turn yield the extended binomial coefficients, these recursions have direct correspondences with analogous properties of extended binomial coefficients. Often, these properties have intriguing probabilistic proofs.

[^1]Example 26 (Absorption/extraction property). The following recursive evaluation of the distribution of the sum $S_{k}=X_{1}+\cdots+X_{k}$ goes back to Bühlmann and Gerber's discussion of Panjer [30] and Panjer [31].

$$
\begin{equation*}
P\left[S_{k}=n\right]=\frac{k}{n} \sum_{s \in S} s g(s) P\left[S_{k-1}=n-s\right], \tag{12}
\end{equation*}
$$

where $g(y)$ is the pdf of the $X_{i}$ 's. This recursion corresponds to the 'absorption/extraction' property of extended binomial coefficients [17],

$$
\binom{k}{n}_{(f(s))_{s \in S}}=\frac{k}{n} \sum_{s \in S} s f(s)\binom{k-1}{n-s}_{(f(s))_{s \in S}}
$$

For ordinary binomial coefficients, this is just the property

$$
\binom{k}{n}=\frac{k}{n}\binom{k-1}{n-1}
$$

Fahssi [17] proves the absorption/extraction property by taking the derivative of both sides of $\left(\sum_{s \in S} f(s) x^{s}\right)^{k}=\sum_{n \geq 0}\binom{k}{n}_{(f(s))_{s \in S}} x^{n}$ with respect $x$ and equating coefficients of $x^{n}$. The probabilistic proof given in Panjer [30] and Panjer [31] is slightly more intriguing. We have for the conditional expectation of $X_{k}$ given $S_{k}$,

$$
\mathrm{E}\left[X_{k} \mid S_{k}=n\right]=\frac{n}{k},
$$

by independence and identical distribution of the variables $X_{1}, \ldots, X_{k}$. By the definition of conditional expectation, this immediately implies (12).

Example 27. Analogously, we find the following recursion, which goes back to De Pril [15]. Let $0 \in S$. Then,

$$
\begin{equation*}
P\left[S_{k}=n\right]=\frac{1}{g(0)} \sum_{s \in S \backslash\{0\}}\left(\frac{k+1}{n} s-1\right) g(s) P\left[S_{k}=n-s\right], \tag{13}
\end{equation*}
$$

which translates into the corresponding property of extended binomial coefficients,

$$
\binom{k}{n}_{(f(s))_{s \in S}}=\frac{1}{f(0)} \sum_{s \in S \backslash\{0\}}\left(\frac{k+1}{n} s-1\right) f(s)\binom{k}{n-s}_{(f(s))_{s \in S}}
$$

which is proven in [26]. For $S=\{0,1\}$ and $f(s)=1$ for $s \in S$, this reads as the following property of ordinary binomial coefficients,

$$
\binom{k}{n}=\frac{k+1-n}{n}\binom{k}{n-1} .
$$

A very similar proof of (13) in terms of conditional expectation as in Example 26 is easily derivable [15].

Finally, Sagan [32] considers integer compositions 'inside a rectangle', i.e., those which have two-dimensional restrictions, one on their part sizes and one on the number of parts. He then shows that the sequence $\left(h_{l, m}(n)\right)_{n}$ is unimodal, that is, there exists an index $i$ such that $h_{l, m}(0) \leq \cdots \leq h_{l, m}(i) \geq h_{l, m}(i+1) \geq \cdots \geq h_{l, m}(l m)$, where $h_{l, m}(n)$ is the number of integer compositions of $n$ with at most $m$ parts, each of which has size at most $l$. In the light of the previous discussions, this result is very intuitive, at least 'asymptotically'. Namely, if we interpret $h_{l, m}(n)$ probabilistically, it is (proportional to) the probability that a randomly chosen integer composition inside the rectangle $(l, m)$ represents the integer $n$. Note that there are $(l+1)^{m} \approx l^{m}$ integer compositions with $m$ parts and upper bound $l$, and $\sum_{k=0}^{m-1}(l+1)^{k}=\frac{(l+1)^{m}-1}{l} \approx l^{m-1}$ integer compositions with fewer than $m$ parts, so that, for large $l$ and $m$, we will most likely 'hit' a composition with $m$ parts. Then, the numbers $\left.\binom{m}{n}_{l+1}\right)_{n}$ are 'Gaussian' in nature, representing sums of independent multinomials; see also our discussion in [16].

### 6.3 Lattice paths \& combinatorial proofs of extended binomial coefficient identities

Here, we present two combinatorial proofs relating to objects involving lattice paths. Our proofs are an application of the third proof of Theorem 1. We also give four combinatorial proofs of identities of extended binomial coefficients which are based on their interpretation given in Theorem 1 as representing $S$-restricted $f$-weighted integer compositions.

Example 28 (Counting lattice paths). Consider monotone lattice paths from $(0,0)$ to $(n, k)$ with steps in $\{(0,1),(1,0)\}$. Of course, there are exactly $\binom{n+k}{n}$ such paths - we take $(n+k)$ steps in total and may choose the $n(1,0)$ steps. We can derive this alternatively by noting that we may replace each $(1,0)$ step by a $(1,1)$ step; thus, we arrive at lattice point $(n, n+k)$ using steps in $\{(0,1),(1,1)\}$, and by the interpretation of such paths given in the named proof, their number is exactly $\binom{n+k}{n}_{l+1}$, for $l=1$.
Example 29 (Combinatorial proofs of Fibonacci identities). Relatedly (but a bit more challenging), consider monotone paths from $(0,0)$ to $(0, n)$ with steps in $\{(0,1),(0,2)\}$. Of course, by Equation (9) or simple reflection, there are $F_{n+1}$ such paths where $F_{n}$ denotes the $n$-th Fibonacci number. Now, replace each of $s$, where $0 \leq s \leq\left\lfloor\frac{n}{2}\right\rfloor,(0,2)$ steps by a $(1,1)$ step, leaving the $(n-2 s)(0,1)$ steps unchanged. Then we arrive at lattice point $(s, n-2 s+s)=(s, n-s)$ with steps in $\{(0,1),(1,1)\}$ and by the third proof of Theorem 1 , there are $\binom{n-s}{s}_{2}$ such paths. Hence,

$$
\sum_{s=0}^{\left\lfloor\frac{n}{2}\right\rfloor}\binom{n-s}{s}_{2}=F_{n+1}
$$

i.e., the sum of diagonal binomial coefficients yields a Fibonacci number. To continue on this, note that

$$
\sum_{s=0}^{\left\lfloor\frac{n}{2}\right\rfloor}\binom{n-s}{s}=\sum_{s=\left\lceil\frac{n}{2}\right\rceil}^{n}\binom{s}{n-s}
$$

which can be shown, combinatorically, by summing over the number of steps used. We illustrate in the more general case of monotone paths from $(0,0)$ to $(0, n)$ with steps in $\{(0,1),(0,2), \ldots,(0, l)\}$ for $l \geq 1$. As above, there are $F_{n+1, l}$ such paths, where $F_{n, l}$ denotes the the $n$-th $l$-generalized Fibonacci number [20], i.e., $F_{n, l}=F_{n-1, l}+\cdots+F_{n-l, l}$. Replace all $s_{i}(0, i)$ steps, $i=2, \ldots, l$, by a step $(i-1,1)$, leaving the $s_{1}(0,1)$ steps unchanged. This yields a path from $(0,0)$ to $(\alpha, \beta)=\left((2-1) s_{2}+\cdots+(l-1) s_{l}, s_{1}+\cdots+s_{l}\right)$ with steps in $\{(0,1),(1,1), \ldots,(l-1,1)\}$. Now, note that $s_{1}+2 s_{2}+\cdots+l s_{l}=n$ and denote by $k:=s_{1}+\cdots+s_{l}$ the total number of steps. Then $(\alpha, \beta)=\left(n-s_{1}-\left(s_{2}+\cdots+s_{l}\right), k\right)=(n-k, k)$. Surely, there can be at most $n$ steps and there must be at least $\left\lceil\frac{n}{l}\right\rfloor$ steps; thus,

$$
\sum_{k=\left\lceil\frac{n}{l}\right\rceil}^{n}\binom{k}{n-k}_{l}=F_{n+1, l} .
$$

Of course, this identity can more easily be seen by noting that $\binom{k}{n-k}_{l}=c_{\{1, \ldots, l\}}(n, k)$ and, certainly, paths from $(0,0)$ to $(0, n)$ with steps in $\{(0,1), \ldots,(0, l)\}$ are equivalent to compositions of $n$ with an arbitrary number of parts in $\{1, \ldots, l\}$. ${ }^{4}$

Finally, we mention that many interesting properties of extended binomial coefficients can very elegantly be proven by referring to our established combinatorial interpretation of them (Theorem 1). We exemplify with the Vandermonde convolution (Example 30), Fielder and Alford's recursion (Example 31), and two further results (Examples 32 and 33). We assume that $f(s) \in \mathbb{N}$ for all $s \in S$.

Example 30 (Combinatorial proof of Vandermonde identity). Let $j \in \mathbb{N}, 0 \leq j \leq k$, be fixed. Consider the set

$$
\begin{equation*}
\mathcal{D}:=\bigcup_{m=0}^{n} \mathcal{D}_{S, f}(m, j) \times \mathcal{D}_{S, f}(n-m, k-j) \tag{14}
\end{equation*}
$$

where we denote by $\mathcal{D}_{S, f}(n, k)$ the set of all $S$-restricted $f$-weighted integer compositions of $n$ with $k$ parts and where we identify the pair $\left(\left(\pi_{1}, \ldots, \pi_{j}\right),\left(\tilde{\pi}_{1}, \ldots, \tilde{\pi}_{k-j}\right)\right)$ with the tuple $\left(\pi_{1}, \ldots, \pi_{j}, \tilde{\pi}_{1}, \ldots, \tilde{\pi}_{k-j}\right)$.

Obviously, the union in (14) is over pairwise disjoint sets. Moreover, each $\pi \in \mathcal{D}$ is an $f$-weighted integer composition of $n$ with $k$ parts $p \in S$. Conversely, let $\pi=$ $\left(\pi_{1}, \ldots, \pi_{j}, \pi_{j+1}, \ldots, \pi_{k}\right) \in \mathcal{D}_{S, f}(n, k)$. Then $\left(\pi_{1}, \ldots, \pi_{j}\right) \in \mathcal{D}_{S, f}(m, j)$ for some $m$ between 0 and $n$ and $\left(\pi_{j+1}, \ldots, \pi_{k}\right) \in \mathcal{D}_{S, f}(n-m, k-j)$. Hence, $\pi \in \mathcal{D}$. Therefore

$$
d_{S, f}(n, k)=\left|\mathcal{D}_{S, f}(n, k)\right|=|\mathcal{D}|=\sum_{m=0}^{n} d_{S, f}(m, j) \cdot d_{S, f}(n-m, k-j)
$$

Example 31 (Combinatorial proof of Fielder and Alford's result). Note that in writing $n=\pi_{1}+\cdots+\pi_{k}$ with $\pi_{i} \in S$, we can use integer $l \in S$ among the $\pi_{i}$ 's either 0 times, 1 time,

[^2]$\ldots,\left\lfloor\frac{n}{l}\right\rfloor$ times (and at most $k$ times; e.g., for $l=0$ ). If we use $l i$ times we are left with the problem of solving $n-l i=q_{1}+\cdots+q_{k-i}$ with $q_{1}, \ldots, q_{k-i} \in S \backslash\{l\}$. Hence, accounting for all orders of the $i$ parts among $k$ and for all possible colorings,
$$
d_{S, f}(n, k)=\sum_{i=0}^{\min \left\{k,\left\lfloor\frac{n}{l}\right\rfloor\right\}} f(l)^{i}\binom{k}{i} d_{S \backslash\{l\}, f}(n-l i, k-i) .
$$

Using $S=\{0,1, \ldots, l\}$ and $f(s)=1$ for all $s \in S$, we obtain Fielder and Alford's [18] result about the outstanding position of the binomial triangle among the class of multinomial triangles (i.e., the following recursion may be used iteratively, so that $\binom{k}{n}_{l+1}$ has the representation as a convolution of binomial coefficients),

$$
\binom{k}{n}_{l+1}=\sum_{i=0}^{\min \left\{k,\left\lfloor\frac{n}{l}\right\rfloor\right\}}\binom{k}{i}\binom{k-i}{n-i l}_{l} .
$$

Example 32. For $S=\{0,1, \ldots, l\}$ and $f(s)=1$ for all $s \in S$, we also find the following noteworthy representation of $\binom{k}{n}_{l+1}$ by applying the inclusion/exclusion formula to the sets $A_{i}=$ "set of all $\{0,1, \ldots, l\}$-restricted integer compositions of $n$ with $k$ parts that have a positive part $\pi_{i}{ }^{\prime \prime}$. Obviously, if $n>0, \mathcal{C}_{\{0,1, \ldots, l\}}(n, k)=A_{1} \cup \cdots \cup A_{k}$, so that, by the inclusion/exclusion formula

$$
c_{\{0,1, \ldots, l\}}(n, k)=\left|A_{1} \cup \cdots \cup A_{k}\right|=\sum_{\substack{B \subseteq[k] \\ B \neq \emptyset}}(-1)^{|B|-1}\left|\bigcap_{j \in B} A_{j}\right| .
$$

We find

$$
\begin{aligned}
\left|\bigcap_{j \in B} A_{j}\right| & =\sum_{i=0}^{n} c_{\{1, \ldots, l\}}(i,|B|) \cdot c_{\{0, \ldots, l\}}(n-i, k-|B|) \\
& =\sum_{i=0}^{n} c_{\{0, \ldots, l-1\}}(i-|B|,|B|) \cdot c_{\{0, \ldots, l\}}(n-i, k-|B|),
\end{aligned}
$$

so that by applying Examples 31 and 30, we finally arrive at

$$
\binom{k}{n}_{l+1}=\sum_{j \in[k], \nu \in[0, k]}(-1)^{j-1}\binom{k}{j}\binom{k-j}{\nu}\binom{k-\nu}{n-j-\nu l}_{l},
$$

where we use the notation $[k]=\{1, \ldots, k\}$ and $[0, k]=\{0,1, \ldots, k\}$.
Example 33. Relatedly, consider the formula for the number $c_{S}(n)$ of compositions of $n$ with arbitrarily many parts, each in the set $S=\{1, \ldots, l\}$, given in [19], p. 43, derived from the generating function for $c_{S}(n), c_{S}(x)=\frac{1}{1-\sum_{s \in S} x^{s}}(\operatorname{cf.}$ Corollary 5),

$$
c_{S}(n)=\sum_{k \geq 0, j \geq 0}(-1)^{j}\binom{k}{j}\binom{n-l j-1}{k-1},
$$

whence the corresponding formula for fixed number $k$ of parts is,

$$
\begin{equation*}
c_{S}(n, k)=\sum_{j \geq 0}(-1)^{j}\binom{k}{j}\binom{n-l j-1}{k-1} \tag{15}
\end{equation*}
$$

The beauty of this formula, also given in [18], is that it directly links integer compositions with parts in $S=\{1, \ldots, l\}$, or extended binomial coefficients, to ordinary binomial coefficients. A combinatorial proof is as follows. Let $A_{i}$ be the set "P-restricted compositions of $n$ with $k$ parts such that part $i$ is strictly greater than $l "$, and denote by $A_{i}^{c}$ its complement. Then the set of $S$-restricted integer compositions of $n$ with $k$ parts is given as

$$
c_{S}(n, k)=\left|A_{1}^{c} \cap \cdots \cap A_{k}^{c}\right| .
$$

For any subset of indices $B \subseteq[k]$, we find that $\left|\bigcap_{j \in B} A_{j}\right|$ is the set of $\mathbb{P}$-restricted compositions of $n$ with $k$ parts where the parts indexed by $B$ are strictly greater than $l$. Subtracting $l$ from these parts yields

$$
\left|\bigcap_{j \in B} A_{j}\right|=c_{\mathbb{P}}(n-|B| l, k)=\binom{n-l|B|-1}{k-1}
$$

where the last equality is elementary (see, e.g., [19]). Applying the principle of inclusion/exclusion yields (15). The corresponding formula when $S$ is $\{0,1, \ldots, l\}$ is

$$
\binom{k}{n}_{l+1}=\sum_{j \geq 0}(-1)^{j}\binom{k}{j}\binom{n+k-(l+1) j-1}{k-1} .
$$

## 7 Conclusion

In the current work, we have investigated the quantities

$$
\sum_{\pi} f\left(\pi_{1}\right) \cdots f\left(\pi_{k}\right)
$$

showing that they precisely yield the extended binomial coefficients $\binom{k}{n}_{(f(s))_{s \in S}}$. There are various ways to extend this work. One way to do so is to derive further identities, in addition to those investigated in [17] and in the current exposition, of the coefficients $\binom{k}{n}_{(f(s))_{s \in S}}$, based, for instance, on their combinatorial interpretation as representing (the total weight of all) $S$-restricted $f$-weighted integer compositions, colored monotone lattice paths, or, most intriguingly, as denoting the distributions of independent identically distributed discrete random variables. As generalizations of the binomial coefficients, it is quite likely that many interesting of the myriad of known properties (cf., e.g., [21]) of binomial coefficients extend to the coefficients $\binom{k}{n}_{(f(s))_{s \in S}}$. Fahssi [17] generalizes the top ten identities from [22], and we have investigated further relationships (summarized in Table 1), but many more results (e.g., concerning further identities, extended binomial congruences, etc.) are awaiting.

| Binomial | Extended binomial |
| :---: | :---: |
| $\sum_{n=0}^{k} n\binom{k}{n}=k 2^{k-1}$ | $\sum_{n \geq 0} n\binom{k}{n}_{(f(s))_{s \in S}}=k c^{k-1} \cdot\left(\sum_{s \in S} s f(s)\right)$ |
| $\sum_{n=0}^{k} n^{2}\binom{k}{n}=\left(k+k^{2}\right) 2^{k-2}$ | $\sum_{n \geq 0} n^{2}\binom{k}{n}{ }_{(f(s))_{s \in S}}=k c^{k-2}\left(c \sum_{s \in S} s^{2} f(s)+(k-1)\left(\sum_{s \in S} s f(s)\right)^{2}\right)$ |
| $\binom{k}{n}=\frac{k+1-n}{n}\binom{k}{n-1}$ | $\binom{k}{n}_{(f(s))_{s \in S}}=\frac{1}{f(0)} \sum_{s \in S \backslash\{0\}}\left(\frac{k+1}{n} s-1\right) f(s)\binom{k}{n-s}_{(f(s))_{s \in S}}$ |
| $\binom{k}{n}=\binom{k}{n}$ |  |
|  | $\sum_{k=\lceil n / l\rceil}^{n}\binom{k}{n-k}_{l}=F_{n+1, l}$ |
| $\left.\begin{array}{c} \binom{k}{n}=\sum_{\nu=0}^{n-1}(-1)^{n-\nu-1}\binom{k}{n-\nu}\binom{k+\nu-n}{k} \\ \binom{k}{n}=\sum_{j \geq 0}(-1)^{j}\binom{k}{j}\binom{n+k-2 j-1}{k-1} \\ k / 2 \end{array}\right) \sim \frac{2^{k+1}}{\sqrt{2 \pi k}} .$ |  |
| $\left.\left[\begin{array}{ll} k \\ n \end{array}\right]\right]= \begin{cases}{[0],} & \text { if } k \text { even and } n \text { odd; } \\ {\left[\binom{k / 2\rfloor}{[n / 2\rfloor}\right],} & \text { otherwise. }\end{cases}$ |  |

Table 1: List of properties of extended binomial coefficients derived in the current work and not included in [17]. The constant $c$ is $\sum_{s \in S} f(s)$. By $[x]$ we denote the parity of $x \in \mathbb{N}$; moreover, $r(n)$ is as defined in Example 14.

Furthermore, in the current work, we have considered the quantities

$$
\sum_{\pi} f_{1}\left(\pi_{1}\right) \cdots f_{j}\left(\pi_{j}\right) \cdot f\left(\pi_{j+1}\right) \cdots f\left(\pi_{k}\right)
$$

which correspond to independently but not identically distributed random variables. The most general objects to consider, within this framework, would be the quantities,

$$
\sum_{\pi} F\left(\pi_{1}, \ldots, \pi_{k}\right)
$$

which, by identity (6), correspond to the distribution of the sum of $k$ (possibly dependent and not identically distributed) random variables. For example, Carlitz compositions, introduced in [10], require dependence between parts of an integer composition, namely, that two adjacent parts must be different (see also [5] and [7] for such, and more general, local dependencies), which could be described by quantities such as

$$
\sum_{\pi} g\left(\pi_{1}, \pi_{2}\right) \cdot g\left(\pi_{2}, \pi_{3}\right) \cdots g\left(\pi_{k-1}, \pi_{k}\right)
$$

with $g(m, l)=1$ if and only if $m \neq l$. This is the situation of the distribution of the sum of $k$ dependent discrete random variables, where the dependence satisfies the 'Markov' property that random variable $X_{i+1}$ is independent of the variables $X_{i-r}$ for $r \geq 1$, given knowledge of $X_{i}$. Analysis of these distributions promises to yield new insight into the counting of various types of restricted weighted integer compositions, where the restrictions/weights include dependencies between individual parts, another valuable extension of the situation considered in this work.
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[^0]:    ${ }^{1}$ Which, of course, due to linearity of the expectation operator and identical distribution of $X_{1}, \ldots, X_{k}$, must equal $k \mathrm{E}\left[X_{1}\right]$, as verified by formula (c).

[^1]:    ${ }^{2}$ However, Fahssi [17] indicates a very general formula, based on the Daniels-Good theorem, for the asymptotic of $\left[x^{n}\right](h(x))^{k}$, where $h(x)$ is a polynomial or power series, in the case when $n=O(k)$, which is used to derive the asymptotic of the central trinomial coefficient.
    ${ }^{3}$ The factor 2 in the formula is a correction because the exact distribution takes on strictly positive values only for odd respectively even numbers.

[^2]:    ${ }^{4}$ The identity $\binom{k}{n-k}_{l}=c_{\{1, \ldots, l\}}(n, k)$ is seen as follows. By Example $8, c_{\{0, \ldots, l\}}(n, k)=\binom{k}{n}_{l+1}$. Subtracting 1 from each part in a composition $\pi \in \mathcal{C}_{\{1, \ldots, l\}}(n, k)$ yields a composition of $n-k$ with $k$ parts, each between 0 and $l-1$.

