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Abstract

Consider the following stochastic process on a graph: initially all vertices are un-
covered and at each step cover the two vertices of a random edge. What is the expected
number of steps required to cover all vertices of the graph? In this note we show that
the mean cover time for a regular graph of N vertices is asymptotically (N log N)/2.
Moreover, we compute the exact mean cover time for some regular graphs via gener-
ating functions.

1 Introduction

The classical coupon collector’s problem can be extended in many ways. In some variants
that can be found in the literature (see, for example, [1, 2, 3, 4]) the objects to be collected
are the vertices of a graph. There are various interesting collection processes (e.g., a random
walk through the graph), but the following one does not seem to have been considered much.
Let G be a connected graph with N ≥ 2 vertices and M ≥ 1 edges (no loops). An edge

covering of G is a set of edges so that every vertex of G is adjacent to (or covered by) at
least one edge in this set. Initially all vertices of the graph are uncovered and at each step
we pick a random edge among all edges and we cover its two vertices. Let τG be the edge

cover time, i.e., the random variable that counts the number of steps required to cover all
vertices of G. What is its expected value E[τG]?

Let C(G, k) be the number of edge coverings of G with exactly k edges. Then the prob-
ability that at the n-th step the whole graph is covered is given by

p(n) =
M∑

k=1

C(G, k)

{
n

k

}
k!

Mn
.
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Since the following identity holds

{
n

k

}
k! =

k∑

r=1

(−1)k−r

(
k

r

)
rn,

then

p(n) =
M∑

r=1

Ĉ(G, r)
( r

M

)n

where

Ĉ(G, r) =
M∑

k=r

(−1)k−r

(
k

r

)
C(G, k).

The probability generating function is

P (x) =
∞∑

n=1

p(n)xn =
M∑

r=1

Ĉ(G, r)
∞∑

n=1

(rx

M

)n

=
M−1∑

r=1

Ĉ(G, r)
rx

M − rx
+

x

1 − x

because Ĉ(G,M) = C(G,M) = 1. In order to compute E[τG] we define

Q(x) =
∞∑

n=2

(p(n) − p(n − 1))xn + p(1)x = P (x)(1 − x).

Then

Q′(x) = P ′(x)(1 − x) − P (x)

=

(
M−1∑

r=1

Ĉ(G, r)
Mr

(M − rx)2
+

1

(1 − x)2

)
(1 − x) −

M−1∑

r=1

Ĉ(G, r)
rx

M − rx
−

x

1 − x

=

(
M−1∑

r=1

Ĉ(G, r)
Mr

(M − rx)2

)
(1 − x) −

M−1∑

r=1

Ĉ(G, r)
rx

M − rx
+ 1.

Finally we are able to express the answer in finite terms (see [6]) and we obtain

E[τG] = Q′(1) = 1 −
M−1∑

r=1

Ĉ(G, r)
r

M − r
. (1)

In the next sections we will apply the above formula to several kind of graphs, after the
generating function whose coefficients give C(G, k) has been determined. We decided to
consider only regular graphs, so that no vertex is privileged with respect to the others.

Before we start, we would like to establish some bounds for E[τG] when G is a generic
d-regular graph with N vertices (and dN/2 edges). Since the graph is regular, at each step
every vertex has the same probability to be covered. Hence if we assume that only one
vertex of the chosen edge is covered, then the modified process is just the classical coupon
collector’s problem, and therefore its mean cover time NHN is greater than E[τG]. A more
precise asymptotic bound is given by the following theorem, which uses the probabilistic
method (see, for example, [2]) .
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Theorem 1.1. Let G be a d-regular graph with N vertices and let τG its cover time. Then
for any α > 0

Pr

(∣∣∣∣
τG − (N log N)/2

N

∣∣∣∣ ≤ α

)
≥ 1 − 2e−2α + o(1). (2)

Moreover,
E[τG] ∼ (N log N)/2. (3)

Proof. Let A(v) be the event such that the vertex v is not covered after

f(N) = N(log N + a)/2

steps with a ∈ R. Since the probability that the vertex v is covered at any step is

p = d/(Nd/2) = 2/N,

it follows that

Pr(A(v)) =
∑

k>f(N)

(1 − p)k−1p = (1 − p)f(N) =
e−a

N
+ o(1/N).

If v 6= w and v − w is not an edge, then the probability that v or w are covered at any step
is

p = 2d/(Nd/2) = 4/N.

Hence

Pr(A(v) ∩ A(w)) = (1 − p)f(N) =
e−2a

N2
+ o(1/N2).

On the other hand, if v 6= w and v − w is an edge then the probability that v or w are
covered at any step is

p = (2d − 1)/(Nd/2) = 4/N − 2/(Nd)

then

Pr(A(v) ∩ A(w)) = (1 − p)f(N) =
e−a(2−1/d)

N2−1/d
+ o(1/N2−1/d).

Let X(v) be the indicator for the event A(v) and let X =
∑

v X(v) be the number of vertices
v such that A(v) occurs. We have the following estimates:

E[X(v)] = 1 · Pr(A(v)) =
e−a

N
+ o(1/N),

Var[X(v)] = E[(X(v)]2) − E[X(v)]2 =
e−a

N
+ o(1/N),

Cov[X(v), X(w)] = E[X(v) · X(w)] − E[X(v)] · E[X(w)]

= Pr(A(v) ∩ A(w)) −
e−2a

N2
+ o(1/N2)

=






o(1/N2), if v − w is not an edge;
e−a(2−1/d)

N2−1/d
+ o(1/N2−1/d), if v − w is not an edge.
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Therefore

E[X] =
∑

v

E[X(v)] = e−a + o(1),

Var[X] =
∑

v

Var[X(v)] +
∑

v 6=w

Cov[X(v), X(w)]

= e−a + o(1) + Nd

(
e−a(2−1/d)

N2−1/d
+ o(1/N2−1/d)

)

+N(N − 1 − d)o(1/N2)

= e−a + o(1).

So we can find an explicit upper and lower bound for Pr(X = 0), that is, the the probability
that the cover time τG is less than N(log N + a)/2. By Chebyshev’s inequality,

Pr(X = 0) ≤ Pr(|X − E[X]| ≥ E[X]) ≤
Var[X]

(E[X])2
=

e−a + o(1)

e−2a + o(1)
= ea + o(1). (4)

On the other hand

Pr(X = 0) = 1 − Pr(X > 0) ≥ 1 − E[X] = 1 − e−a + o(1). (5)

Let α > 0. By (4), if a = −2α then

Pr(τG − (N log N)/2 < −αN) ≤ e−2α + o(1).

By (5), if a = 2M then

Pr(τG − (N log N)/2 > αN) = 1 − Pr(τG − (N log N)/2 < αN) ≤ e−2α + o(1).

Finally

Pr(|τG − (N log N)/2| < αN) = 1 − Pr(τG − (N log N)/2 < −αN)

−Pr(τG − (N log N)/2 > αN)

≥ 1 − 2e−2α + o(1)

and Eq. (2) has been proved. Eq. (3) follows directly from (2).

2 The cycle graph Cn

The cycle Cn is a 2-regular graph with N = n vertices placed around a circle and M = n
edges. In order to compute the number of ways C(Cn, k, v) such that k edges cover v vertices
of Cn, we choose one of the n vertices and, from there, we place clockwise the v−k connected
components. Let xi ≥ 1 be number of edges of the ith-component then these numbers solve
the equation

x1 + x2 + · · · + xv−k = k.

Let yi ≥ 1 be number of edges of the gap between ith-component and the next one then
these numbers solve equation

y1 + y2 + · · · + yv−k = n − k.
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x1

y3

x3

y2

x2

y1

Hence n times the number of the all positive integral solutions of the previous equations
gives v − k times (the first component is labeled) the number C(Cn, k, v). Therefore

C(Cn, k, v) =
n

v − k

(
k − 1

v − k − 1

)(
n − k − 1

v − k − 1

)
=

n

k

(
k

v − k

)(
n − k − 1

v − k − 1

)

and the number of edge coverings with k edges is

C(Cn, k) = C(Cn, k, n) =
n

k

(
k

n − k

)
= [xnyk]

2 − xy

1 − yx − yx2
.

The sequence is triangular with respect to the double index (n, k) since C(Cn, k) can be
considered zero when k > n, and it appears in Sloane’s Encyclopedia [7] as A113214.

It is interesting to note that the total number of edge coverings of Cn is the n-th Lucas
number (A000032)

C(Cn) =
n∑

k=1

C(Cn, k) =
n∑

k=1

n

k

(
k

n − k

)
= Ln.

This is not a real surprise because the edge coverings of Cn are in bijective correpondence
with the monomer-dimer tilings (no overlapping) of Cn: replace any vertex covered by two
edges with a monomer and then fill the rest with dimers.

The following identities are well known (see, for example, [5]) and we include the proofs
here for completeness.
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Lemma 2.1. i) For any positive integer n

1 − n
n−1∑

r=1

(−1)r

r

(
n − 1

r

)
= nHn. (6)

ii) For any positive integers n and p

n−1∑

r=p

(−1)r−p

r

(
n − 1 − p

r − p

)
=

1

p
(

n−1
p

) (7)

Proof. As regards identity (6)

∫ 1

0

(1 − x)n−1 − 1

x
dx =

∫ 1

0

n−1∑

r=1

(−1)r

(
n − 1

r

)
xr−1 dx =

n−1∑

r=1

(−1)r

r

(
n − 1

r

)
,

and ∫ 1

0

(1 − x)n−1 − 1

x
dx = −

∫ 1

0

tn−1 − 1

t − 1
dx = −

∫ 1

0

n−2∑

r=0

tr dt = −Hn−1.

Now identity (7),

∫ 1

0

xp−1(1−x)n−1−p dx =

∫ 1

0

xp−1

n−1∑

r=p

(−1)r−p

(
n − 1 − p

r − p

)
xr−p dx =

n−1∑

r=p

(−1)r−p

r

(
n − 1 − p

r − p

)
,

and on the other hand
∫ 1

0

xp−1(1 − x)n−1−p dx = B(p − 1, n − 1 − p) =
(p − 1)!(n − 1 − p)!

(n − 1)!
=

1

p
(

n−1
p

) .

We are now able to find an explicit formula for the mean cover time for the cycle graph.

Theorem 2.2.

E[τCn
] = nHn − n

⌊n/2⌋∑

p=1

(
n−p

p

)

p
(

n−1
p−1

) .
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Proof. By (1)

E[τCn
] = 1 −

n−1∑

r=1

Ĉ(Cn, r)
r

n − r
= 1 −

n−1∑

r=1

Ĉ(Cn, n − r)
n − r

r

= 1 −

n−1∑

r=1

n − r

r

n∑

k=n−r

(−1)k−n+r

(
k

n − r

)
n

k

(
k

n − k

)

= 1 − n

n−1∑

r=1

1

r

n∑

k=n−r

(−1)k−n+r

(
k − 1

n − r − 1

)(
k

n − k

)

= 1 − n
n−1∑

r=1

1

r

r∑

p=0

(−1)r−p

(
n − p − 1

r − p

)(
n − p

p

)

= 1 − n

n−1∑

r=1

(−1)r

r

(
n − 1

r

)
− n

n−1∑

p=1

(
n − p

p

) n−1∑

r=p

(−1)r−p

r

(
n − p − 1

r − p

)
.

Therefore, by the previous lemma

E[τCn
] = nHn − n

n−1∑

p=1

(
n−p

p

)

p
(

n−1
p

) = nHn − n

⌊n/2⌋∑

p=1

(
n−p

p

)

p
(

n−1
p

) .

The exact values of E[τCn
] for N = n = 2, 3, 4, 5, 6, 7, 8 are

1,
5

2
,
11

3
,
31

6
,
67

10
,
167

20
,
151

15
.

3 The cyclic ladder Cn ×K2

The cyclic ladder is a 3-regular graph obtained by taking the graph cartesian product of the
cycle graph Cn and the complete graph K2. It has N = 2n vertice (n on the outer circle and
n in the inner circle) and M = 3n edges (n on each circle and the n rungs).
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The number of coverings of Cn ×K2 without rungs is L2
n because the inner and the outer

circles are covered independently. Assume that the covering has r ≥ 1 rungs then we label
the first one and we let xi + 1 ≥ 1 be the number of edges (on one circle) between the i-th
rung and the next one. Since the number of coverings of a linear graph with xi + 2 vertices
with the end vertices already covered is the Fibonacci number Fxi+3 (just the number of
monomer-dimer tilings of the (xi + 2)-strip) then the number of coverings with r ≥ 1 rungs
is given by the r-convolution

(n/r)
∑

x1+···+xr=n−r

r∏

i=1

F 2
xi+3 .

Therefore

C(Cn ×K2) = L2
n +

n∑

r=1

(n/r)
∑

x1+···+xr=n−r

r∏

i=1

F 2
xi+3 .

Now it is easy to find the generating function: since

h(x) =
∞∑

n=0

L2
nx

n =
4 − 7x − x2

(1 + x)(1 − 3x + x2)
and g(x) =

∞∑

n=0

F 2
n+3x

n =
4 + x − x2

(1 + x)(1 − 3x + x2)
,

it follows that

f(x) = h(x) + (xD)

(
∞∑

r=1

(xg(x))r

r

)
= h(x) + (xD)

(
log

(
1

1 − xg(x)

))

=
4 − 15x − 18x2 − x3

(1 + x)(1 − 6x − 3x2 + 2x3)

= 4 + 5x + 43x2 + 263x3 + 1699x4 + 10895x5 + 69943x6 + 448943x7 + o(x7)

and C(Cn ×K2) = [xn]f(x) is the sequence A123304.
Letting

h(x, y) =
4 − (4y + 3y2)x − y3x2

1 − (y + y2)x − (y2 + y3)x2 + y3x3

and

g(x) =
1 + 2y + y2 + (−y + y2 + y3)x − y3x2

1 − (y + y2)x − (y2 + y3)x2 + y3x3
,

by a similar argument, we can show that C(Cn ×K2, k) = [xnyk]f(x, y) where

f(x, y) = h(x, y) +

(
x

∂

∂x

)(
log

(
1

1 − xyg(x, y)

))

=
4 − (3y + 9y2 + 3y3)x − (4y2 + 10y3 + 4y4)x2 + (y3 − y4 − y5)x3

(1 + xy)(1 − (2y + 3y2 + y3)x − (2y3 + y4)x2 + (y3 + y4)x3)
.

By (1), the exact values of E[τCn×K2
] for N = 2n = 4, 6, 8, 10 are

18

5
,
1919

280
,
788

77
,
334283

24024
.
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4 Kn and Kn,n

There are two other important regular graphs whose edge coverings are counted by sequences
contained in the Sloane’s Encyclopedia [7]: the complete graph Kn and the complete bipartite
graph Kn,n. All the formulas can be verified by applying the inclusion-exclusion principle.
The triangular sequence C(Kn, k) for 0 ≤ k ≤ M =

(
n
2

)
is A054548 and C(Kn) is A006129:

C(Kn, k) =
n∑

j=0

(−1)j

(
n

j

)((n−j
2

)

k

)
and C(Kn) =

n∑

j=0

(−1)j

(
n

j

)
2(n−j

2
).

By (1), the exact values of E[τKn
] for N = n = 2, 3, 4, 5, 6 are

1,
5

2
,
19

5
,
671

126
,
97

14
.

The triangular sequence C(Kn,n, k) for 0 ≤ k ≤ M = n2 is A055599 and C(Kn,n) is A048291

C(Kn,n, k) =
n∑

i=0

(−1)i

(
n

i

) n∑

j=0

(−1)j

(
n

j

)(
(n − j)(n − i)

k

)

and

C(Kn,n) =
n∑

j=0

(−1)j

(
n

j

)
(2n−j − 1)n.

By (1), the exact values of E[τKn,n
] for N = 2n = 2, 4, 6, 8, 10 are

1,
11

3
,
1909

280
,
4687

455
,
144789

10313
.
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