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Distributed Data Processing Systems in 2006



Distributed Data Processing Systems in 2016



Many topics of Interest Within These Systems



We Picked ....



Project Statement
● “Timely Dataflow” is a rewrite of Naiad System in Rust 

under the MIT License. * Prototype *

● Goal:



Flash Back of the Past



Background



Background
"OperatesEvent":      // Type of the logged obj
{
    "id": int,               // unique id.
    "addr": [int, int, int],      // address in terms of scope & id.
    "name": String,      // operators name in timely dataflow
}



Background
"OperatesEvent":
{
    ...
    "name": “OP1”
}

"OperatesEvent":
{
    ...
    "name": “OP2”
}



Background
"ChannelsEvent":
{
    "id": int,                     // unique id

    "scope_addr": [int, int], // scope & worker id
    "source": [int, int], // [op_id, scope_id]
         "target": [int, int],          // [op_id, scope_id]
}



Background
"MessageEvent":
{
    "is_send": bool,      // push or pull
    "channel": int,           // unique id
    "source": int,        // worker id
    "target": int,        // worker id
    "length": int,        // number of typed records
}



Related Work



Related Work : Tensorflow Dashboard & Apache Stats
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Features

● Visualize The Computation Topology

● Report skew between workers

● Real-Time Machine Monitoring

● Replay computation step-by-step 
visually



DEMO TIME(ly)!



Experiments & Evaluation



Pingpong: Topology



Pingpong: Experimental Runs, num of iterations = 10000

Used Himrod Cluster with machines having 256GB memory



Pingpong: Experimental Runs, num of iterations = [10, 100, 1000, 10000]



BFS: Topology



BFS: Experimental Runs



Web App Back-end Profiling
 In Progress:
● Profile server-client response time for the 4 features.



Conclusion



Conclusions
 ● JSON -> Binary for logging.



Conclusions
 ● JSON -> Binary for logging.

● Large scale testing is a must.
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Future Work

● Real-Time Computation Monitoring
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● Real-Time Computation Monitoring
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Future Work

● Real-Time Computation Monitoring

● UI code generation (drag & drop) for 
small computation

● Step-by-step debugging of multiple 
workers computations?!



Resources
● Timely Dataflow (Rust Implementation)

● Frank blog posts:
○ Timely dataflow

○ Differential dataflow

● Naiad Paper
● For slides [2-5]: Class slides by Prof. Semih Salihoglu

https://github.com/frankmcsherry/timely-dataflow
https://github.com/frankmcsherry/blog/tree/master/posts
http://delivery.acm.org/10.1145/2530000/2522738/p439-murray.pdf?ip=129.97.124.205&id=2522738&acc=OA&key=FD0067F557510FFB%2E9219CF56F73DCF78%2E4D4702B0C3E38B35%2EC42B82B87617960C&CFID=700403412&CFTOKEN=77578146&__acm__=1480907817_12151988934d4a50c828d3a0f8341bc4
https://cs.uwaterloo.ca/~ssalihog/courses/cs848-fall-2016.html


Fin.

Thank you! Q&A?!


