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DIALOGUE ACT EXAMPLE

Table taken from Young Ha et al. 2020



CHALLENGES OF SDS

1 – Credit assignment Problem
 Hard to locate source of error

2 - Process Independence
 Optimizing one module may make the other modules sub-optimal



SOLUTION: COMBINE THE MODULES

Model the SDS as an RL agent with of an 
underlying POMDP



COMPARING THE TWO PIPELINES

New SDS Conventional SDS



2 ENVIRONMENTS
Environment Action Observation State Reward

User (Eu) Dialogue Action User Utterance User Intention User Rewards 
(eg. user satisfaction, 
completion of intended 
task)

Database (Edb) Hypothesis Action All objects in the 
database which satisfy 
the hypothesis

The object that needs to 
be retrieved from the 
database

Database Rewards



THE HYPOTHESIS… 
Determines what information is retrieved from the database

Tracks the state of the dialogue

Modifies the value for one of the slots
Movie Recommender Example: change the value of the genre slot from unknown to horror.

THE HYPOTHESIS ACTION… 



DATABASE REWARD
Add a pseudo reward function:

Where:

- D is the total number of elements in the database

- dt is the number of elements being considered at state st

- Pmax is a constant.

Intuition: Reward the agent for narrowing down the database as quickly as possible.



BELIEF STATE WITH LSTM



WORKED EXAMPLE: 20 QUESTIONS GAME
The user thinks of a famous person

The agent may ask the user 20 yes/no questions

User answers honestly with any natural language utterance:
 Yes  (“I think so”, “Yep”, “He does”, “Certainly” etc…)
 No (“He is not”, “Nope”, “Certainly not”, etc…) 
 I don’t know (“Not sure”, “Maybe”, “No clue”, etc…)

The game terminates when: 
 The agent guesses the correct answer (+30)
 Max game length (100 steps, γ = .99) is reached OR no people in the database match the current hypothesis (-

30)

Wrong guesses (max 10) will result in a penalty (-5)



IMPLEMENTATION DETAILS
100 famous people:

6 Attributes / Slots: 
 Birthplace, Birthday, Degree, Gender, Profession, Nationality. 

Agent has 31 Questions to select

Simulator:
 Samples person uniformly at random. 
 Has a 5% chance that it will consider an attribute as unkown. 
 Natural language response generated from SWDA corpus. Sampled using 

the same distribution.



RESULTS: WIN RATE



RESULTS: STATE TRACKING

Precision / Recall

Precision = Correct Guesses / Total Guesses
i.e. The higher the less false positives

Recall = 
Correct Guesses / All possible correct Gueses.
i.e. The higher the more likely it is to find 
correct labels. 



CONCLUSION

Related Work: 

• Dialogue State Tracking

• End-to-End SDS

Future Challenges:

• Improving sample efficiency

• More thorough empirical evaluation

• Techniques that allow integration of domain knowledge


