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#### Abstract

We present a spectral approach to design approximation algorithms for network design problems. We observe that the underlying mathematical questions are the spectral rounding problems, which were studied in spectral sparsification and in discrepancy theory. We extend these results to incorporate additional nonnegative linear constraints, and show that they can be used to significantly extend the scope of network design problems that can be solved. Our algorithm for spectral rounding is an iterative randomized rounding algorithm based on the regret minimization framework. In some settings, this provides an alternative spectral algorithm to achieve constant factor approximation for the classical survivable network design problem, and partially answers a question of Bansal about survivable network design with concentration property. We also show many other applications of the spectral rounding results, including weighted experimental design and spectral network design.
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1. Introduction. Network design is a central topic in combinatorial optimization, approximation algorithms, and operations research. The general setting of network design is to find a minimum cost subgraph satisfying certain requirements. The most well-studied problem is the survivable network design problem [40, 1, 41, 35], where the requirement is to have at least a specified number $f_{u, v}$ of edge-disjoint paths between every pair of vertices $u, v$. A seminal work of Jain [43] introduced the iterative rounding method for linear programming to design a 2 -approximation algorithm for the survivable network design problem, and this method has been extended to various more general settings [ $30,34,23,46,47,28,32,49,10]$. There are also other linear programming based algorithms such as randomized rounding [70, 36, 19, 9, 42] to obtain important algorithmic results for network design. It is widely recognized that linear programming is the most general and powerful approach in designing approximation algorithms for network design problems.

In the past decade, spectral techniques have been developed to make significant progress in designing graph algorithms $[68,24,15,3,6,64]$. One striking example is the spectral sparsification problem introduced by Spielman and Teng [69], where the objective is to find a sparse edge-weighted graph $H$ to approximate the input graph $G$ so that $(1-\epsilon) L_{G} \preccurlyeq L_{H} \preccurlyeq(1+\epsilon) L_{G}$ where $L_{G}$ and $L_{H}$ are the Laplacian matrices of the graph $G$ and $H$. The spectral condition $(1-\epsilon) L_{G} \preccurlyeq L_{H} \preccurlyeq(1+\epsilon) L_{G}$ implies that $H$ is also a cut sparsifier of $G$ such that the total weight on each cut in $H$ is approximately the same as that in $G$. Batson, Spielman, and Srivastava [15] proved

[^0]that every graph $G$ has a spectral sparsifier $H$ with only $O\left(n / \epsilon^{2}\right)$ edges. This improves upon the influential result of Benczúr and Karger [16] that every graph $G$ has a cut sparsifier $H$ with $O\left(n \log n / \epsilon^{2}\right)$ edges, which has many applications in designing fast algorithms for graph problems. From a technical perspective, the spectral approach introduces linear algebraic concepts and continuous optimization techniques in solving graph problems, and the results in spectral sparsification $[15,3,6]$ show that it is algorithmically more convenient to control the spectral properties of the graph in order to control its combinatorial properties.

Inspired by these developments, we are motivated to study whether there is a spectral approach to design approximation algorithms for network design problems. The general way to designing approximation algorithms is to solve a convex program to obtain a fractional solution $x$ in polynomial time, and then to round $x$ into an integral solution $z$ that well approximates $x$ (with respect to the constraints and the objective function) as an approximate solution. We observe that the following spectral rounding question, where the objective is to approximate the spectral properties of $x$, underlies a large class of problems including the survivable network design problem.

QUESTION 1.1 (spectral rounding). For each edge $e$ in a graph, let $L_{e}$ be the Laplacian matrix of $e$ and $c_{e}$ be its cost. Given $x_{e} \in \mathbb{R}_{+}$for each edge e, characterize when we can find $z_{e} \in \mathbb{Z}_{+}$for each $e$ such that

$$
\sum_{e} x_{e} L_{e} \approx \sum_{e} z_{e} L_{e} \quad \text { and } \quad \sum_{e} c_{e} x_{e} \approx \sum_{e} c_{e} z_{e}
$$

When spectral rounding is possible, we notice that the integral solution $z$ approximately preserves not only the cost and the pairwise edge connectivity properties of $x$ as required by the survivable network design problem, but also many other properties of $x$ including pairwise effective resistances, the graph expansion, and degree constraints. This would significantly extend the scope of useful properties that a network designer could control simultaneously to design better networks.
1.1. General survivable network design. The main conceptual contribution of this paper is to show that the techniques in spectral graph theory and discrepancy theory can be used to significantly extend the scope of network design problems that can be solved.

In network design, we are given a graph $G=(V, E)$ where each edge has a $\operatorname{cost} c_{e}$, and the objective is to find a minimum cost subgraph that satisfies certain requirements. In survivable network design [40, 43], the requirements are pairwise edge-connectivities, that every pair of vertices $u, v$ should have at least $f_{u v}$ edgedisjoint paths for $u, v \in V$. This captures several classical problems as special cases, including minimum Steiner tree [19], minimum Steiner forest [1, 41], and minimum $k$-edge-connected subgraph [35]. Jain introduced the iterative rounding method for linear programming to design a 2-approximation algorithm for the survivable network design problem [43]. His proof exploits the nice structures of the connectivity constraints to show that there is always a variable $x_{e}$ with value at least $\frac{1}{2}$ in any extreme point solution to the linear program. His work leads to many subsequent developments in network design $[30,23,34,35,22]$, and the iterative rounding algorithm is still the only known constant factor approximation algorithm for the survivable network design problem.

Motivated by the need for more realistic models for the design of practical networks, researchers study generalizations of survivable network design problems where we can incorporate additional useful constraints. One well-studied problem is the
degree-constrained survivable network design problem, where there is a degree upper bound $d_{v}$ on each vertex $v$ to control its workload. There is a long line of work on this problem $[62,63,39,46,28,32,49]$ and the iterative rounding method has been extended to incorporate degree constraints into survivable network design successfully. In the general setting [46,53, 49], there is a polynomial time algorithm to find a subgraph that violates the cost and the degree constraints by a multiplicative factor of at most 2. For interesting special cases such as finding a spanning tree [39, 66] or a Steiner tree [48, 49], there is a polynomial time algorithm that returns a solution that violates the degree constraint by an additive constant.

More generally, one can consider to add linear packing constraints and linear covering constraints into survivable network design [17, 13, 60,52 ], but not as much is known about how to approximately satisfy these constraints simultaneously, especially when the linear constraints are unstructured.

Another natural constraint is to control the shortest path distance between pairs of vertices, but unfortunately this is proved to be computationally hard [27] to incorporate into network design.

In [20], together with Chan, Schild, and Wong, we propose to incorporate the effective resistance metric into network design, as an interpolation of shortest path distance and edge-connectivity between vertices. Incorporating effective resistances can also allow one to control some natural quantities about random walks on the resulting subgraph, such as the commute time between vertices [21] and the cover time [58, 26]. We note that effective resistances have interesting connections to many other graph problems, including spectral sparsification [68], maximum flow computation [24], the asymmetric traveling salesman problem [6], and random spanning tree generation [55, 64]. We believe that it is a useful property to be incorporated into network design.

There are many other natural constraints that could help in designing better networks, including total effective resistances [38], algebraic connectivity (and graph expansion) [37], and the mixing time of random walks [18]. These constraints are also well-motivated and were studied individually before (without taking other constraints together into consideration, e.g., connectivity requirements), but not much is known about approximation algorithms with nontrivial approximation guarantees for these constraints (see section 5.3).

It would be ideal if a network designer could control all of these properties simultaneously to design a good network that suits their need. We can write a convex programming relaxation for this general network design problem incorporating all these constraints.

```
\(\mathrm{cp}:=\min _{x}\langle c, x\rangle\)
    \(x(\delta(S)) \geq f(S) \quad \forall S \subseteq V \quad\) (connectivity constraints)
    \(x(\delta(v)) \leq d_{v} \quad \forall v \in V \quad\) (degree constraints)
    \(A x \leq a \quad A \in \mathbb{R}_{+}^{p \times m}, a \in \mathbb{R}_{+}^{p} \quad\) (linear packing constraints)
    \(B x \geq b \quad B \in \mathbb{R}_{+}^{q \times m}, b \in \mathbb{R}_{+}^{q} \quad\) (linear covering constraints)
    \(\operatorname{Reff}_{x}(u, v) \leq r_{u v} \quad \forall u, v \in V \quad\) (effective resistance constraints)
    \(L_{x} \succcurlyeq M \quad M \succcurlyeq 0 \quad\) (spectral constraints)
    \(\lambda_{2}\left(L_{x}\right) \geq \lambda \quad\) (algebraic connectivity constraint)
    \(0 \leq x_{e} \leq 1 \quad \forall e \in E \quad\) (capacity constraints)
```

The connectivity constraints are specified by a function $f$ on vertex subsets, e.g., in survivable network design $f(S):=\max _{u, v}\left\{f_{u, v} \mid u \in S, v \notin S\right\}$. The matrix $L_{x}$ is the Laplacian matrix of the fractional solution $x$. More explanations about this convex program can be found in section 5.1.1.

Our first result for network design is the following approximation algorithm for this general problem. We remark that the degree constraints are not handled in the following result.

THEOREM 1.2 (informal). Suppose we are given an optimal solution $x$ to the convex program ( CP ). There is a polynomial time randomized algorithm to return an integral solution z to (CP) that simultaneously satisfies all the connectivity constraints, the effective resistance constraints, the spectral constraints, the algebraic connectivity constraint, and the capacity constraints exactly with high probability. The objective value of the integral solution $z$ is

$$
\langle c, z\rangle \leq(1+O(\epsilon)) \cdot \mathrm{cp}+O\left(\frac{n c_{\infty}}{\epsilon}\right)
$$

with high probability, where $n$ is the number of vertices in the graph and $c_{\infty}:=\|c\|_{\infty}$ is the maximum cost of an edge. Furthermore, the linear packing constraints and the linear covering constraints are satisfied approximately with high probability (see Theorems 1.8 and 5.2 for the approximation guarantees for these constraints).

Note that this provides a $(1+O(\epsilon))$-approximation algorithm if $\mathrm{cp} \gtrsim n c_{\infty} / \epsilon^{2}$, and a constant factor approximation algorithm if $\mathrm{cp} \gtrsim n c_{\infty}$. We remark that, for survivable network design, the $(1+O(\epsilon))$-approximation algorithm does not improve on the 2-approximation algorithm of Jain's result, as Jain's algorithm always returns a solution with cost at most $\mathrm{cp}+2 n c_{\infty}$.

The main advantage of the spectral approach is that it significantly extends the scope of useful properties that can be incorporated into network design, while previously there were no known nontrivial approximation algorithms even for some individual constraints. We demonstrate the use of Theorem 1.2 with one concrete setting.

Example 1.3. Suppose the connectivity requirement satisfies $f_{u, v} \geq k$ for all $u, v \in$ $V$ (e.g., to find a $k$-edge-connected subgraph). Assume the cost $c_{e}$ of each edge $e$ satisfies $1 \leq c_{e} \leq O(k)$. Then Theorem 1.2 provides a constant factor approximation algorithm for this survivable network design problem. To our knowledge, the only known constant factor approximation algorithm even restricted to this special case is Jain's iterative rounding algorithm. The algorithm in Theorem 1.2 provides a completely different spectral algorithm to achieve constant factor approximation in this special case.

Furthermore, the constant factor approximation algorithm can be achieved while incorporating additional effective resistance constraints (e.g., to upper bound commute times between pairs of vertices), spectral constraints (e.g., to dominate another graph/topology in terms of the number of edges in cuts), or the algebraic connectivity constraint (e.g., to lower bound graph expansion). Also, additional linear packing and covering constraints can be satisfied approximately, even when they are unstructured. See section 5.1 for a more in-depth discussion.

Recently, Bansal [10] designed a rounding technique that achieves the guarantees by iterative rounding and randomized rounding simultaneously, and he showed various interesting applications of his techniques. However, he left it as an open question whether there is an $O(1)$-approximation algorithm for survivable network design while
satisfying some concentration property of the output. Theorem 1.2 provides some progress toward his question (e.g., in the setting in Example 1.3), as the guarantees on the linear packing and linear covering constraints satisfy some concentration property as shown in Theorem 5.2. We defer to section 5.1.5 for details.

Our second result for network design is a strong upper bound on the integrality gap of the convex program that incorporates degree constraints as well, assuming the fractional solution $x$ satisfies some additional properties.

Theorem 1.4 (informal). Suppose we are given a solution $x$ to the convex program (CP). Assume that Reff $(u, v) \leq \epsilon^{2}$ for every uv $\in E$ and $c_{\infty} \leq \epsilon^{2}\langle c, x\rangle$ for some $\epsilon \in[0,1]$. Then, there exists an integral solution $z$ that approximately satisfies all the connectivity constraints, degree constraints, effective resistance constraints, spectral constraints, algebraic connectivity constraints, and capacity constraints with $\langle c, z\rangle \leq(1+O(\epsilon))\langle c, x\rangle$.

We remark that Theorem 1.4 does not provide a polynomial time algorithm to find such an integral solution, as it is proved using the nonconstructive results in discrepancy theory. Also, we note that Theorem 1.4 does not handle linear covering and packing constraints. The assumption $\operatorname{Reff}_{x}(u, v) \leq \epsilon^{2}$ for every $u v \in E$ may not be satisfied in applications, and we will explain in section 5.1.4 when it will be satisfied and show that it is not too restrictive.
1.2. Previous work on spectral rounding. The most relevant works for spectral rounding are from spectral sparsification and discrepancy theory. There are two previous theorems that imply nontrivial results for spectral rounding.
1.2.1. Spectral sparsification. There are various algorithms for spectral sparsifications, by random sampling [68], by barrier functions [15], by regret minimization $[3,65]$, and by some combinations of these ideas [51, 50]. Most of these algorithms need to work with arbitrary weights and cannot guarantee that the output subgraph has only integral weights. There are some algorithms which guarantee that the output has only integral weights, but they only achieve considerably weaker spectral approximation $[7,3,14]$.

Allen-Zhu et al. [5] formulated and proved the following spectral rounding theorem, using the framework of regret minimization developed for spectral sparsification [3].

Theorem 1.5 (see [5]). Let $v_{1}, v_{2}, \ldots, v_{m} \in \mathbb{R}^{n}, x \in[0,1]^{m}$, and $k=\sum_{i=1}^{m} x_{i}$. Suppose $\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}=I_{n}$ and $k \geq 5 n / \epsilon^{2}$ for some $\epsilon \in\left(0, \frac{1}{3}\right]$. Then there is a polynomial time algorithm to return a subset $S \subseteq[m]$ with

$$
|S| \leq k \quad \text { and } \quad \sum_{i \in S} v_{i} v_{i}^{T} \succcurlyeq(1-3 \epsilon) I_{n} .
$$

Theorem 1.5 can be understood as a one-sided spectral rounding result, where the fractional solution $x$ is rounded to a zero-one solution while the budget constraint is satisfied and the spectral lower bound is approximately satisfied. Through a general reduction, this theorem implies near-optimal approximation algorithms for a large class of experimental design problems [5].

We remark that Theorem 1.5 can be modified to prove similar but more restrictive results for network design as in Theorem 1.2, when the objective function $c$ is the all-one vector and there are no linear covering and packing constraints. This already extends the scope of unweighted network design significantly, but this connection was not made before. For network design, it is desirable to have different
costs on edges, and these weighted problems are usually more difficult to solve than the unweighted problems (e.g., minimum $k$-edge-connected subgraphs [35] versus [43], minimum bounded degree spanning trees [33] versus [39], etc.).
1.2.2. Discrepancy theory. The techniques in spectral sparsification have been extended greatly to prove discrepancy theorems in spectral settings [57, 6, 45], most notably in the solution to Weaver's conjecture that resolves the Kadison-Singer problem $[56,57]$ and its extension and surprising application to the asymmetric traveling salesman problem [6]. The following recent result by Kyng, Luh, and Song [45] provides the most refined formulation in the discrepancy setting, using the method of interlacing polynomials and the barrier arguments developed in [57, 6].

Theorem 1.6 (see [45]). Let $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}$, and let $\xi_{1}, \ldots, \xi_{m}$ be independent random scalar variables with finite support. There exists a choice of outcomes $\epsilon_{1}, \ldots, \epsilon_{m}$ in the support of $\xi_{1}, \ldots, \xi_{m}$ such that

$$
\left\|\sum_{i=1}^{m} \mathbb{E}\left[\xi_{i}\right] v_{i} v_{i}^{T}-\sum_{i=1}^{m} \epsilon_{i} v_{i} v_{i}^{T}\right\|_{\mathrm{op}} \leq 4\left\|\sum_{i=1}^{m} \operatorname{Var}\left[\xi_{i}\right]\left(v_{i} v_{i}^{T}\right)^{2}\right\|_{\mathrm{op}}^{1 / 2} .
$$

We note that Theorem 1.6 implies the following two-sided spectral rounding result, which is very similar to Corollary 1.7 in [45] but with a weaker assumption, where we only need $\left\|\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}\right\|_{\text {op }} \leq 1$ instead of $\left\|\sum_{i=1}^{m} v_{i} v_{i}^{T}\right\|_{\text {op }} \leq 1$ as in [45]. The proof will be presented in section 4 in a more general setting.

Corollary 1.7. Let $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}$ and $x \in[0,1]^{m}$. Suppose $\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}=$ $I_{n}$ and $\left\|v_{i}\right\| \leq \epsilon$ for all $i \in[m]$. Then there exists a subset $S \subseteq[m]$ satisfying

$$
(1-O(\epsilon)) I_{n} \preccurlyeq \sum_{i \in S} v_{i} v_{i}^{T} \preccurlyeq(1+O(\epsilon)) I_{n} .
$$

Comparing to Theorem 1.5, the advantage of Corollary 1.7 is that it provides a two-sided spectral approximation. On the other hand, Corollary 1.7 requires the assumption that all vectors are short, and it has no guarantee on the size of $S$. Also, it is important to point out that the proof of Corollary 1.7 does not provide a polynomial time algorithm to find such a subset.
1.3. Our technical contributions. We extend the previous results on spectral rounding to incorporate nonnegative linear constraints and to satisfy the requirements for network design problems. These results have interesting applications in many other problems besides network design; see sections 1.4 and 5 .

Our main technical result considers one-sided spectral rounding.
Theorem 1.8. Suppose we are given $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}$ and $x \in[0,1]^{m}$ such that $\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}=I_{n}$. For any $\epsilon \in\left(0, \frac{1}{4}\right)$, there is a polynomial time randomized algorithm that returns a solution $z \in\{0,1\}^{m}$ such that

$$
\sum_{i=1}^{m} z_{i} v_{i} v_{i}^{T} \succcurlyeq I_{n}
$$

with probability at least $1-\exp (-\Omega(n))$. Furthermore, for any $c \in \mathbb{R}_{+}^{m}$, the solution $z$ satisfies the upper bound

$$
\langle c, z\rangle \leq(1+6 \epsilon)\langle c, x\rangle+\frac{15 n c_{\infty}}{\epsilon}
$$

with probability at least $1-\exp (-\Omega(n))$, and the solution $z$ satisfies the lower bound

$$
\langle c, z\rangle \geq\langle c, x\rangle-\delta n c_{\infty}
$$

with probability at least $1-\exp \left(-\Omega\left(\min \left\{\epsilon \delta, \epsilon \delta^{2}\right\} \cdot n\right)\right)$ for $\delta>0$.
The main advantage of Theorem 1.8 over Theorem 1.5 is that we can prove that $\langle c, z\rangle$ is not too far from $\langle c, x\rangle$ for an arbitrary vector $c \in \mathbb{R}_{+}^{m}$ with high probability. This allows us to bound the cost of the returned solution to network design problems, and when $n c_{\infty} \lesssim\langle c, x\rangle$ we can conclude that $z$ is a constant factor approximate solution. Note that the guarantee on linear constraints can be applied to up to exponentially many constraints. This allows us to incorporate additional linear packing and covering constraints into network design and have some nontrivial guarantees. Another advantage is that we construct a solution that satisfies the spectral lower bound exactly, by allowing the solution to choose more than $k=\sum_{i=1}^{m} x_{i}$ vectors. This is important in network design problems where we would like to construct a solution that satisfies all the constraints (instead of approximately satisfying all the constraints), by allowing the cost of the solution to be higher than the cost of the optimal solutions.

Using the proof techniques in Theorem 1.8, we can strengthen a recent deterministic algorithm by Bansal, Svensson, and Trevisan [14] to construct unweighted spectral sparsifiers, to ensure that there will be no parallel edges in the sparsifier. Since this is not the main focus of this paper, we refer interested readers to [72] for details.

For two-sided spectral rounding, we show that Corollary 1.7 can be extended to incorporate one given nonnegative linear constraint (see section 4).

ThEOREM 1.9. Let $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}, x \in[0,1]^{m}$, and $c \in \mathbb{R}_{+}^{m}$. Suppose that $\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}=I_{n},\left\|v_{i}\right\| \leq \epsilon<\frac{1}{8}$ for all $i \in[m]$ and $c_{\infty} \leq \epsilon^{2}\langle c, x\rangle$. Then there exists $z \subseteq\{0,1\}^{m}$ such that

$$
(1-8 \epsilon) I_{n} \preccurlyeq \sum_{i=1}^{m} z_{i} v_{i} v_{i}^{T} \preccurlyeq(1+8 \epsilon) I_{n} \quad \text { and } \quad(1-8 \epsilon)\langle c, x\rangle \leq\langle c, z\rangle \leq(1+8 \epsilon)\langle c, x\rangle .
$$

Note that the linear constraint $c$ in Theorem 1.9 is required to be given as part of the input, while it is not required so in Theorem 1.8. Theorem 1.9 is useful in bounding the integrality gap for convex programs for network design problems, showing strong approximation results when the assumptions are satisfied (see section 5.1.4). Also, it can be used in the study of additive unweighted spectral sparsification [14], proving an optimal existential result (see [72] for details).
1.3.1. Techniques. The main technical contribution is an iterative randomized rounding algorithm for Theorem 1.8. Our algorithm is based on the regret minimization framework developed in $[3,5]$ for spectral sparsification and one-sided spectral rounding. Let us first review the previous work. To prove Theorem 1.5, Allen-Zhu et al. [5] analyzed a local search algorithm where they start from an arbitrary subset $S_{0}$ of $k$ vectors, and in each iteration $t \geq 1$ they find a pair of vectors $i \in S_{t-1}$ and $j \notin S_{t-1}$ so that roughly speaking $\lambda_{\min }\left(\sum_{l \in S_{t-1}-i+j} v_{l} v_{l}^{T}\right)>\lambda_{\min }\left(\sum_{l \in S_{t-1}} v_{l} v_{l}^{T}\right)$, and then they set $S_{t}=S_{t-1}-i_{t}+j_{t}$. Using the framework of regret minimization, with the $l_{1 / 2}$-regularizer introduced in [3], they proved that the task of finding a pair
to improve the minimum eigenvalue can be reduced to finding a pair $i_{t} \in S_{t-1}$ and $j_{t} \notin S_{t-1}$ so that

$$
\begin{equation*}
\frac{\left\langle v_{j_{t}} v_{j_{t}}^{T}, A_{t}\right\rangle}{1+2 \alpha\left\langle v_{j_{t}} v_{j_{t}}^{T}, A_{t}^{1 / 2}\right\rangle}-\frac{\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}\right\rangle}{1-2 \alpha\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}^{1 / 2}\right\rangle} \geq \Delta>0 \tag{1.1}
\end{equation*}
$$

where $A_{t}$ is the matrix defined in (2.1) based on the current solution $S_{t-1}$. Using a delicate argument, they proved that if $i_{t} \in S_{t-1}$ (subject to the restriction that $\left.2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle<1\right)$ is chosen to minimize $\left\langle v_{i} v_{i}^{T}, A_{t}\right\rangle /\left(1-2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle\right)$ and $j_{t} \notin S_{t-1}$ is chosen to maximize $\left\langle v_{j} v_{j}^{T}, A_{t}\right\rangle /\left(1+2 \alpha\left\langle v_{j} v_{j}^{T}, A_{t}^{1 / 2}\right\rangle\right)$, then this pair $i_{t}, j_{t}$ satisfies the above inequality with $\Delta=\epsilon / k$ as long as $\lambda_{\min }\left(\sum_{l \in S_{t-1}} v_{l} v_{l}^{T}\right) \leq 1-3 \epsilon$. This implies, by the regret minimization framework, that the local search algorithm will succeed in finding a solution $S_{\tau}$ with $\lambda_{\min }\left(\sum_{l \in S_{\tau}} v_{l} v_{l}^{T}\right) \geq 1-3 \epsilon$ within $\tau \leq k / \epsilon$ iterations. We will review more about the regret minimization framework in section 2.3.

To incorporate nonnegative linear constraints, our idea is to turn the deterministic local search algorithm into an iterative randomized rounding algorithm. In this randomized rounding algorithm, we first construct an initial solution $S_{0}$ by adding each $i$ into $S_{0}$ with probability $x_{i}$ independently. This will ensure that $c\left(S_{0}\right) \approx\langle c, x\rangle$ with high probability. In each iteration $t \geq 1$, based on the current solution $S_{t-1}$, we construct a probability distribution to sample a vector $v_{i_{t}}$ to be removed from $S_{t-1}$, and a probability distribution to sample a vector $v_{j_{t}}$ to be added to $S_{t-1}$. To maintain $c\left(S_{t}\right) \approx\langle c, x\rangle$, the basic idea is to remove a vector $v_{i}$ with probability proportional to $1-x_{i}$ and add a vector $v_{j}$ with probability proportional to $x_{j}$, but doing so will not satisfy the spectral lower bound with high probability. Instead, we prove that if we update the sampling probability so that a vector $v_{i}$ is removed with probability proportional to $\left(1-x_{i}\right)\left(1-2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle\right)$ and a vector $v_{j}$ is added with probability proportional to $x_{j}\left(1+2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle\right)$, then (1.1) is satisfied with expected progress $\mathbb{E}[\Delta] \geq \epsilon / k$ as long as $\lambda_{\min }\left(\sum_{l \in S_{t-1}} v_{l} v_{l}^{T}\right) \leq 1-2 \epsilon$. Informally, a vector pointing to a direction that is not well covered by the current solution is more likely to be added and less likely to be removed, to ensure that the spectral lower bound will be satisfied. However, this changes the expectation on the linear constraint, but we can bound the error by the additive term $O\left(n c_{\infty} / \epsilon\right)$. Note that there are examples showing that this additive error is unavoidable if our goal is to satisfy the spectral lower bound exactly (see section 3.2). Compared to the deterministic approach in [5], this randomized approach uses the fractional solution $x$ more crucially in the rounding procedure, and we note that it can be used to give a simpler proof of the deterministic local search algorithm in [5] (see Remark 3.6).

The advantage of the randomized approach is that we can prove that the random variables are concentrated around their expected values, so that we can handle multiple nonnegative linear constraints simultaneously. Since the sampling probabilities change over time based on the previous samples, the random variables that we consider are not a sum of independent random variables and thus Chernoff type bounds cannot be applied. For the spectral lower bound, we will define a martingale and use Freedman's inequality to prove that the total progress we make in (1.1) is concentrated around its expected value. For the nonnegative linear constraints, we show that they satisfy an interesting "self-adjusting" property, such that if $c\left(S_{t}\right)-\langle c, x\rangle$ is (more) positive, then $\mathbb{E}\left[c\left(S_{t+1}\right)\right]-c\left(S_{t}\right)$ is (more) negative and vice versa, so intuitively $c\left(S_{t}\right) \approx\langle c, x\rangle$ with high probability for any $t$. This sequence of random variables is
not a martingale and so Freedman's inequality cannot be applied. Instead, we prove a new concentration inequality for this self-adjusting process that provides a quantitative bound similar to that in Freedman's inequality. We note that the iterative randomized rounding algorithm does not even need to know the linear constraint $c$ in advance in order to return a solution $S$ with $c(S) \approx\langle c, x\rangle$. This property is quite similar to that of a recent rounding algorithm by Bansal [10] combining iterative rounding and randomized rounding as we will discuss in section 5.1.5.

We remark that our approach to turning a deterministic algorithm into a randomized algorithm is inspired by the fast algorithm for spectral sparsification by Lee and Sun [51], where they turned the deterministic algorithm by Batson, Spielman, and Srivastava [15] into a randomized algorithm that updates the sampling probabilities in different phases. In their algorithm, the advantage of the randomized algorithm is to sample many vectors in parallel instead of carefully choosing one vector at a time as in [15]. In our algorithm, the advantage of the randomized algorithm is to approximately preserve many linear constraints simultaneously using arguments about expectation and concentration, while it is not clear how to modify the proofs in the deterministic local search algorithm in [5] to prove that there is always a pair of vectors $v_{i}, v_{j}$ which makes enough progress in (1.1) and at the same time $c_{j}-c_{i}$ is small, even if there is only one constraint $c$ and it is given in advance. We believe that this probabilistic approach will be useful in designing algorithms using the regret minimization framework.
1.4. Other applications. The spectral rounding results are quite general and have many other applications besides network design. We mention some of these results and defer the details to section 5 .
1.4.1. Weighted experimental design. Experimental design is an important class of problems in statistics and has found new applications in machine learning $[8,61]$. The one-sided spectral rounding result of Allen-Zhu et al. [5] was used to give near-optimal approximation algorithms for many well-known experimental design problems. We will explain these previous works in section 5.2 and show that our results can be used to design approximation algorithms for the more general setting where different experiments may have different costs while incorporating some additional linear constraints; see Theorem 5.11 and the discussions afterward.

ThEOREM 1.10 (informal). We are given $m$ design points that are represented by $n$-dimensional vectors $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}$, a cost vector $c \in \mathbb{R}_{+}^{m}$, and a cost budget $C \in \mathbb{R}_{+}$. For any $\epsilon \in\left(0, \frac{1}{2}\right]$, if $C \geq 15 n c_{\infty} / \epsilon^{2}$, there is a randomized polynomial time algorithm that returns a subset of vectors with total cost at most $C$ so that the objective value of $A / D / E / V / G$-design is at most $(1+O(\epsilon))$ times that of the optimal solution.
1.4.2. Spectral network design. There are several previous works on network design problems with spectral requirements, including maximizing algebraic connectivity [37, 44], minimizing total effective resistances [38], and network design for $s$ - $t$ effective resistances [20]. In section 5.3, we will see that these problems are special cases of the general network design problem and the weighted experimental design problem in sections 5.1 and 5.2 , and our results provide improved approximation algorithms for these problems and also generalize these problems to incorporate many additional constraints.

We provide the first nontrivial approximation algorithm for the problem of maximizing algebraic connectivity subject to a knapsack constraint, proposed by Ghosh and Boyd [37].

THEOREM 1.11. Let $G=(V, E)$ be a graph where each edge has cost $c_{e}$ and $C$ be a given cost budget. Suppose $C \geq 15|V| c_{\infty} / \epsilon^{2}$ for some $\epsilon \leq 1 / 2$. There is a randomized polynomial time algorithm which returns a subgraph $H$ of $G$ with

$$
\sum_{e \in H} c_{e} \leq C \quad \text { and } \quad \lambda_{2}\left(L_{H}\right) \geq(1-O(\epsilon)) \lambda_{\mathrm{opt}}
$$

where $\lambda_{\mathrm{opt}}$ is the maximum $\lambda_{2}$ that can be achieved by a solution with cost at most $C$.
We also provide a similar result for the problem of minimizing total effective resistance, proposed by Ghosh, Boyd, and Saberi [38].

THEOREM 1.12. Let $G=(V, E)$ be a graph where each edge has cost $c_{e}$ and $C$ be a given cost budget. Suppose $C \geq 15|V| c_{\infty} / \epsilon^{2}$ for some $\epsilon \leq 1 / 2$. There is a randomized polynomial time algorithm which returns a subgraph $H$ of $G$ with

$$
\sum_{e \in H} c_{e} \leq C \quad \text { and } \quad \sum_{u, v} \operatorname{Reff}_{H}(u, v) \leq(1+O(\epsilon)) \mathrm{opt}
$$

where opt is the minimum total effective resistance that can be achieved by a solution with cost at most $C$.

These results can be extended to incorporate additional constraints (e.g., connectivity constraints). See section 5.3 for details about these results, including the related work [44, 59].
2. Preliminaries. We review some basic linear algebra and spectral graph theory in sections 2.1 and 2.2. Then we review the regret minimization framework for one-sided spectral rounding in section 2.3 and state some concentration inequalities for the analysis of our randomized algorithm in section 2.4.
2.1. Linear algebra. We write $\mathbb{R}$ and $\mathbb{R}_{+}$as the sets of real numbers and nonnegative real numbers, and $\mathbb{Z}$ and $\mathbb{Z}_{+}$as the sets of integers and nonnegative integers. Let $\mathbb{R}^{n}$ denote the $n$-dimensional Euclidean space. We write $\overrightarrow{1}_{n}$ as the $n$-dimensional all-one vector. Given a vector $x$, we write $\|x\|$ as its $\ell_{2}$-norm, $\|x\|_{1}$ as its $\ell_{1}$-norm, and $\|x\|_{\infty}$ as its $\ell_{\infty}$-norm. Given two vectors $x, y \in \mathbb{R}^{n}$, the inner product is defined as $\langle x, y\rangle:=\sum_{i=1}^{n} x_{i} y_{i}$.

We write $I_{n}$ as the $n \times n$ identity matrix and $J_{n}$ as the $n \times n$ all-one matrix. All matrices considered in this paper are real symmetric matrices. We write $\lambda_{\max }(M)$ and $\lambda_{\min }(M)$ as the maximum and the minimum eigenvalue of a matrix $M$. The trace of a matrix $M$, denoted by $\operatorname{tr}(M)$, is defined as the sum of the diagonal entries of $M$.

Let $M \succcurlyeq 0$ denote that matrix $M$ is a positive semidefinite (PSD) matrix. We write $\mathbb{S}_{+}^{n}$ as the set of all $n$-dimensional PSD matrices. Let $M \succcurlyeq 0$ be a PSD matrix with eigendecomposition $M=\sum_{i} \lambda_{i} v_{i} v_{i}^{T}$, where $\lambda_{i} \geq 0$ is the $i$ th eigenvalue and $v_{i}$ is the corresponding eigenvector. The square root of $M$ is $M^{1 / 2}:=\sum_{i} \sqrt{\lambda_{i}} v_{i} v_{i}^{T}$.

Given two matrices $A$ and $B$ of the same size, the Frobenius inner product of $A, B$ is denoted as $\langle A, B\rangle:=\sum_{i, j} A_{i j} B_{i j}=\operatorname{tr}\left(A^{T} B\right)$.

We write $\|M\|_{\text {op }}:=\max _{\|x\|=1}\|M x\|$ as the operator norm of a matrix $M$. For symmetric matrices, the operator norm is just the largest absolute value of its eigenvalues. For PSD matrices, the operator norm is just its largest eigenvalue.
2.2. Graphs and Laplacian matrices. Let $G=(V, E)$ be an undirected graph with edge weight $x_{e} \geq 0$ on each edge $e \in E$. The number of vertices and the number of edges are denoted by $n:=|V|$ and $m:=|E|$. For a subset of edges $F \subseteq E$, the
total weight of edges in $F$ is $x(F):=\sum_{e \in F} x_{e}$. For a subset of vertices $S \subseteq V$, the set of edges with one endpoint in $S$ and one endpoint in $V-S$ is denoted by $\delta(S)$. For a vertex $v$, the set of edges incident on a vertex $v$ is $\delta(v):=\delta(\{v\})$, and the weighted degree of $v$ is $\operatorname{deg}(v):=x(\delta(v))$. The expansion of a set $\phi(S):=|\delta(S)| /|S|$ is defined as the ratio of the number of edges on the boundary of $S$ to the size of $S$. The expansion of a graph $G$ is defined as $\phi(G):=\min _{0 \leq|S| \leq \frac{n}{2}} \phi(S)$.

The Laplacian matrix $L \in \mathbb{R}^{n \times n}$ of the graph is defined as $L=D-A$ where $D \in \mathbb{R}^{n \times n}$ is the diagonal degree matrix with $D_{u, u}=\operatorname{deg}(u)$ for all $u \in V$, and $A$ is the (weighted) adjacency matrix of the graph. For each edge $e=u v \in E$, let $b_{e}:=\chi_{u}-\chi_{v}$ where $\chi_{u} \in \mathbb{R}^{n}$ is the vector with one in the $u$ th entry and zero otherwise. The Laplacian matrix with respect to weights $x$ can be written as

$$
L_{x}:=\sum_{e \in E} x_{e} b_{e} b_{e}^{T}
$$

Let $\lambda_{1} \leq \lambda_{2} \leq \cdots \leq \lambda_{n}$ be the eigenvalues of $L_{x} . \quad \lambda_{2}$ is known as the algebraic connectivity of graph $G$. The following fact is useful for eigenvalue maximization.

FACT 2.1 (see [37]). $\lambda_{2}\left(L_{x}\right)$ is a concave function with respect to $x$ for $x \geq 0$.
The pseudoinverse of the Laplacian matrix $L$ of a connected graph is defined as

$$
L^{\dagger}=\sum_{i=2}^{n} \frac{1}{\lambda_{i}} v_{i} v_{i}^{T}
$$

The effective resistance between two vertices $s$ and $t$ on a graph $G$ with weight $x$ is defined as

$$
\operatorname{Reff}_{x}(s, t):=b_{s t}^{T} L_{x}^{\dagger} b_{s t}
$$

We will use the following fact for the formulation of the convex programming relaxation in (CP).

FACT 2.2 (see [38]). Reff $(s, t)$ is a convex function with respect to the weights $x$ for $x \geq 0$.
2.3. Regret minimization and spectral rounding. We use the regret minimization framework developed by Allen-Zhu, Liao, and Orecchia for spectral sparsification [3] and present the results in [3, 5]. This is an online optimization setting. In each iteration $t$, the player chooses an action matrix $A_{t}$ from the set of density matrices $\Delta_{n}=\left\{A \in \mathbb{R}^{n \times n} \mid A \succcurlyeq 0, \operatorname{tr}(A)=1\right\}$. We can intrepret the player action as choosing a probability distribution over the set of unit vectors. The player then observes a feedback matrix $F_{t}$ and incurs a loss of $\left\langle A_{t}, F_{t}\right\rangle$. After $\tau$ iterations, the regret of the player is defined as

$$
R_{\tau}:=\sum_{t=1}^{\tau}\left\langle A_{t}, F_{t}\right\rangle-\inf _{B \in \Delta_{n}} \sum_{t=1}^{\tau}\left\langle B, F_{t}\right\rangle=\sum_{t=1}^{\tau}\left\langle A_{t}, F_{t}\right\rangle-\lambda_{\min }\left(\sum_{t=1}^{\tau} F_{t}\right),
$$

which is the difference between the loss of the player actions and the loss of the best fixed action $B$, that can be assumed to be a rank one matrix $v v^{T}$. The objective of the player is to minimize the regret. A well-known algorithm for regret minimization is follow-the-regularized-leader, which plays the action

$$
A_{t}=\operatorname{argmin}_{A \in \Delta_{n}}\left\{w(A)+\alpha \cdot \sum_{l=0}^{t-1}\left\langle A, F_{l}\right\rangle\right\}
$$

where $w(A)$ is a regularization term and $\alpha$ is a parameter called the learning rate that balances the loss and the regularization. Note that $F_{0}$ is an initial feedback which is given before the game starts. A different choice of regularization gives a different algorithm for regret minimization. One choice is the entropy regularizer $w(A)=\langle A, \log A-I\rangle$ and this gives the well-known matrix multiplicative update algorithm. The choice that we will use is the $\ell_{1 / 2}$-regularizer $w(A)=-2 \operatorname{tr}\left(A^{1 / 2}\right)$ introduced in [3], which plays the action

$$
\begin{equation*}
A_{t}=\left(l_{t} I+\alpha \sum_{l=0}^{t-1} F_{l}\right)^{-2} \tag{2.1}
\end{equation*}
$$

where $l_{t}$ is the unique constant that ensures $A_{t} \in \Delta_{n}$. Allen-Zhu, Liao, and Orecchia [3] prove upper bounds on the regret of this algorithm for positive or negative semidefinite feedback matrices.

THEOREM 2.3 (Theorems 3.2 and 3.3 in [3]). Suppose $F_{0}=0$ and each feedback matrix $F_{t} \in \mathbb{R}^{n \times n}$ is either a positive or a negative semidefinite matrix with $\alpha A_{t}^{1 / 4} F_{t} A_{t}^{1 / 4} \succcurlyeq-\frac{1}{4} I$ for all $t \geq 1$, and the action matrix $A_{t} \in \mathbb{R}^{n \times n}$ is of the form in (2.1) for some $\alpha>0$. Then

$$
R_{\tau} \leq O(\alpha) \sum_{t=1}^{\tau}\left\langle A_{t},\right| F_{t}| \rangle \cdot\left\|A_{t}^{1 / 4} F_{t} A_{t}^{1 / 4}\right\|_{\mathrm{op}}+\frac{2 \sqrt{n}}{\alpha}
$$

When each feedback matrix $F_{t}$ is of the form $u_{t} u_{t}^{T}$ for some $u_{t} \in \mathbb{R}^{n}$ for all $t \geq 1$, it holds that

$$
\begin{equation*}
\lambda_{\min }\left(\sum_{t=1}^{\tau} u_{t} u_{t}^{T}\right) \geq \sum_{t=1}^{\tau} \frac{\left\langle u_{t} u_{t}^{T}, A_{t}\right\rangle}{1+\alpha\left\langle u_{t} u_{t}^{T}, A_{t}^{1 / 2}\right\rangle}-\frac{2 \sqrt{n}}{\alpha} \tag{2.2}
\end{equation*}
$$

For one-sided spectral rounding, the goal is to choose a subset $S$ of vectors to maximize $\lambda_{\min }\left(\sum_{i \in S} v_{i} v_{i}^{T}\right)$. Using this regret minimization framework, the second part of Theorem 2.3 reduces this problem to the simpler task of finding a vector $u_{t}$ that maximizes $\left\langle u_{t} u_{t}^{T}, A_{t}\right\rangle /\left(1+\alpha\left\langle u_{t} u_{t}^{T}, A_{t}^{1 / 2}\right\rangle\right)$. Using the condition that $\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}=I_{n}$ and $\sum_{i=1}^{m} x_{i}=k$, it can be shown [4] that there is always a vector $v_{j}$ with $\left\langle v_{j} v_{j}^{T}, A_{t}\right\rangle /\left(1+\alpha\left\langle v_{j} v_{j}^{T}, A_{t}^{1 / 2}\right\rangle\right) \geq 1 /(k+\alpha \sqrt{n})$. Setting $\alpha=\sqrt{n} / \epsilon$ and $\tau=k$ and using the assumption that $k \geq n / \epsilon^{2}$, this gives $\lambda_{\min }\left(\sum_{t=1}^{k} u_{t} u_{t}^{T}\right) \geq 1-3 \epsilon$ and proves Theorem 1.5 in the easier setting when a vector can be chosen more than once (i.e., the with repetition setting in experimental design). This greedy algorithm can be extended to the more difficult setting when every vector can be chosen at most once, but only achieving a $\Theta(1)$-approximation [4].

To prove Theorem 1.5 when the output must be a zero-one solution, Allen-Zhu et al. [5] derived the following regret minimization bound for rank two feedback matrices.

Theorem 2.4 (Lemmas 2.5 and 2.9 in [5]). Suppose the action matrix $A_{t} \in \mathbb{R}^{n \times n}$ is of the form in (2.1) for some $\alpha>0$. Suppose the initial feedback matrix $F_{0} \in \mathbb{S}^{n}$ is a symmetric matrix, and for all $t \geq 1$ each feedback matrix $F_{t}$ is of the form $v_{j_{t}} v_{j_{t}}^{T}-v_{i_{t}} v_{i_{t}}^{T}$ for some $v_{j_{t}}, v_{i_{t}} \in \mathbb{R}^{n}$ such that $\alpha\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}^{1 / 2}\right\rangle<\frac{1}{2}$; then

$$
\lambda_{\min }\left(\sum_{t=0}^{\tau} F_{t}\right) \geq \sum_{t=1}^{\tau}\left(\frac{\left\langle v_{j_{t}} v_{j_{t}}^{T}, A_{t}\right\rangle}{1+2 \alpha\left\langle v_{j_{t}} v_{j_{t}}^{T}, A_{t}^{1 / 2}\right\rangle}-\frac{\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}\right\rangle}{1-2 \alpha\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}^{1 / 2}\right\rangle}\right)-\frac{2 \sqrt{n}}{\alpha}
$$

With Theorem 2.4, they analyzed a deterministic local search algorithm where they start from an arbitrary solution $S_{0}$ of $k$ vectors, and in each iteration $t \geq 1$ they find a $j_{t} \notin S_{t-1}$ that maximizes $\left\langle v_{j} v_{j}^{T}, A_{t}\right\rangle /\left(1+2 \alpha\left\langle v_{j} v_{j}^{T}, A_{t}^{1 / 2}\right\rangle\right)$ and an $i_{t} \in$ $S_{t-1}$ that minimizes $\left\langle v_{i} v_{i}^{T}, A_{t}\right\rangle /\left(1-2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle\right)$ subject to the restriction that $2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle<1$, and define $S_{t}:=S_{t-1}-i_{t}+j_{t}$ as the new solution. Using a delicate argument, they proved that so long as $\lambda_{\min }\left(\sum_{l \in S_{t-1}} v_{l} v_{l}^{T}\right) \leq 1-3 \epsilon$, the pair $i_{t}, j_{t}$ always satisfies

$$
\frac{\left\langle v_{j_{t}} v_{j_{t}}^{T}, A_{t}\right\rangle}{1+2 \alpha\left\langle v_{j_{t}} v_{j_{t}}^{T}, A_{t}^{1 / 2}\right\rangle}-\frac{\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}\right\rangle}{1-2 \alpha\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}^{1 / 2}\right\rangle} \geq \frac{\epsilon}{k}
$$

This implies by Theorem 2.4 that the local search algorithm will succeed in finding a solution $S_{t}$ with $\lambda_{\min }\left(\sum_{l \in S_{t}} v_{l} v_{l}^{T}\right) \geq 1-3 \epsilon$ within $k / \epsilon$ iterations.

One technical point used in $[4,5]$ is that the partial solution $Z_{t-1}:=\sum_{l=0}^{t-1} F_{l}$ at time $t$ and the action matrix $A_{t}$ at time $t$ have the same eigenbasis due to (2.1). This allows one to bound $\left\langle Z_{t-1}, A_{t}\right\rangle$ and $\left\langle Z_{t-1}, A_{t}^{1 / 2}\right\rangle$ as follows.

Lemma 2.5 (Claim 2.14 in [5]). Let $Z \succcurlyeq 0$ be an $n \times n P S D$ matrix and $A=$ $(\alpha Z+l I)^{-2}$ for some $\alpha>0$ where $l$ is the unique constant such that $A$ is a density matrix. Then, it holds that

$$
\langle Z, A\rangle \leq \frac{\sqrt{n}}{\alpha}+\lambda_{\min }(Z) \quad \text { and } \quad \alpha\left\langle Z, A^{1 / 2}\right\rangle \leq n+\alpha \sqrt{n} \cdot \lambda_{\min }(Z)
$$

This lemma will be used in constructing a zero-one solution for Theorem 1.8.
2.4. Martingale and concentration inequalities. A sequence of random variables $Y_{1}, \ldots, Y_{\tau}$ (starting with $Y_{0}=0$ ) is a martingale with respect to a sequence of random variables $Z_{1}, \ldots, Z_{\tau}$ if for all $t>0$, it holds that

1. $Y_{t}$ is a function of $Z_{1}, \ldots, Z_{t-1}$;
2. $\mathbb{E}\left[\left|Y_{t}\right|\right]<\infty$;
3. $\mathbb{E}\left[Y_{t+1} \mid Z_{1}, \ldots, Z_{t}\right]=Y_{t}$.

We will use the following theorem by Freedman to bound the probability that $Y_{\tau}$ is large.

Theorem 2.6 (see $[31,71])$. Let $\left\{Y_{t}\right\}_{t}$ be a real-valued martingale with respect to $\left\{Z_{t}\right\}_{t}$, and let $\left\{X_{t}=Y_{t}-Y_{t-1}\right\}_{t}$ be the difference sequence. Assume that $X_{t} \leq R$ deterministically for $1 \leq t \leq \tau$. Let $W_{t}:=\sum_{j=1}^{t} \mathbb{E}\left[X_{j}^{2} \mid Z_{1}, \ldots, Z_{j-1}\right]$ for $1 \leq t \leq \tau$. Then, for all $\delta \geq 0$ and $\sigma^{2}>0$,

$$
\operatorname{Pr}\left(\exists t \in[\tau]: Y_{t} \geq \delta \text { and } W_{t} \leq \sigma^{2}\right) \leq \exp \left(\frac{-\delta^{2} / 2}{\sigma^{2}+R \delta / 3}\right)
$$

Recently, some variants of Freedman's inequality for martingales have been used to obtain algorithmic discrepancy results $[12,11]$. In this paper, we will prove another variant for nonmartingales with a "self-adjusting" property (see Theorem 3.9).
3. One-sided spectral rounding. We will first present the iterative randomized rounding algorithm for one-sided spectral rounding in section 3.1. Then we will present some examples showing the tightness of our results in section 3.2.

### 3.1. Iterative randomized rounding for one-sided spectral rounding.

 We modify the deterministic local search algorithm in [5] to an iterative randomized rounding algorithm so as to approximately satisfy arbitrary nonnegative linear constraints. In this randomized algorithm, we first construct an initial solution $S_{0}$ by adding each vector $v_{i}$ into $S_{0}$ with probability $x_{i}$ independently. In each iteration $t \geq 1$, based on the current solution $S_{t-1}$, we construct a probability distribution to sample a vector $v_{i_{t}}$ to be removed from $S_{t-1}$, and a probability distribution to sample a vector $v_{j_{t}}$ to be added to $S_{t-1}$. The basic idea is that a vector $v_{i}$ is removed with probability proportional to $1-x_{i}$ and a vector $v_{j}$ is added with probability proportional to $x_{j}$, but the probability is also adjusted based on the vector's contribution to the minimum eigenvalue of the current solution. We remark that it is possible that no vector is removed and/or no vector is added in an iteration. The algorithm stops when the minimum eigenvalue of the current solution is at least $1-2 \epsilon$. The following is the formal description of the algorithm.
## Iterative randomized swapping algorithm

Input: $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}$ and $x \in[0,1]^{m}$ with $\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}=I_{n}$, and an error parameter $\epsilon \in\left(0, \frac{1}{2}\right)$.
Output: a subset $S \subseteq[m]$ such that $\sum_{i \in S} v_{i} v_{i}^{T} \succcurlyeq(1-2 \epsilon) I_{n}$ and $c(S) \approx\langle c, x\rangle$ for any $c \in \mathbb{R}_{+}^{m}$ with high probability.

1. Initialization: $t:=1, S_{0}:=\emptyset, \alpha:=\sqrt{n} / \epsilon, k:=m+2 n / \epsilon$.
2. Add $i$ into $S_{0}$ independently with probability $x_{i}$ for each $i \in[m]$. Let $Z_{0}:=\sum_{i \in S_{0}} v_{i} v_{i}^{T}$.
3. While $\lambda_{\text {min }}\left(Z_{t-1}\right)<1-2 \epsilon$ do
(a) Compute the action matrix $A_{t}:=\left(\alpha Z_{t-1}-l_{t} I_{n}\right)^{-2}$, where $l_{t} \in \mathbb{R}$ is the unique value such that $A_{t} \succ 0$ and $\operatorname{tr}\left(A_{t}\right)=1$.
(b) Define $S_{t-1}^{\prime}:=\left\{i \in S_{t-1}: 2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle<\frac{1}{2}\right\}$.
(c) Sample $i_{t}$ and $j_{t}$ from the following probability distributions:

$$
\begin{aligned}
& \operatorname{Pr}\left(i_{t}=i\right)=\frac{1}{k}\left(1-x_{i}\right)\left(1-2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle\right) \quad \text { for } i \in S_{t-1}^{\prime} \\
& \operatorname{Pr}\left(j_{t}=j\right)=\frac{x_{j}}{k}\left(1+2 \alpha\left\langle v_{j} v_{j}^{T}, A_{t}^{1 / 2}\right\rangle\right) \quad \text { for } j \in[m] \backslash S_{t-1}
\end{aligned}
$$

(d) Set $S_{t}:=S_{t-1} \cup\left\{j_{t}\right\} \backslash\left\{i_{t}\right\}, Z_{t}:=\sum_{i \in S_{t}} v_{i} v_{i}^{T}$ and $t:=t+1$.
4. Return $S=S_{t-1}$ as the solution.

Before we state the main result of this algorithm, we first check that the algorithm is well-defined.

Claim 3.1. The probability distributions in each iteration of the iterative randomized swapping algorithm are well-defined.

Proof. To verify that the probability distribution for sampling $i_{t}$ is well-defined, we need to show that $\operatorname{Pr}\left(i_{t}=i\right) \geq 0$ for $i \in S_{t-1}^{\prime}$ and $\sum_{i \in S_{t-1}^{\prime}} \operatorname{Pr}\left(i_{t}=i\right) \leq 1$. Since $A_{t} \succ 0, x_{i} \in[0,1]$, and $2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle \leq \frac{1}{2}$ for $i \in S_{t-1}^{\prime}$, it follows that for $i \in S_{t-1}^{\prime}$ we have

$$
0 \leq \operatorname{Pr}\left(i_{t}=i\right)=\frac{1}{k}\left(1-x_{i}\right)\left(1-2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle\right) \leq \frac{1}{k}
$$

and this implies that $\sum_{i \in S_{t-1}^{\prime}} \operatorname{Pr}\left(i_{t}=i\right) \leq\left|S_{t-1}^{\prime}\right| / k \leq m / k<1$ by the definition of $k$.

Next we verify that the probability distribution for sampling $j_{t}$ is well-defined. It is clear that $\operatorname{Pr}\left(j_{t}=j\right) \geq 0$ as $A_{t} \succ 0$ and $x_{j} \in[0,1]$. We claim that

$$
\sum_{j \in[m] \backslash S_{t-1}} \operatorname{Pr}\left(j_{t}=j\right) \leq \sum_{j \in[m]} \operatorname{Pr}\left(j_{t}=j\right) \leq 1
$$

as

$$
\begin{aligned}
\sum_{j \in[m]} \operatorname{Pr}\left(j_{t}=j\right)=\frac{1}{k} \sum_{j=1}^{m} x_{j}\left(1+2 \alpha\left\langle v_{j} v_{j}^{T}, A_{t}^{1 / 2}\right\rangle\right) & =\frac{1}{k}\left(\sum_{j=1}^{m} x_{j}+2 \alpha \operatorname{tr}\left(A_{t}^{1 / 2}\right)\right) \\
& \leq \frac{1}{k}\left(m+\frac{2 n}{\epsilon}\right)=1
\end{aligned}
$$

where the second equality is by the assumption that $\sum_{j=1}^{m} x_{j} v_{j} v_{j}^{T}=I_{n}$, the last equality is by the definition of $k$ (this motivates us to set $k=m+2 n / \epsilon$ in the algorithm), and the inequality uses that $x_{j} \in[0,1], \alpha=\sqrt{n} / \epsilon$ and the bound that $\operatorname{tr}\left(A_{t}^{1 / 2}\right) \leq \sqrt{n}$. To see that $\operatorname{tr}\left(A_{t}^{1 / 2}\right) \leq \sqrt{n}$, let $\lambda_{1}, \ldots, \lambda_{n}$ be the eigenvalues of $A_{t}$, then

$$
\begin{equation*}
\operatorname{tr}\left(A_{t}^{1 / 2}\right)=\sum_{i=1}^{n} \sqrt{\lambda_{i}} \leq \sqrt{n} \sum_{i=1}^{n} \lambda_{i}=\sqrt{n} \operatorname{tr}\left(A_{t}\right)=\sqrt{n} \tag{3.1}
\end{equation*}
$$

where the inequality is by Cauchy-Schwarz and the last equality is by the definition of $A_{t}$.

Remark 3.2. The reader may wonder why we do not define the probability distribution for sampling $i_{t}$ by

$$
\operatorname{Pr}\left(i_{t}=i\right)=\frac{\left(1-x_{i}\right)\left(1-2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle\right)}{\sum_{j \in S_{t-1}^{\prime}}\left(1-x_{j}\right)\left(1-2 \alpha\left\langle v_{j} v_{j}^{T}, A_{t}^{1 / 2}\right\rangle\right)} \quad \text { for } i \in S_{t-1}^{\prime}
$$

so that $\sum_{i \in S_{t-1}^{\prime}} \operatorname{Pr}\left(i_{t}=i\right)=1$ and likewise for sampling $j_{t}$, so that we always remove a vector from $S_{t-1}$ and add another vector to $S_{t-1}$ in each iteration. This is our initial approach and we believe that this should also work, but it turns out that the calculations for the linear constraints are simplified considerably by having a common denominator $k$ for these two probability distributions.

The following is the main technical result for one-sided spectral rounding.
Theorem 3.3. Suppose we are given $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}$, $x \in[0,1]^{m}$ such that $\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}=I_{n}$. For any $\epsilon \in\left(0, \frac{1}{2}\right)$ and integer $q \geq 2$, the iterative randomized swapping algorithm returns a subset $S \subseteq[m]$ satisfying

$$
\sum_{i \in S} v_{i} v_{i}^{T} \succcurlyeq(1-2 \epsilon) I_{n}
$$

within $q k / \epsilon$ iterations with probability at least $1-\exp (-\Omega(q \sqrt{n}))$. Furthermore, for any $c \in \mathbb{R}_{+}^{m}$ and any $\delta_{1} \in[0,1], \delta_{2} \in[0,1]$, and $\delta_{3}>0$, the probability that the returned solution $S$ satisfies the cost upper bound is

$$
\operatorname{Pr}\left[c(S) \leq\left(1+\delta_{1}\right)\langle c, x\rangle+\frac{15 n c_{\infty}}{\epsilon}\right] \geq 1-\exp \left[-\Omega\left(\frac{\delta_{1} n}{\epsilon}\right)\right]
$$

and the probability that the returned solution $S$ satisfies the cost lower bound is

$$
\operatorname{Pr}\left[c(S) \geq\left(1-\delta_{2}\right)\langle c, x\rangle-\delta_{3} n c_{\infty}\right] \geq 1-\exp \left[-\Omega\left(\min \left\{\delta_{2} \delta_{3}, \epsilon \delta_{3}^{2}\right\} \cdot n\right)\right]
$$

Remark 3.4. If we set $\delta_{1}=\delta_{2}=\epsilon$ and $\delta_{3}=1 / \epsilon$, then Theorem 3.3 states that the returned solution $S$ satisfies

$$
(1-\epsilon)\langle c, x\rangle-\frac{n c_{\infty}}{\epsilon} \leq c(S) \leq(1+\epsilon)\langle c, x\rangle+\frac{15 n c_{\infty}}{\epsilon}
$$

with probability at least $1-\exp (-\Omega(n))$ for any $c \in \mathbb{R}_{+}^{m}$. We introduce $\delta_{1}, \delta_{2}, \delta_{3}$ to have a more refined control of the failure probability of the lower bound, and this will be relevant in showing that linear covering constraints can be almost satisfied.

Organization. The remainder of this subsection is organized as follows. We will first prove that the spectral lower bound will be approximately satisified with high probability within polynomial time in section 3.1.1, and then prove the guarantees on the linear constraints in section 3.1.2, where we crucially use a new concentration inequality for a "self-adjusting" random process (see Theorem 3.9 for a formal statement). Then, we will use Theorem 3.3 to prove the exact one-sided spectral rounding result in Theorem 1.8 in section 3.1.3. Finally, we provide a proof of the concentration inequality in Theorem 3.9 in section 3.1.4.
3.1.1. Bounding the minimum eigenvalue. The goal in this subsection is to prove that the probability that the algorithm does not terminate within $\tau \geq q k / \epsilon$ iterations is at most $\exp (-\Omega(q \sqrt{n}))$ for $q \geq 2$.

We will bound the minimum eigenvalue of the solution using the regret minimization framework developed in $[3,5]$. The initial feedback matrix is $F_{0}=Z_{0}$, which is constructed randomly using $x$. In each iteration $t \geq 1$, after computing the action matrix $A_{t}$, the algorithm responds with the feedback matrix $F_{t}=v_{j_{t}} v_{j_{t}}^{T}-v_{i_{t}} v_{i_{t}}^{T}$. Note that $Z_{\tau}=\sum_{t=0}^{\tau} F_{t}$. Define

$$
\Delta_{t}^{+}:=\frac{\left\langle v_{j_{t}} v_{j_{t}}^{T}, A_{t}\right\rangle}{1+2 \alpha\left\langle v_{j_{t}} v_{j_{t}}^{T}, A_{t}^{1 / 2}\right\rangle}, \quad \Delta_{t}^{-}:=\frac{\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}\right\rangle}{1-2 \alpha\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}^{1 / 2}\right\rangle}, \quad \text { and } \quad \Delta_{t}:=\Delta_{t}^{+}-\Delta_{t}^{-}
$$

Note that $2 \alpha\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}^{1 / 2}\right\rangle<\frac{1}{2}<1$ for $1 \leq t \leq \tau$ by the definition of $S_{t-1}^{\prime}$, and so $\Delta_{t}^{-}$ is well-defined for $1 \leq t \leq \tau$. The regret minimization Theorem 2.4 proves that

$$
\begin{equation*}
\lambda_{\min }\left(Z_{\tau}\right)=\lambda_{\min }\left(\sum_{t=0}^{\tau} F_{t}\right) \geq \sum_{t=1}^{\tau} \Delta_{t}-\frac{2 \sqrt{n}}{\alpha}=\sum_{t=1}^{\tau} \Delta_{t}-2 \epsilon \tag{3.2}
\end{equation*}
$$

To lower bound the minimum eigenvalue, we will prove that $\sum_{t=1}^{\tau} \Delta_{t} \geq 1$ with high probability. In the following, we bound the expected value of $\sum_{t=\frac{1}{\tau}}^{\tau} \Delta_{t}$, and then use Freeman's martingale inequality to bound the probability that $\sum_{t=1}^{\tau} \Delta_{t}$ deviates significantly from its expected value.

Lemma 3.5. Let $\lambda:=\max _{0 \leq t \leq \tau} \lambda_{\text {min }}\left(Z_{t}\right)$. Then

$$
\sum_{t=1}^{\tau} \mathbb{E}\left[\Delta_{t} \mid S_{t-1}\right] \geq \sum_{t=1}^{\tau} \frac{1}{k}\left(1-\epsilon-\lambda_{\min }\left(Z_{t-1}\right)\right) \geq \frac{\tau}{k}(1-\epsilon-\lambda)
$$

Proof. We first consider the expected gain of adding the vector $j_{t}$. By the definition of the probability distribution of $j_{t}$,

$$
\begin{aligned}
\mathbb{E}\left[\Delta_{t}^{+} \mid S_{t-1}\right] & =\frac{1}{k} \sum_{j \in[m] \backslash S_{t-1}} x_{j}\left(1+2 \alpha\left\langle v_{j} v_{j}^{T}, A_{t}^{1 / 2}\right\rangle\right) \cdot \frac{\left\langle v_{j} v_{j}^{T}, A_{t}\right\rangle}{1+2 \alpha\left\langle v_{j} v_{j}^{T}, A_{t}^{1 / 2}\right\rangle} \\
& =\frac{1}{k} \sum_{j \in[m] \backslash S_{t-1}} x_{j}\left\langle v_{j} v_{j}^{T}, A_{t}\right\rangle \\
& =\frac{1}{k}\left(1-\sum_{j \in S_{t-1}} x_{j}\left\langle v_{j} v_{j}^{T}, A_{t}\right\rangle\right),
\end{aligned}
$$

where the last equality is by $\sum_{j=1}^{m} x_{j} v_{j} v_{j}^{T}=I_{n}$ and $\operatorname{tr}\left(A_{t}\right)=1$ by the definition of $A_{t}$.

Then we consider the expected loss of removing the vector $i_{t}$. By the definition of the probability distribution of $i_{t}$,

$$
\begin{align*}
\mathbb{E}\left[\Delta_{t}^{-} \mid S_{t-1}\right] & =\sum_{i \in S_{t-1}^{\prime}} \frac{1}{k}\left(1-x_{i}\right)\left(1-2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle\right) \cdot \frac{\left\langle v_{i} v_{i}^{T}, A_{t}\right\rangle}{1-2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle} \\
& =\frac{1}{k} \sum_{i \in S_{t-1}^{\prime}}\left(1-x_{i}\right)\left\langle v_{i} v_{i}^{T}, A_{t}\right\rangle  \tag{3.4}\\
& \leq \frac{1}{k} \sum_{i \in S_{t-1}}\left(1-x_{i}\right)\left\langle v_{i} v_{i}^{T}, A_{t}\right\rangle \\
& \leq \frac{1}{k}\left(\lambda_{\min }\left(Z_{t-1}\right)+\epsilon-\sum_{i \in S_{t-1}} x_{i}\left\langle v_{i} v_{i}^{T}, A_{t}\right\rangle\right)
\end{align*}
$$

where the first inequality is because $x_{i} \in[0,1]$ and $\left\langle v_{i} v_{i}^{T}, A_{t}\right\rangle \geq 0$ as $A_{t} \succ 0$, and the last inequality follows from Lemma 2.5 that $\left\langle Z_{t-1}, A_{t}\right\rangle \leq \sqrt{n} / \alpha+\lambda_{\min }\left(Z_{t-1}\right)$ and $\alpha=\sqrt{n} / \epsilon$.

The lemma follows by combining (3.3) and (3.4) and summing over $t$ and using $\lambda=\max _{t} \lambda_{\text {min }}\left(Z_{t}\right)$.

Remark 3.6. If we use the probability distributions stated in Remark 3.2, then we can start with a solution with $l:=\sum_{i=1}^{m} x_{i}+O(n / \epsilon)$ vectors and guarantee that the solution at each iteration still has exactly $l$ vectors. A similar statement about the expected progress as in Lemma 3.5 can be proved. This implies that there exists a good pair $i_{t} \in S_{t-1}$ and $j_{t} \in S_{t-1}$, which gives a solution set of size $l$ satisfying the spectral lower bound approximately. Together with a preprocessing step as in section 3.1.3, this gives a simpler proof of the deterministic algorithm of [5].

Lemma 3.7. Let $\lambda:=\max _{0 \leq t \leq \tau} \lambda_{\min }\left(Z_{t}\right)$. Then, for any $\eta>0$,

$$
\operatorname{Pr}\left[\sum_{t=1}^{\tau} \Delta_{t} \leq\left(\sum_{t=1}^{\tau} \mathbb{E}\left[\Delta_{t} \mid S_{t-1}\right]\right)-\eta\right] \leq \exp \left(-\frac{\eta^{2} k \sqrt{n} / 2}{\tau \epsilon(1+\lambda+\epsilon)+\eta k \epsilon / 3}\right)
$$

Proof. We define the following sequences of random variables where

$$
X_{t}:=\mathbb{E}\left[\Delta_{t} \mid S_{t-1}\right]-\Delta_{t} \quad \text { and } \quad Y_{t}:=\sum_{l=1}^{t} X_{l}
$$

Observe that $\left\{Y_{t}\right\}_{t}$ is a martingale with respect to $\left\{S_{t}\right\}_{t}$. We use Freedman's inequality to bound $\operatorname{Pr}\left(Y_{\tau} \geq \eta\right)$. To apply Freedman's inequality, we need to upper bound $X_{t}$ and $E\left[X_{t}^{2} \mid S_{t-1}\right]$. Note that

$$
0 \leq \Delta_{t}^{+}=\frac{\left\langle v_{j_{t}} v_{j_{t}}^{T}, A_{t}\right\rangle}{1+2 \alpha\left\langle v_{j_{t}} v_{j_{t}}^{T}, A_{t}^{1 / 2}\right\rangle} \leq \frac{\left\langle v_{j_{t}} v_{j_{t}}^{T}, A_{t}\right\rangle}{2 \alpha\left\langle v_{j_{t}} v_{j_{t}}^{T}, A_{t}^{1 / 2}\right\rangle} \leq \frac{1}{2 \alpha},
$$

where the last inequality holds as $0 \prec A_{t} \preccurlyeq I$. Also,

$$
0 \leq \Delta_{t}^{-}=\frac{\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}\right\rangle}{1-2 \alpha\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}^{1 / 2}\right\rangle} \leq \frac{\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}^{1 / 2}\right\rangle}{1-2 \alpha\left\langle v_{i_{t}} v_{i_{t}}^{T}, A_{t}^{1 / 2}\right\rangle} \leq \frac{1}{2 \alpha}
$$

where the second to last inequality is by $0 \prec A_{t} \preccurlyeq I$, and the first and last inequalities are because $i_{t}$ is chosen from the set $S_{t-1}^{\prime}:=\left\{i \mid 4 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle<1\right\}$. (We remark that this upper bound on $\Delta_{t}^{-}$is exactly the reason for the definition of $S_{t-1}^{\prime}$.) As these lower and upper bounds on $\Delta_{t}^{+}$and $\Delta_{t}^{-}$hold with probability one, we have the deterministic upper bound $X_{t} \leq R:=\epsilon / \sqrt{n}$ as

$$
X_{t}=\mathbb{E}\left[\Delta_{t} \mid S_{t-1}\right]-\Delta_{t} \leq \mathbb{E}\left[\Delta_{t}^{+} \mid S_{t-1}\right]+\Delta_{t}^{-} \leq \frac{1}{\alpha}=\frac{\epsilon}{\sqrt{n}}=R
$$

Next, we upper bound

$$
\begin{aligned}
\mathbb{E}\left[X_{t}^{2} \mid S_{t-1}\right] \leq R \cdot \mathbb{E}\left[\left|X_{t}\right| \mid S_{t-1}\right] & \leq \frac{\epsilon}{\sqrt{n}}\left(\mathbb{E}\left[\Delta_{t}^{+} \mid S_{t-1}\right]+\mathbb{E}\left[\Delta_{t}^{-} \mid S_{t-1}\right]\right) \\
& \leq \frac{\epsilon}{k \sqrt{n}}(1+\lambda+\epsilon)
\end{aligned}
$$

where the last inequality follows from (3.3) and (3.4) that $\mathbb{E}\left[\Delta_{t}^{+} \mid S_{t-1}\right] \leq 1 / k$ and $\mathbb{E}\left[\Delta_{t}^{-} \mid S_{t-1}\right] \leq(\lambda+\epsilon) / k$. Therefore, $W_{\tau}:=\sum_{t=1}^{\tau} \mathbb{E}\left[X_{t}^{2} \mid S_{t-1}\right] \leq \tau \epsilon(1+\lambda+\epsilon) /(k \sqrt{n})$. Applying Theorem 2.6 with $R=\epsilon / \sqrt{n}$ and $\sigma^{2}=\tau \epsilon(1+\lambda+\epsilon) /(k \sqrt{n})$, it follows that

$$
\operatorname{Pr}\left(Y_{\tau} \geq \eta\right) \leq \exp \left(-\frac{\eta^{2} / 2}{\sigma^{2}+R \eta / 3}\right)=\exp \left(-\frac{\eta^{2} k \sqrt{n} / 2}{\tau \epsilon(1+\lambda+\epsilon)+\eta k \epsilon / 3}\right)
$$

The lemma follows as $Y_{\tau} \geq \eta$ is equivalent to $\sum_{t=1}^{\tau} \Delta_{t} \leq\left(\sum_{t=1}^{\tau} \mathbb{E}\left[\Delta_{t} \mid S_{t-1}\right]\right)-\eta$.
We are ready to prove that the algorithm terminates in a polynomial number of iterations with high probability.

THEOREM 3.8. The probability that the iterative randomized swapping algorithm does not terminate in $q k / \epsilon$ iterations for $q \geq 2$ is at most $\exp (-\Omega(q \sqrt{n}))$.

Proof. Let $\tau=q k / \epsilon$. Suppose $\lambda=\max _{0 \leq t \leq \tau} \lambda_{\min }\left(Z_{t}\right)<1-2 \epsilon$. Then, Lemma 3.5 implies that

$$
\sum_{t=1}^{\tau} \mathbb{E}\left[\Delta_{t} \mid S_{t-1}\right] \geq \frac{\tau}{k}(1-\epsilon-\lambda)=\frac{q}{\epsilon}(1-\epsilon-\lambda)>q,
$$

and the regret minimization bound in (3.2) implies that

$$
1-2 \epsilon>\lambda_{\min }\left(Z_{\tau}\right) \geq\left(\sum_{t=1}^{\tau} \Delta_{t}\right)-2 \epsilon \quad \Longrightarrow \quad \sum_{t=1}^{\tau} \Delta_{t}<1
$$

Therefore,

$$
\begin{aligned}
\operatorname{Pr}\left[\bigcap_{t=0}^{\tau}\left(\lambda_{\min }\left(Z_{t}\right)<1-2 \epsilon\right)\right] & \leq \operatorname{Pr}\left[\sum_{t=1}^{\tau} \Delta_{t}<\left(\sum_{t=1}^{\tau} \mathbb{E}\left[\Delta_{t} \mid S_{t-1}\right]\right)-(q-1)\right] \\
& \leq \exp \left(-\frac{(q-1)^{2} k \sqrt{n} / 2}{(q k / \epsilon) \epsilon(1+(1-2 \epsilon)+\epsilon)+(q-1) k \epsilon / 3}\right) \\
& \leq \exp (-\Omega(q \sqrt{n})),
\end{aligned}
$$

where the second inequality is by Lemma 3.7 with $\eta=q-1$ and $\tau=q k / \epsilon$ and the last inequality is by the assumption that $q \geq 2$.

So, for example, the probability that the algorithm does not terminate in $2 k / \epsilon$ iterations is at most $\exp (-\Omega(\sqrt{n}))$ and the probability that it does not terminate in $k \sqrt{n} / \epsilon$ iterations is at most $\exp (-\Omega(n))$.
3.1.2. Bounding the linear constraints. For an arbitrary nonnegative linear constraint $c \in \mathbb{R}_{+}^{m}$, the goal in this subsection is to prove that $c\left(S_{t}\right) \approx\langle c, x\rangle$ with high probability for any $t$, where we recall that $c\left(S_{t}\right):=\sum_{i \in S_{t}} c_{i}$ is the "cost" of the solution at time $t$.

Note that the change of the cost through the iterations of the algorithm is not a martingale, so we cannot control it using Freedman's inequality directly. Nevertheless, we manage to prove another variant which applies to a nonmartingale random process $\left\{Y_{t}\right\}_{t}$ with a "self-adjusting" property that if $Y_{t}$ is (more) positive, then $E\left[Y_{t+1}\right]-Y_{t}$ is (more) negative and vice versa. With this self-adjusting property, intuitively $Y_{t}$ cannot be too far away from zero, and the following theorem provides a quantitative bound that is similar to that in Freedman's inequality.

THEOREM 3.9. Let $\left\{Y_{t}\right\}_{t}$ be a sequence of random variables, and $X_{t}:=Y_{t}-Y_{t-1}$ be the difference sequence. Suppose that there exist $R, \sigma>0, \beta_{u}, \beta_{l} \geq 0$, and $\gamma_{1} \in$ ( $0, \frac{1}{2}$ ) , $\gamma_{2}>0$ with $\gamma_{1} \leq \gamma_{2} / R$ such that the following properties hold for all $t \geq 1$ :

1. (Bounded difference) $\left|X_{t}\right| \leq R$ with probability one.
2. (Self adjusting) $-\gamma_{1} Y_{t-1}-\beta_{l} \leq \mathbb{E}\left[X_{t} \mid Y_{0}, \ldots, Y_{t-1}\right] \leq-\gamma_{1} Y_{t-1}+\beta_{u}$.
3. (Bounded variance) $\mathbb{E}\left[X_{t}^{2} \mid Y_{0}, \ldots, Y_{t-1}\right] \leq \gamma_{2} Y_{t-1}+\sigma$.
4. (Initial concentration) For any $a \in\left[-\frac{1}{R}, \frac{1}{R}\right]$, the random variable $Y_{0}$ satisfies $\mathbb{E}\left[e^{a Y_{0}}\right] \leq e^{a^{2} \sigma / \gamma_{1}}$.
Then, for any $\eta>0$ and any $t \geq 0$, it holds that

$$
\operatorname{Pr}\left[Y_{t} \geq \frac{\beta_{u}}{\gamma_{1}}+\eta\right] \leq \exp \left[-\frac{\eta^{2} \gamma_{1} / \gamma_{2}}{4\left(\sigma / \gamma_{2}+\beta_{u} / \gamma_{1}\right)+2 \eta}\right]
$$

and

$$
\operatorname{Pr}\left[Y_{t} \leq-\frac{\beta_{l}}{\gamma_{1}}-\eta\right] \leq \exp \left[-\frac{\eta^{2} \gamma_{1} / \gamma_{2}}{4 \sigma / \gamma_{2}+\eta}\right]
$$

The proof of Theorem 3.9 is deferred to section 3.1.4.
To apply Theorem 3.9 to show the concentration of the cost, we first bound the expected change of the cost in an iteration.

Lemma 3.10. Suppose $\lambda_{\min }\left(Z_{t-1}\right)<1$. Then

$$
\frac{1}{k}\left(\langle c, x\rangle-c\left(S_{t-1}\right)\right) \leq \mathbb{E}\left[c_{j_{t}}-c_{i_{t}} \mid S_{t-1}\right] \leq \frac{1}{k}\left(\langle c, x\rangle-c\left(S_{t-1}\right)+\frac{14 n c_{\infty}}{\epsilon}\right)
$$

Proof. We first bound the conditional expectation of $c_{j_{t}}$. By the probability distribution of $j_{t}$,

$$
\begin{aligned}
\mathbb{E}\left[c_{j_{t}} \mid S_{t-1}\right] & =\frac{1}{k} \sum_{j \in[m] \backslash S_{t-1}} c_{j} x_{j}\left(1+2 \alpha\left\langle v_{j} v_{j}^{T}, A_{t}^{1 / 2}\right\rangle\right) \\
& =\frac{1}{k}\left(\langle c, x\rangle-\sum_{j \in S_{t-1}} c_{j} x_{j}+2 \alpha \sum_{j \in[m] \backslash S_{t-1}} c_{j} x_{j}\left\langle v_{j} v_{j}^{T}, A_{t}^{1 / 2}\right\rangle\right) .
\end{aligned}
$$

Note that

$$
\begin{aligned}
0 \leq 2 \alpha \sum_{j \in[m] \backslash S_{t-1}} c_{j} x_{j}\left\langle v_{j} v_{j}^{T}, A_{t}^{1 / 2}\right\rangle \leq 2 \alpha c_{\infty} \sum_{j=1}^{m} x_{j}\left\langle v_{j} v_{j}^{T}, A_{t}^{1 / 2}\right\rangle & =2 \alpha c_{\infty} \operatorname{tr}\left(A_{t}^{1 / 2}\right) \\
& \leq \frac{2 n c_{\infty}}{\epsilon}
\end{aligned}
$$

where the equality holds as $\sum_{j=1}^{m} x_{j} v_{j} v_{j}^{T}=I_{n}$ and the last inequality is by (3.1) and $\alpha=\sqrt{n} / \epsilon$. Therefore,

$$
\begin{equation*}
\frac{1}{k}\left(\langle c, x\rangle-\sum_{i \in S_{t-1}} c_{i} x_{i}\right) \leq \mathbb{E}\left[c_{j_{t}} \mid S_{t-1}\right] \leq \frac{1}{k}\left(\langle c, x\rangle-\sum_{i \in S_{t-1}} c_{i} x_{i}+\frac{2 n c_{\infty}}{\epsilon}\right) . \tag{3.5}
\end{equation*}
$$

Next we bound the expectation of $c_{i_{t}}$. By the probability distribution of $i_{t}$,

$$
\begin{aligned}
\mathbb{E}\left[c_{i t} \mid S_{t-1}\right]= & \frac{1}{k} \sum_{i \in S_{t-1}^{\prime}} c_{i}\left(1-x_{i}\right)\left(1-2 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle\right) \\
= & \frac{1}{k}\left(\sum_{i \in S_{t-1}^{\prime}} c_{i}\left(1-x_{i}\right)-2 \alpha \sum_{i \in S_{t-1}^{\prime}} c_{i}\left(1-x_{i}\right)\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle\right) \\
= & \frac{1}{k}\left(c\left(S_{t-1}\right)-\sum_{i \in S_{t-1}} c_{i} x_{i}-\sum_{i \in S_{t-1} \backslash S_{t-1}^{\prime}} c_{i}\left(1-x_{i}\right)\right. \\
& \left.\quad-2 \alpha \sum_{i \in S_{t-1}^{\prime}} c_{i}\left(1-x_{i}\right)\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle\right) .
\end{aligned}
$$

We would like to bound the last two terms of the right-hand side. Recall that $S_{t-1}^{\prime}:=$ $\left\{i \in S_{t-1} \mid 4 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle<1\right\}$. This implies that

$$
\begin{aligned}
\left|S_{t-1} \backslash S_{t-1}^{\prime}\right| \leq \sum_{i \in S_{t-1} \backslash S_{t-1}^{\prime}} 4 \alpha\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle & \leq 4 \alpha \sum_{i \in S_{t-1}}\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle \\
& \leq 4\left(n+\alpha \sqrt{n} \cdot \lambda_{\min }\left(Z_{t-1}\right)\right) \\
& \leq \frac{8 n}{\epsilon},
\end{aligned}
$$

where the second to last inequality uses Lemma 2.5 and the last inequality is by $\alpha=\sqrt{n} / \epsilon$ and the assumption that $\lambda_{\min }\left(Z_{t-1}\right) \leq 1$. Since $x \in[0,1]^{m}$ and $c \geq 0$, it follows that the second to last term is

$$
0 \leq \sum_{i \in S_{t-1} \backslash S_{t-1}^{\prime}} c_{i}\left(1-x_{i}\right) \leq c_{\infty} \cdot\left|S_{t-1} \backslash S_{t-1}^{\prime}\right| \leq \frac{8 n c_{\infty}}{\epsilon}
$$

Similarly, for the last term,

$$
\begin{aligned}
0 \leq 2 \alpha \sum_{i \in S_{t-1}^{\prime}} c_{i}\left(1-x_{i}\right)\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle & \leq 2 c_{\infty} \cdot \alpha \sum_{i \in S_{t-1}}\left\langle v_{i} v_{i}^{T}, A_{t}^{1 / 2}\right\rangle \\
& \leq 2 c_{\infty}\left(n+\alpha \sqrt{n} \cdot \lambda_{\min }\left(Z_{t-1}\right)\right) \\
& \leq \frac{4 n c_{\infty}}{\epsilon}
\end{aligned}
$$

Plugging back these upper and lower bounds for the last two terms, we obtain
(3.6) $\frac{1}{k}\left(c\left(S_{t-1}\right)-\sum_{i \in S_{t-1}} c_{i} x_{i}-\frac{12 n c_{\infty}}{\epsilon}\right) \leq \mathbb{E}\left[c_{i_{t}} \mid S_{t-1}\right] \leq \frac{1}{k}\left(c\left(S_{t-1}\right)-\sum_{i \in S_{t-1}} c_{i} x_{i}\right)$.

The lemma follows by combining the bounds for the expectations of $c_{i_{t}}$ and $c_{j_{t}}$ in (3.5) and (3.6).

To bound the difference between $c\left(S_{t}\right)$ and $\langle c, x\rangle$, we consider the following sequences of random variables where

$$
\begin{equation*}
Y_{t}:=c\left(S_{t}\right)-\langle c, x\rangle \text { for } t \geq 0 \quad \text { and } \quad X_{t}:=Y_{t}-Y_{t-1}=c_{j_{t}}-c_{i_{t}} \text { for } t \geq 1 \tag{3.7}
\end{equation*}
$$

Note that Lemma 3.10 shows that the sequence $\left\{Y_{t}\right\}_{t}$ has the "self-adjusting" property that if $Y_{t}$ is (more) positive, then $E\left[Y_{t+1}\right]-Y_{t}$ is (more) negative and vice versa, so intuitively $Y_{t}$ cannot be too far away from zero. The sequence $\left\{Y_{t}\right\}_{t}$ is not a martingale, and so we cannot apply Freedman's inequality to prove concentration. Instead, we will use Theorem 3.9 to prove that the absolute value of $Y_{t}$ is small with high probability. To apply Theorem 3.9, we need to bound the conditional second moment of $X_{t}$ and the moment generating function of the initial solution $S_{0}$.

Lemma 3.11. Suppose $\lambda_{\min }\left(Z_{t-1}\right)<1$. Then

$$
\mathbb{E}\left[\left(c_{j_{t}}-c_{i_{t}}\right)^{2} \mid S_{t-1}\right] \leq \frac{c_{\infty}}{k} \cdot\left(\langle c, x\rangle+c\left(S_{t-1}\right)+\frac{2 n c_{\infty}}{\epsilon}\right)
$$

Proof. Since $c_{i} \geq 0$ for all $1 \leq i \leq m$,

$$
\begin{aligned}
\mathbb{E}\left[\left(c_{j_{t}}-c_{i_{t}}\right)^{2} \mid S_{t-1}\right] & \leq \max _{i_{t}, j_{t}}\left|c_{j_{t}}-c_{i_{t}}\right| \cdot \mathbb{E}\left[\left|c_{j_{t}}-c_{i_{t}}\right| \mid S_{t-1}\right] \\
& \leq c_{\infty} \cdot \mathbb{E}\left[c_{j_{t}}+c_{i_{t}} \mid S_{t-1}\right] \\
& \leq \frac{c_{\infty}}{k}\left(\langle c, x\rangle+c\left(S_{t-1}\right)+\frac{2 n c_{\infty}}{\epsilon}\right),
\end{aligned}
$$

where the last inequality is by (3.5) and (3.6).
We use the fact that the initial solution $S_{0}$ is generated randomly to bound its moment generating function.

Lemma 3.12. For $a \in\left[-1 / c_{\infty}, 1 / c_{\infty}\right]$,

$$
\mathbb{E}\left[e^{a Y_{0}}\right] \leq e^{a^{2} c_{\infty}\langle c, x\rangle}
$$

Proof. Let $\chi_{i}$ be the indicator variable where $\chi_{i}=1$ if $i \in S_{0}$ and $\chi_{i}=0$ otherwise. Since the algorithm constructs $S_{0}$ by sampling each vector independently with probability $x_{i}$, it follows that

$$
\mathbb{E}\left[e^{a c\left(S_{0}\right)}\right]=\mathbb{E}\left[e^{a \sum_{i=1}^{m} \chi_{i} c_{i}}\right]=\prod_{i=1}^{m} \mathbb{E}\left[e^{a \chi_{i} c_{i}}\right]=\prod_{i=1}^{m}\left(1-x_{i}+x_{i} e^{a c_{i}}\right)
$$

Note that $a c_{i} \leq 1$ as $a \in\left[-1 / c_{\infty}, 1 / c_{\infty}\right]$ and $c_{i} \leq c_{\infty}$, and thus $e^{a c_{i}} \leq 1+a c_{i}+a^{2} c_{i}^{2}$ as $e^{p} \leq 1+p+p^{2}$ for $p \leq 1$. Therefore,

$$
\begin{aligned}
\mathbb{E}\left[e^{a c\left(S_{0}\right)}\right] \leq \prod_{i=1}^{m}\left(1+a c_{i} x_{i}+a^{2} c_{i}^{2} x_{i}\right) & \leq \exp \left(\sum_{i=1}^{m}\left(a c_{i} x_{i}+a^{2} c_{\infty} c_{i} x_{i}\right)\right) \\
& =\exp \left(\left(a+a^{2} c_{\infty}\right)\langle c, x\rangle\right)
\end{aligned}
$$

where the second inequality uses $1+p \leq e^{p}$ for $p \in \mathbb{R}$ and $c_{i} \leq c_{\infty}$ for $1 \leq i \leq m$. The claim follows as $Y_{0}=c\left(S_{0}\right)-\langle c, x\rangle$.

We are ready to apply Theorem 3.9 to bound the cost.
ThEOREM 3.13. Suppose the iterative randomized swapping algorithm terminates at the $\tau$ th iteration. Let $c \in \mathbb{R}_{+}^{m}$. For any $\delta_{1} \in[0,1]$,

$$
\operatorname{Pr}\left[c\left(S_{\tau}\right) \leq\left(1+\delta_{1}\right)\langle c, x\rangle+\frac{15 n c_{\infty}}{\epsilon}\right] \geq 1-\exp \left[-\Omega\left(\frac{\delta_{1} n}{\epsilon}\right)\right]
$$

Also, for any $\delta_{2} \in[0,1]$ and $\delta_{3}>0$,

$$
\operatorname{Pr}\left[c\left(S_{\tau}\right) \geq\left(1-\delta_{2}\right)\langle c, x\rangle-\delta_{3} n c_{\infty}\right] \geq 1-\exp \left(-\Omega\left(\min \left\{\delta_{2} \delta_{3}, \epsilon \delta_{3}^{2}\right\} \cdot n\right)\right)
$$

Proof. As the algorithm terminates the first time when the minimum eigenvalue of the solution is at least $1-2 \epsilon$, we can assume that $\lambda_{\min }\left(Z_{t}\right)<1-2 \epsilon<1$ for $0 \leq t<\tau$. We will apply Theorem 3.9 on the sequences $\left\{X_{t}\right\}_{t}$ and $\left\{Y_{t}\right\}_{t}$ as defined in (3.7). First, note that $\left|X_{t}\right| \leq c_{\infty}$ by definition for all $t \geq 1$. Second, as $\mathbb{E}\left[X_{t} \mid\right.$ $\left.Y_{0}, \ldots, Y_{t-1}\right]=\mathbb{E}\left[\left(c_{j_{t}}-c_{i_{t}}\right) \mid S_{t-1}\right]$ and $Y_{t-1}=\left(c\left(S_{t-1}\right)-\langle c, x\rangle\right)$, Lemma 3.10 implies that

$$
\mathbb{E}\left[X_{t} \mid Y_{0}, \ldots, Y_{t-1}\right] \leq \frac{1}{k}\left(\langle c, x\rangle-c\left(S_{t-1}\right)+\frac{14 n c_{\infty}}{\epsilon}\right)=-\frac{Y_{t-1}}{k}+\frac{14 n c_{\infty}}{k \epsilon}
$$

and

$$
\mathbb{E}\left[X_{t} \mid Y_{0}, \ldots, Y_{t-1}\right] \geq \frac{1}{k}\left(\langle c, x\rangle-c\left(S_{t-1}\right)\right)=-\frac{Y_{t-1}}{k}
$$

Third, since $\mathbb{E}\left[X_{t}^{2} \mid Y_{0}, \ldots, Y_{t-1}\right]=\mathbb{E}\left[\left(c_{j_{t}}-c_{i_{t}}\right)^{2} \mid S_{t-1}\right]$, Lemma 3.11 implies that
$\mathbb{E}\left[X_{t}^{2} \mid Y_{0}, \ldots, Y_{t-1}\right] \leq \frac{c_{\infty}}{k}\left(\langle c, x\rangle+c\left(S_{t-1}\right)+\frac{2 n c_{\infty}}{\epsilon}\right)=\frac{c_{\infty}}{k} Y_{t-1}+\frac{2 c_{\infty}}{k}\left(\langle c, x\rangle+\frac{n c_{\infty}}{\epsilon}\right)$.
Finally, Lemma 3.12 states that $\mathbb{E}\left[e^{a Y_{0}}\right] \leq \exp \left(a^{2} c_{\infty}\langle c, x\rangle\right)$ for $a \in\left[-1 / c_{\infty}, 1 / c_{\infty}\right]$. By setting
$R=c_{\infty}, \quad \gamma_{1}=\frac{1}{k}, \quad \gamma_{2}=\frac{c_{\infty}}{k}, \quad \beta_{u}=\frac{14 n c_{\infty}}{k \epsilon}, \quad \beta_{l}=0, \quad \sigma=\frac{2 c_{\infty}}{k}\left(\langle c, x\rangle+\frac{n c_{\infty}}{\epsilon}\right)$, we can check that all the conditions of Theorem 3.9 are satisfied, including the conditions on the range of parameters (in particular, $\gamma_{1} \in\left(0, \frac{1}{2}\right), \gamma_{2}>0$, and $\left.\gamma_{1} \leq \gamma_{2} / R\right)$. Applying Theorem 3.9 with $\eta=\delta_{1}\langle c, x\rangle+n c_{\infty} / \epsilon$ for $\delta_{1} \in[0,1]$,

$$
\begin{aligned}
\operatorname{Pr}\left[c\left(S_{t}\right) \geq\left(1+\delta_{1}\right)\langle c, x\rangle+\frac{15 n c_{\infty}}{\epsilon}\right] & =\operatorname{Pr}\left[Y_{t} \geq \frac{\beta_{u}}{\gamma_{1}}+\eta\right] \\
& \leq \exp \left[-\frac{\eta^{2} \gamma_{1} / \gamma_{2}}{4\left(\sigma / \gamma_{2}+\beta_{u} / \gamma_{1}\right)+2 \eta}\right] \\
& =\exp \left[-\frac{\eta^{2} / c_{\infty}}{8\langle c, x\rangle+64 n c_{\infty} / \epsilon+2 \eta}\right] \\
& \leq \exp \left[-\Omega\left(\frac{\delta_{1} n}{\epsilon}\right)\right]
\end{aligned}
$$

where the last inequality is because $\eta=O\left(\langle c, x\rangle+n c_{\infty} / \epsilon\right)$ and thus the denominator is $\Theta\left(\langle c, x\rangle+n c_{\infty} / \epsilon\right)$, and the numerator is $\eta^{2} / c_{\infty}=\eta\left(\delta_{1}\langle c, x\rangle+n c_{\infty} / \epsilon\right) / c_{\infty} \geq$ $(n / \epsilon) \delta_{1}\left(\langle c, x\rangle+n c_{\infty} / \epsilon\right)$.

Similarly, for the cost lower bound, we apply Theorem 3.9 with $\eta=\delta_{2}\langle c, x\rangle+$ $\delta_{3} n c_{\infty}$ for $\delta_{2} \in[0,1]$ and $\delta_{3}>0$ to obtain

$$
\begin{aligned}
\operatorname{Pr}\left[c\left(S_{t}\right) \leq\left(1-\delta_{2}\right)\langle c, x\rangle-\delta_{3} n c_{\infty}\right] & =\operatorname{Pr}\left[Y_{t} \leq-\frac{\beta_{l}}{\gamma_{1}}-\eta\right] \\
& \leq \exp \left[-\frac{\eta^{2} \gamma_{1} / \gamma_{2}}{4 \sigma / \gamma_{2}+\eta}\right] \\
& =\exp \left[-\frac{\eta^{2} / c_{\infty}}{8\left(\langle c, x\rangle+n c_{\infty} / \epsilon\right)+\eta}\right] \\
& \leq \exp \left[-\Omega\left(\frac{\delta_{3} n\left(\delta_{2}\langle c, x\rangle+\delta_{3} n c_{\infty}\right)}{\langle c, x\rangle+n c_{\infty} / \epsilon+\delta_{3} n c_{\infty}}\right)\right] \\
& \leq \exp \left[-\Omega\left(\min \left\{\delta_{2} \delta_{3}, \epsilon \delta_{3}^{2}\right\} \cdot n\right)\right]
\end{aligned}
$$

where the second to last inequality is by similar calculations as in the previous case. $\square$
3.1.3. Exact one-sided spectral rounding. Theorem 3.3 follows directly from Theorems 3.8 and 3.13. This shows that the iterative randomized swapping algorithm will return a solution $S$ with $\sum_{i \in S} v_{i} v_{i}^{T} \succcurlyeq(1-2 \epsilon) I_{n}$ and $c(S) \approx\langle c, x\rangle$ with high probability for any $c \in \mathbb{R}_{+}^{m}$.

To prove Theorem 1.8 where the goal is to return a solution $S$ with $\sum_{i \in S} v_{i} v_{i}^{T} \succcurlyeq$ $I_{n}$, our idea is to scale up the fractional solution $x$ and then apply Theorem 3.3. The following is the detailed description of the algorithm.

## Exact one-sided spectral rounding

Input: $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}$ and $x \in[0,1]^{m}$ with $\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}=I_{n}$, and an error parameter $\epsilon \in\left(0, \frac{1}{4}\right)$.
Output: a subset $S \subseteq[m]$ such that $\sum_{i \in S} v_{i} v_{i}^{T} \succcurlyeq I_{n}$ and $c(S) \approx\langle c, x\rangle$ for any $c \in \mathbb{R}_{+}^{m}$ with high probability.

1. Define $y_{i}:=x_{i} /(1-2 \epsilon)$ and $u_{i}:=\sqrt{1-2 \epsilon} \cdot v_{i}$ for $i \in[m]$. Note that $\sum_{i=1}^{m} y_{i} u_{i} u_{i}^{T}=I_{n}$.
2. Let $S_{\text {big }}:=\left\{i \in[m]: y_{i}>1\right\}, S_{\text {small }}:=\left\{i \in[m]: 0 \leq y_{i} \leq 1\right\}$, and $Z_{\mathrm{big}}=\sum_{i \in S_{\mathrm{big}}} y_{i} u_{i} u_{i}^{T}$.
3. Define $w_{i}:=\left(I_{n}-Z_{\mathrm{big}}\right)^{-\frac{1}{2}} u_{i}$ for each $i \in S_{\mathrm{small}}$, so that $\sum_{i \in S_{\text {small }}} y_{i} w_{i} w_{i}^{T}=I_{n}{ }^{1}$.
4. Apply the iterative randomized swapping algorithm with $\left\{w_{i} \mid i \in S_{\text {small }}\right\}$ and $\left\{y_{i} \mid i \in S_{\text {small }}\right\}$ as input to obtain a solution set $S_{\text {small }}^{\prime} \subseteq S_{\text {small }}$ with $\sum_{i \in S_{\text {small }}^{\prime}} w_{i} w_{i}^{T} \succcurlyeq(1-2 \epsilon) I_{n}$.
5. Return $S:=S_{\mathrm{big}} \cup S_{\text {small }}^{\prime}$ as the solution.
[^1]Proof of Theorem 1.8. We first analyze the spectral lower bound. By the definitions of $w_{i}$ and $u_{i}$,

$$
\begin{aligned}
\sum_{i \in S_{\text {small }}^{\prime}} w_{i} w_{i}^{T} \succcurlyeq(1-2 \epsilon) I_{n} & \Longrightarrow \sum_{i \in S_{\text {small }}^{\prime}} u_{i} u_{i}^{T} \succcurlyeq(1-2 \epsilon)\left(I_{n}-Z_{\mathrm{big}}\right) \\
& \Longrightarrow \sum_{i \in S_{\text {small }}^{\prime}} v_{i} v_{i}^{T} \succcurlyeq I_{n}-Z_{\mathrm{big}}
\end{aligned}
$$

For the vectors in $S_{\text {big }}$, as $x_{i} \in[0,1]$,

$$
\sum_{i \in S_{\mathrm{big}}} v_{i} v_{i}^{T} \succcurlyeq \sum_{i \in S_{\mathrm{big}}} x_{i} v_{i} v_{i}^{T}=\sum_{i \in S_{\mathrm{big}}} y_{i} u_{i} u_{i}^{T}=Z_{\mathrm{big}}
$$

Therefore, it follows that

$$
\sum_{i \in S} v_{i} v_{i}^{T}=\sum_{i \in S_{\text {small }}^{\prime}} v_{i} v_{i}^{T}+\sum_{i \in S_{\mathrm{big}}} v_{i} v_{i}^{T} \succcurlyeq\left(I_{n}-Z_{\mathrm{big}}\right)+Z_{\mathrm{big}}=I_{n}
$$

Next, we prove that $c(S) \approx\langle c, x\rangle$ with high probability for any vector $c \in \mathbb{R}_{+}^{m}$. Let $\langle c, x\rangle_{\mathrm{small}}:=\sum_{i \in S_{\mathrm{smal1}}} c_{i} x_{i}$ and $\langle c, x\rangle_{\mathrm{big}}:=\sum_{i \in S_{\mathrm{big}}} c_{i} x_{i}$. For the vectors in $S_{\mathrm{big}}$, as $y_{i}>1$ for $i \in S_{\text {big }}$ and $y_{i}=x_{i} /(1-2 \epsilon)$ for all $i \in[m]$, it follows that

$$
\langle c, x\rangle_{\mathrm{big}} \leq c\left(S_{\mathrm{big}}\right) \leq\langle c, y\rangle_{\mathrm{big}}=\frac{\langle c, x\rangle_{\mathrm{big}}}{1-2 \epsilon}
$$

For the vectors in $S_{\text {small }}$, applying Theorem 3.3 with $\delta_{1}=\epsilon$, the returned set $S_{\text {small }}^{\prime}$ in step 4 satisfies the cost upper bound

$$
c\left(S_{\mathrm{small}}^{\prime}\right) \leq(1+\epsilon)\langle c, y\rangle_{\mathrm{small}}+\frac{15 n c_{\infty}}{\epsilon}=\frac{(1+\epsilon)\langle c, x\rangle_{\mathrm{small}}}{1-2 \epsilon}+\frac{15 n c_{\infty}}{\epsilon}
$$

with probability at least $1-\exp (-\Omega(n))$, which implies that for $\epsilon \in\left(0, \frac{1}{4}\right)$,

$$
\begin{aligned}
c(S)=c\left(S_{\mathrm{big}}\right)+c\left(S_{\mathrm{small}}^{\prime}\right) & \leq \frac{1+\epsilon}{1-2 \epsilon}\left(\langle c, x\rangle_{\mathrm{big}}+\langle c, x\rangle_{\mathrm{small}}\right)+\frac{15 n c_{\infty}}{\epsilon} \\
& \leq(1+6 \epsilon)\langle c, x\rangle+\frac{15 n c_{\infty}}{\epsilon}
\end{aligned}
$$

Similarly, by Theorem 3.3 with $\delta_{2}=\epsilon$ and $\delta_{3}=\delta$ for some $\delta>0$, the returned set $S_{\mathrm{small}}^{\prime}$ in step 4 satisfies the cost lower bound

$$
c\left(S_{\mathrm{small}}^{\prime}\right) \geq(1-\epsilon)\langle c, y\rangle_{\mathrm{small}}-\delta n c_{\infty}=\frac{1-\epsilon}{1-2 \epsilon}\langle c, x\rangle_{\mathrm{small}}-\delta n c_{\infty} \geq\langle c, x\rangle_{\mathrm{small}}-\delta n c_{\infty}
$$

with probability at least $1-\exp \left(-\Omega\left(\min \left\{\epsilon \delta, \epsilon \delta^{2}\right\} \cdot n\right)\right)$, which implies that

$$
c(S)=c\left(S_{\mathrm{big}}\right)+c\left(S_{\mathrm{small}}^{\prime}\right) \geq\langle c, x\rangle_{\mathrm{big}}+\langle c, x\rangle_{\mathrm{small}}-\delta n c_{\infty}=\langle c, x\rangle-\delta n c_{\infty}
$$

3.1.4. Proof of the concentration inequality for self-adjusting process (Theorem 3.9). The proof is by computing the moment generating function of $Y_{t}$ and applying Markov's inequality, which is standard in concentration inequalities. In the following, we write the conditional expectation as $\mathbb{E}_{t}[\cdot]:=\mathbb{E}\left[\cdot \mid Y_{0}, \ldots, Y_{t-1}\right]$ for simplicity.

Upper tail. We start with the proof for the upper tail. For any $a \in\left[0, \gamma_{1} / \gamma_{2}\right]$, the conditional moment generating function of $X_{t}$ with any given $Y_{0}, \ldots, Y_{t-1}$ is

$$
\begin{aligned}
\mathbb{E}_{t}\left[e^{a X_{t}}\right]=\mathbb{E}_{t}\left[\sum_{l=0}^{\infty} \frac{a^{l} X_{t}^{l}}{l!}\right] & \leq \mathbb{E}_{t}\left[1+a X_{t}+\frac{X_{t}^{2}}{R^{2}} \sum_{l=2}^{\infty} \frac{(a R)^{l}}{l!}\right] \\
& =1+a \mathbb{E}_{t}\left[X_{t}\right]+\mathbb{E}_{t}\left[X_{t}^{2}\right] \cdot \frac{e^{a R}-1-a R}{R^{2}} \\
& \leq 1+a \mathbb{E}_{t}\left[X_{t}\right]+a^{2} \mathbb{E}_{t}\left[X_{t}^{2}\right] \\
& \leq 1-a \gamma_{1} Y_{t-1}+a \beta_{u}+a^{2} \gamma_{2} Y_{t-1}+a^{2} \sigma \\
& \leq \exp \left(a^{2} \sigma+a \beta_{u}-\left(\gamma_{1}-a \gamma_{2}\right) a Y_{t-1}\right),
\end{aligned}
$$

where the first inequality is by the bounded difference property that $\left|X_{t}\right| \leq R$ always, the second inequality is by $a R \leq 1$ for $a \in\left[0, \gamma_{1} / \gamma_{2}\right]$ because $\gamma_{1} \leq \gamma_{2} / R$ and the inequality $e^{p} \leq 1+p+p^{2}$ for $p \leq 1$, the third inequality is by the self-adjusting property and the bounded variance property and $a \geq 0$, and the last inequality uses $1+p \leq e^{p}$ for $p \in \mathbb{R}$. Then we can bound the moment generating function of $Y_{t}$ as

$$
\begin{aligned}
\mathbb{E}_{Y_{0}, \ldots, Y_{t}}\left[e^{a Y_{t}}\right] & =\mathbb{E}_{Y_{0}, \ldots, Y_{t-1}}\left[e^{a Y_{t-1}} \cdot \mathbb{E}_{t}\left[e^{a X_{t}}\right]\right] \\
& \leq \mathbb{E}_{Y_{0}, \ldots, Y_{t-1}}\left[\exp \left(a^{2} \sigma+a \beta_{u}+\left(1-\left(\gamma_{1}-a \gamma_{2}\right)\right) a Y_{t-1}\right)\right] \\
& \leq \exp \left(a^{2} \sigma+a \beta_{u}\right) \cdot \mathbb{E}_{Y_{0}, \ldots, Y_{t-1}}\left[\exp \left(a\left(1-\left(\gamma_{1}-a \gamma_{2}\right)\right) Y_{t-1}\right)\right] \\
& =\exp \left(a^{2} \sigma+a \beta_{u}\right) \cdot \mathbb{E}_{Y_{0}, \ldots, Y_{t-1}}\left[\exp \left(f(a) \cdot Y_{t-1}\right)\right],
\end{aligned}
$$

where we define $f(a):=a\left(1-\left(\gamma_{1}-a \gamma_{2}\right)\right)$. Note that $\gamma_{1}-a \gamma_{2} \in[0,1]$ for $a \in\left[0, \gamma_{1} / \gamma_{2}\right]$, which implies $f(a) \in[0, a]$. Define the sequence $a_{(0)}=a$ and $a_{(i)}=f\left(a_{(i-1)}\right)$ for $i \geq 1$. Applying the same argument inductively, it follows that

$$
\begin{aligned}
\mathbb{E}_{Y_{0}, \ldots, Y_{t}}\left[e^{a Y_{t}}\right] & \leq \exp \left[\sum_{i=0}^{t-1}\left(a_{(i)}^{2} \sigma+a_{(i)} \beta_{u}\right)\right] \cdot \mathbb{E}_{Y_{0}}\left[e^{a_{(t)} Y_{0}}\right] \\
& \leq \exp \left[\sum_{i=0}^{t-1}\left(a_{(i)}^{2} \sigma+a_{(i)} \beta_{u}\right)+\frac{a_{(t)}^{2} \sigma}{\gamma_{1}}\right],
\end{aligned}
$$

where the last inequality follows from the initial concentration property of $Y_{0}$ for $a_{(t)} \leq \gamma_{1} / \gamma_{2} \leq 1 / R$. To bound the moment generating function, we use the following claim, whose proof follows from the definition of the sequence $\left\{a_{(i)}\right\}_{i}$.

Claim 3.14. The sequence $\left\{a_{(i)}\right\}_{i \geq 0}$ is decreasing and dominated by the geometric sequence $\left\{a r^{i}\right\}_{i \geq 0}$ with common ratio $\bar{r}:=1-\left(\gamma_{1}-a \gamma_{2}\right)$. The sequence $\left\{a_{(i)}^{2}\right\}_{i}$ is also decreasing and dominated by the geometric sequence $\left\{a^{2} r^{2 i}\right\}_{i \geq 0}$ with common ratio $r^{2}$. Furthermore, $r^{2}<r<1$ when $a \in\left[0, \gamma_{1} / \gamma_{2}\right)$.

Using Claim 3.14, when $a \in\left[0, \gamma_{1} / \gamma_{2}\right)$, we can upper bound the moment generating function by

$$
\begin{aligned}
\mathbb{E}_{Y_{0}, \ldots, Y_{t}}\left[e^{a Y_{t}}\right] & \leq \exp \left[\left(a^{2} \sigma+a \beta_{u}\right) \sum_{i=0}^{t-1} r^{i}+\frac{a^{2} \sigma r^{t}}{\gamma_{1}}\right] \\
& =\exp \left[\left(a^{2} \sigma+a \beta_{u}\right) \cdot \frac{1-r^{t}}{1-r}+\frac{a^{2} \sigma r^{t}}{\gamma_{1}}\right]
\end{aligned}
$$
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$$
\begin{aligned}
& =\exp \left[\frac{a^{2} \sigma+a \beta_{u}}{\gamma_{1}-a \gamma_{2}} \cdot\left(1-r^{t}\right)+\frac{a^{2} \sigma r^{t}}{\gamma_{1}}\right] \\
& \leq \exp \left[\frac{a^{2} \sigma+a \beta_{u}}{\gamma_{1}-a \gamma_{2}}\right]
\end{aligned}
$$

where the last inequality uses $a \in\left[0, \gamma_{1} / \gamma_{2}\right)$. By the Markov inequality, for any $a \in\left[0, \gamma_{1} / \gamma_{2}\right)$ and any $\eta>0$,

$$
\begin{aligned}
\operatorname{Pr}\left[Y_{t} \geq \frac{\beta_{u}}{\gamma_{1}}+\eta\right]=\operatorname{Pr}\left[e^{a Y_{t}} \geq e^{a\left(\frac{\beta_{u}}{\gamma_{1}}+\eta\right)}\right] & \leq \mathbb{E}_{Y_{0}, \ldots, Y_{t}}\left[e^{a Y_{t}}\right] / e^{a\left(\frac{\beta_{u}}{\gamma_{1}}+\eta\right)} \\
& \leq \exp \left[\frac{a^{2} \sigma+a \beta_{u}}{\gamma_{1}-a \gamma_{2}}-a\left(\frac{\beta_{u}}{\gamma_{1}}+\eta\right)\right] \\
& =\exp \left[\frac{a^{2}\left(\sigma+\gamma_{2} \beta_{u} / \gamma_{1}\right)}{\gamma_{1}-a \gamma_{2}}-a \eta\right] \\
& =\exp \left[\frac{a^{2}\left(\sigma / \gamma_{2}+\beta_{u} / \gamma_{1}\right)}{\gamma_{1} / \gamma_{2}-a}-a \eta\right] .
\end{aligned}
$$

To prove the best upper bound, we optimize over $a$ and set

$$
a=\frac{\gamma_{1}}{\gamma_{2}} \cdot\left(1-\sqrt{\frac{\sigma / \gamma_{2}+\beta_{u} / \gamma_{1}}{\left(\sigma / \gamma_{2}+\beta_{u} / \gamma_{1}\right)+\eta}}\right)=\frac{\gamma_{1}}{\gamma_{2}} \cdot\left(1-\sqrt{\frac{\nu}{\nu+\eta}}\right)
$$

where we use $\nu:=\sigma / \gamma_{2}+\beta_{u} / \gamma_{1}$ as shorthand. Notice that $a \in\left[0, \gamma_{1} / \gamma_{2}\right)$ as $\sigma, \gamma_{2}, \eta>0$ and $\beta_{u} \geq 0$, so the above probability bound applies. Putting this choice of $a$ back into the exponent on the right-hand side, the exponent is

$$
\frac{a^{2}\left(\sigma / \gamma_{2}+\beta_{u} / \gamma_{1}\right)}{\gamma_{1} / \gamma_{2}-a}-a \eta=\frac{\gamma_{1}}{\gamma_{2}} \cdot \underbrace{\left(\frac{(1-\sqrt{\nu /(\nu+\eta)})^{2} \cdot \nu}{\sqrt{\nu /(\nu+\eta)}}-\left(1-\sqrt{\frac{\nu}{\nu+\eta}}\right) \cdot \eta\right)}_{(*)}
$$

Simplifying the second term on the right-hand side,

$$
\begin{aligned}
(*) & =\left(1+\frac{\nu}{\nu+\eta}-2 \sqrt{\frac{\nu}{\nu+\eta}}\right) \cdot \sqrt{\nu(\nu+\eta)}-\left(1-\sqrt{\frac{\nu}{\nu+\eta}}\right) \cdot \eta \\
& =\sqrt{\nu(\nu+\eta)}+\nu \sqrt{\frac{\nu}{\nu+\eta}}-2 \nu-\eta+\eta \sqrt{\frac{\nu}{\nu+\eta}} \\
& =-(2 \nu+\eta)+2 \sqrt{\nu(\nu+\eta)} \\
& =-(2 \nu+\eta)+\sqrt{(2 \nu+\eta)^{2}-\eta^{2}} \\
& =-(2 \nu+\eta)+(2 \nu+\eta) \sqrt{1-\frac{\eta^{2}}{(2 \nu+\eta)^{2}}} \\
& \leq-\frac{\eta^{2} / 2}{2 \nu+\eta}
\end{aligned}
$$

where we used $\sqrt{1-p} \leq 1-p / 2$ for $p \in[0,1]$ in the last inequality. Therefore, we conclude that

$$
\operatorname{Pr}\left(Y_{t} \geq \eta\right) \leq \exp \left(\frac{a^{2}\left(\sigma / \gamma_{2}+\beta_{u} / \gamma_{1}\right)}{\gamma_{1} / \gamma_{2}-a}-a \eta\right) \leq \exp \left(-\frac{\eta^{2} \gamma_{1} / \gamma_{2}}{4\left(\sigma / \gamma_{2}+\beta_{u} / \gamma_{1}\right)+2 \eta}\right)
$$

which completes the proof for the upper tail.
Lower tail. The proof for the lower tail is quite similar to that for the upper tail. The main difference is that we work with the moment generating function $\mathbb{E}\left[e^{-a Y_{t}}\right]$, instead of $\mathbb{E}\left[e^{a Y_{t}}\right]$. For any $a \in\left[0, \gamma_{1} / \gamma_{2}\right]$, the conditional moment generating function of $-X_{t}$ is

$$
\begin{aligned}
\mathbb{E}_{t}\left[e^{-a X_{t}}\right]=\mathbb{E}_{t}\left[\sum_{l=0}^{\infty} \frac{(-a)^{l} X_{t}^{l}}{l!}\right] & \leq \mathbb{E}_{t}\left[1-a X_{t}+\frac{X_{t}^{2}}{R^{2}} \sum_{l=2}^{\infty} \frac{(a R)^{l}}{l!}\right] \\
& =1-a \mathbb{E}_{t}\left[X_{t}\right]+\mathbb{E}_{t}\left[X_{t}^{2}\right] \cdot \frac{e^{a R}-1-a R}{R^{2}} \\
& \leq 1-a \mathbb{E}_{t}\left[X_{t}\right]+a^{2} \mathbb{E}_{t}\left[X_{t}^{2}\right] \\
& \leq 1+a \gamma_{1} Y_{t-1}+a \beta_{l}+a^{2} \gamma_{2} Y_{t-1}+a^{2} \sigma \\
& \leq \exp \left(a^{2} \sigma+a \beta_{l}+\left(\gamma_{1}+a \gamma_{2}\right) a Y_{t-1}\right),
\end{aligned}
$$

where the first inequality is by the bounded difference property $\left|X_{t}\right| \leq R$ and $a \geq 0$, the second inequality is by $a R \leq 1$ for $a \in\left[0, \gamma_{1} / \gamma_{2}\right]$ because $\gamma_{1} \leq \gamma_{2} / R$ and the inequality $e^{p} \leq 1+p+p^{2}$ for $p \leq 1$, the third inequality is by the self-adjusting property and the bounded variance property and $a \geq 0$, and the last inequality is by $1+p \leq e^{p}$ for $p \in \mathbb{R}$. Then we can bound the moment generating function of $Y_{t}$ as

$$
\begin{aligned}
\mathbb{E}_{Y_{0}, \ldots, Y_{t}}\left[e^{-a Y_{t}}\right] & =\mathbb{E}_{Y_{0}, \ldots, Y_{t-1}}\left[e^{-a Y_{t-1}} \cdot \mathbb{E}_{t}\left[e^{-a X_{t}}\right]\right] \\
& \leq \mathbb{E}_{Y_{0}, \ldots, Y_{t-1}}\left[\exp \left(a^{2} \sigma+a \beta_{l}-a\left(1-\left(\gamma_{1}+a \gamma_{2}\right)\right) Y_{t-1}\right)\right] \\
& \leq \exp \left(a^{2} \sigma+a \beta_{l}\right) \cdot \mathbb{E}_{Y_{0}, \ldots, Y_{t-1}}\left[\exp \left(-a\left(1-\left(\gamma_{1}+a \gamma_{2}\right)\right) Y_{t-1}\right)\right] \\
& =\exp \left(a^{2} \sigma+a \beta_{l}\right) \cdot \mathbb{E}_{Y_{0}, \ldots, Y_{t-1}}\left[\exp \left(-g(a) \cdot Y_{t-1}\right)\right],
\end{aligned}
$$

where we define $g(a):=a\left(1-\left(\gamma_{1}+a \gamma_{2}\right)\right)$. By the given condition $\gamma_{1} \in\left(0, \frac{1}{2}\right)$, it holds that $\gamma_{1}+a \gamma_{2} \in[0,1]$ for $a \in\left[0, \gamma_{1} / \gamma_{2}\right]$ which implies $g(a) \in[0, a]$.

Define the sequence $a_{(0)}=a$ and $a_{(i)}=g\left(a_{(i-1)}\right)$ for $i \geq 1$. Applying the same argument inductively, it follows that

$$
\begin{aligned}
\mathbb{E}_{Y_{0}, \ldots, Y_{t}}\left[e^{-a Y_{t}}\right] & \leq \exp \left[\sum_{i=0}^{t-1}\left(a_{(i)}^{2} \sigma+a_{(i)} \beta_{l}\right)\right] \cdot \mathbb{E}_{Y_{0}}\left[e^{-a_{(t)} Y_{0}}\right] \\
& \leq \exp \left[\sum_{i=0}^{t-1}\left(a_{(i)}^{2} \sigma+a_{(i)} \beta_{l}\right)+\frac{a_{(t)}^{2} \sigma}{\gamma_{1}}\right]
\end{aligned}
$$

where the last inequality follows from the initial concentration property of $Y_{0}$ for $a_{(t)} \leq \gamma_{1} / \gamma_{2} \leq 1 / R$. To bound the moment generating function, we use the following claim, whose proof follows from the definition of the sequence $\left\{a_{(i)}\right\}_{i}$.

Claim 3.15. The sequence $\left\{a_{(i)}\right\}_{i \geq 0}$ is decreasing and dominated by the geometric sequence $\left\{a r^{i}\right\}_{i \geq 0}$ with common ratio $r:=1-\left(\gamma_{1}+a \gamma_{2}\right)$. The sequence $\left\{a_{(i)}^{2}\right\}_{i}$ is also decreasing and dominated by the geometric sequence $\left\{a^{2} r^{2 i}\right\}_{i \geq 0}$ with common ratio $r^{2}$. Furthermore, $r \in(0,1)$ for $a \in\left[0, \gamma_{1} / \gamma_{2}\right]$ with $\gamma_{1} \in\left(0, \frac{1}{2}\right)$ and $\gamma_{2}>0$.

Using Claim 3.15, when $a \in\left[0, \gamma_{1} / \gamma_{2}\right]$, we can upper bound the moment generating function by

$$
\begin{aligned}
\mathbb{E}_{Y_{0}, \ldots, Y_{t}}\left[e^{-a Y_{t}}\right] & \leq \exp \left[\left(a^{2} \sigma+a \beta_{l}\right) \sum_{i=0}^{t-1} r^{i}+\frac{a^{2} \sigma r^{t}}{\gamma_{1}}\right] \\
& =\exp \left[\left(a^{2} \sigma+a \beta_{l}\right) \cdot \frac{1-r^{t}}{1-r}+\frac{a^{2} \sigma r^{t}}{\gamma_{1}}\right] \\
& =\exp \left[\frac{a^{2} \sigma+a \beta_{l}}{\gamma_{1}+a \gamma_{2}} \cdot\left(1-r^{t}\right)+\frac{a^{2} \sigma r^{t}}{\gamma_{1}}\right] \\
& \leq \exp \left[\frac{a^{2} \sigma+a \beta_{l}}{\gamma_{1}} \cdot\left(1-r^{t}\right)+\frac{a^{2} \sigma r^{t}}{\gamma_{1}}\right] \\
& \leq \exp \left[\frac{a^{2} \sigma+a \beta_{l}}{\gamma_{1}}\right]
\end{aligned}
$$

where we used $a \gamma_{2} \geq 0$ and $r \in(0,1)$ in the second to last inequality.
By the Markov inequality, for any $a \in\left[0, \gamma_{1} / \gamma_{2}\right]$ and any $\eta>0$,

$$
\begin{aligned}
\operatorname{Pr}\left[Y_{t} \leq-\frac{\beta_{l}}{\gamma_{1}}-\eta\right]=\operatorname{Pr}\left[e^{-a Y_{t}} \geq e^{a\left(\frac{\beta_{l}}{\gamma_{1}}+\eta\right)}\right] & \leq \mathbb{E}_{Y_{0}, \ldots, Y_{t}}\left[e^{-a Y_{t}}\right] / e^{a\left(\frac{\beta_{l}}{\gamma_{1}}+\eta\right)} \\
& \leq \exp \left[\frac{a^{2} \sigma+a \beta_{l}}{\gamma_{1}}-a\left(\frac{\beta_{l}}{\gamma_{1}}+\eta\right)\right] \\
& =\exp \left[\frac{a^{2} \sigma}{\gamma_{1}}-a \eta\right]
\end{aligned}
$$

When $\eta \leq 2 \sigma / \gamma_{2}$, we set $a=\left(\eta \gamma_{1}\right) /(2 \sigma) \in\left[0, \gamma_{1} / \gamma_{2}\right]$, so the above probability bound applies and gives

$$
\operatorname{Pr}\left[Y_{t} \leq-\frac{\beta_{l}}{\gamma_{1}}-\tau\right] \leq \exp \left[-\frac{\eta^{2} \gamma_{1}}{4 \sigma}\right] \leq \exp \left[-\frac{\eta^{2} \gamma_{1} / \gamma_{2}}{4 \sigma / \gamma_{2}+\eta}\right]
$$

When $\eta>2 \sigma / \gamma_{2}$, we simply set $a=\gamma_{1} / \gamma_{2}$, and the above probability bound gives

$$
\operatorname{Pr}\left[Y_{t} \leq-\frac{\beta_{l}}{\gamma_{1}}-\eta\right] \leq \exp \left[\frac{\gamma_{1}}{\gamma_{2}} \cdot\left(\frac{\sigma}{\gamma_{2}}-\eta\right)\right] \leq \exp \left[-\frac{\eta^{2} \gamma_{1} / \gamma_{2}}{4 \sigma / \gamma_{2}+\eta}\right]
$$

where the last inequality holds by the assumption that $\eta>2 \sigma / \gamma_{2}$. This finishes the proof for the lower tail and thus the proof of Theorem 3.9.
3.2. Some examples. We provide two examples suggesting why the additive error term $O\left(n c_{\infty} / \epsilon\right)$ may be needed in Theorem 1.8.

First, consider the following simple example, which shows the $n c_{\infty}$ additive error term is necessary.

Example 3.16. There are $m=2 n$ vectors $v_{11}, v_{12}, \ldots, v_{n 1}, v_{n 2} \in \mathbb{R}^{n}$, a vector $x \in[0,1]^{m}$, a vector $c \in \mathbb{R}_{+}^{m}$, and a parameter $\epsilon$. They are defined as follows:

$$
\begin{aligned}
& x_{i 1}=1, \quad v_{i 1}=\sqrt{1-\epsilon} \cdot e_{i}, \quad c_{i 1}=0 \quad \text { and } \\
& x_{i 2}=\epsilon, \quad v_{i 2}=e_{i}, \quad c_{i 2}=c_{\infty} \quad \forall i \in\{1, \ldots, n\} .
\end{aligned}
$$

Note that $\langle c, x\rangle=\epsilon n c_{\infty}$ and $\sum_{i=1}^{n} \sum_{j=1,2} x_{i j} v_{i j} v_{i j}^{T}=I_{n}$.

Claim 3.17. For any constant $\alpha>1$, any $z \in\{0,1\}^{m}$ satisfying the spectral lower bound in Example 3.16 must have $\langle c, z\rangle \geq \alpha\langle c, x\rangle+\Omega\left(n c_{\infty}\right)$.

Proof. Note that if a vector $z \in\{0,1\}^{m}$ satisfies the spectral lower bound exactly, then $z_{i 2}=1$ for all $i$ 's. Since $c_{i 1}=0$ for all $i$ 's, it holds that $\langle c, z\rangle-\alpha\langle c, x\rangle=$ $n c_{\infty}-\alpha \epsilon n c_{\infty}=(1-\alpha \epsilon) n c_{\infty}$. For any $\alpha>1$, there exists $\epsilon$ such that $\langle c, z\rangle-\alpha\langle c, x\rangle$ is at least, say, $n c_{\infty} / 2$.

Next, we modify an integrality gap example in [59] to show that, even if $c=\overrightarrow{1}$ and we are allowing an integral solution instead of a zero-one solution, the additive error $O\left(n c_{\infty} / \epsilon\right)$ in Theorem 1.8 is best possible.

Example 3.18. The example contains $m=\binom{n}{2}$ vectors $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n-1}$, a vector $x \in[0,1]^{m}$ and a vector $c=\overrightarrow{1}_{m}$. Let $\Pi \in \mathbb{R}^{(n-1) \times n}$ be the orthogonal projection onto the $(n-1)$-dimensional subspace orthogonal to the all-one vector. Given some parameter $k$, we define

$$
v_{i j}=\sqrt{\frac{n-1}{2 k}} \cdot \Pi\left(\chi_{i}-\chi_{j}\right) \quad \text { and } \quad x_{i j}=\frac{2 k}{n(n-1)} \quad \forall 1 \leq i<j \leq n .
$$

Note that $\langle c, x\rangle=k$ and $\sum_{i<j} x_{i j} v_{i j} v_{i j}^{T}=I_{n-1}$ and $x$ has the smallest $\|x\|_{1}$ among all vectors satisfying $\sum x_{i j} v_{i j} v_{i j}^{T} \succcurlyeq I_{n-1}$.

We will use the following result from [59].
Theorem 3.19 (Theorem 7.2 in [59]). Let $G=(V, E)$ be a graph with average degree $d_{\mathrm{avg}}=2 \mathrm{~m} / n$, and let $L_{G}$ be its unnormalized Laplacian matrix. Then, as long as $d_{\text {avg }}$ is large enough, and $n$ is large enough with respect to $d_{\mathrm{avg}}$,

$$
\lambda_{2}\left(L_{G}\right) \leq d_{\mathrm{avg}}-\rho \sqrt{d_{\mathrm{avg}}},
$$

where $\lambda_{2}\left(L_{G}\right)$ is the second smallest eigenvalue of $L_{G}$, and $\rho>0$ is an absolute constant. Furthermore, the upper bound for $\lambda_{2}\left(L_{G}\right)$ still holds for graphs with parallel edges.

Using the above theorem, we can prove the following lemma.
Lemma 3.20. Let $\left\{v_{i j}\right\}, c, x$ be defined as in Example 3.18. For any $z \in \mathbb{Z}_{+}^{m}$, if $\sum_{1 \leq i<j \leq n} z_{i j} v_{i j} v_{i j}^{T} \succcurlyeq I_{n-1}$, then we have

$$
\langle c, z\rangle \geq k+\Omega(\sqrt{k n}+n)
$$

Proof. Given any $z \in \mathbb{Z}_{+}^{m}$, let $G_{z}$ be the multigraph corresponding to $z$ with Laplacian matrix

$$
\begin{aligned}
L_{z}=\sum_{1 \leq i<j \leq n} z_{i j}\left(\chi_{i}-\chi_{j}\right)\left(\chi_{i}-\chi_{j}\right)^{T} & =\frac{2 k}{n-1} \Pi\left(\sum_{1 \leq i<j \leq n} z_{i j} v_{i j}^{T} v_{i j}^{T}\right) \Pi \\
& \succcurlyeq \frac{2 k}{n-1}\left(I_{n}-\frac{1}{n} J_{n}\right)
\end{aligned}
$$

where the last inequality holds by the assumption on $z$. Therefore, $\lambda_{2}\left(L_{z}\right) \geq 2 k /$ ( $n-1$ ).

On the other hand, since the average degree of $G_{z}$ is $d_{\mathrm{avg}}=2\|z\|_{1} / n$, we apply Theorem 3.19 with properly chosen $n$, and for some constant $\rho$ we have

$$
\lambda_{2}\left(L_{z}\right) \leq d_{\mathrm{avg}}-\rho \sqrt{d_{\mathrm{avg}}} \quad \Longrightarrow \quad \lambda_{2}\left(L_{z}\right) \leq \frac{2\|z\|_{1}}{n}-\rho \sqrt{\frac{2\|z\|_{1}}{n}}
$$

Combining with $\lambda_{2}\left(L_{z}\right) \geq 2 k /(n-1)$, we have

$$
\frac{2 k}{n-1} \leq \frac{2\|z\|_{1}}{n}-\rho \sqrt{\frac{2\|z\|_{1}}{n}} \Longrightarrow \quad 2 k \leq 2\|z\|_{1}-\rho \sqrt{2 n\|z\|_{1}}
$$

For the quadratic inequality $2 y^{2}-\rho \sqrt{2 n} y-2 k \geq 0$, we know that the nonnegative solution for $y$ should satisfy

$$
y \geq \frac{\rho \sqrt{2 n}+\sqrt{2 \rho^{2} n+16 k}}{4}
$$

Therefore, letting $y=\sqrt{\|z\|_{1}}$, we have

$$
\begin{aligned}
\langle c, z\rangle=\|z\|_{1} & \geq\left(\rho \sqrt{2 n}+\sqrt{2 \rho^{2} n+16 k}\right)^{2} / 16 \\
& =\rho^{2} n / 4+k+\rho \sqrt{4 \rho^{2} n+32 k n} / 8 \\
& \geq k+\rho \sqrt{2 k n} / 2+\rho^{2} n / 4 \\
& \geq k+\Omega(\sqrt{k n}+n)
\end{aligned}
$$

Suppose we set the parameter $k=q n$ for $q>16$ in Example 3.18. If we apply Theorem 1.8 to the vectors $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n-1}$ and $x \in[0,1]^{m}$ defined in Example 3.18 with $\epsilon=\sqrt{n / k}<1 / 4$, then there exists a $z \in\{0,1\}^{m}$ such that

$$
\sum_{1 \leq i<j \leq n} z_{i j} v_{i j} v_{i j}^{T} \succcurlyeq I_{n-1} \quad \text { and } \quad\langle c, z\rangle \leq(1+6 \epsilon)\langle c, x\rangle+\frac{15 n c_{\infty}}{\epsilon}=k+O(\sqrt{k n})
$$

where the last equality uses $\langle c, x\rangle=k$. Note that if the additive error term $O(\epsilon\langle c, x\rangle+$ $\left.n c_{\infty} / \epsilon\right)$ has a better dependency on $\epsilon$, then we can set $\epsilon$ accordingly such that the cost upper bound will contradict the lower bound in Lemma 3.20. For example, if Theorem 1.8 were improved to $\langle c, z\rangle \leq(1+6 \epsilon)\langle c, x\rangle+15 n c_{\infty} / \sqrt{\epsilon}$, then we could set $\epsilon=(n / k)^{2 / 3}$, which would imply that $\langle c, z\rangle \leq k+O\left(k^{1 / 3} n^{2 / 3}\right)$, contradicting the lower bound $\langle c, z\rangle \geq k+\Omega(\sqrt{k n})$ when $k$ is large enough. This shows the $1 / \epsilon$ dependence in the additive error term $n c_{\infty} / \epsilon$ is unavoidable.
4. Two-sided spectral rounding. In this section, we show that the two-sided spectral rounding result in Theorem 1.6 can be extended to incorporate one nonnegative linear constraint that is given as part of the input.

There is a standard reduction used in [65] to construct spectral sparsifiers that satisfy additional linear constraints. Suppose Corollary 1.7 were to work for rank two matrices; then we can simply incorporate the linear constraint to the input matrices as $A_{i}:=\left(\begin{array}{cc}v_{i} v_{i}^{T} & 0 \\ 0 & c_{i} /\langle c, x\rangle\end{array}\right)$ so that $\sum_{i=1}^{m} x_{i} A_{i}=I_{n+1}$, and any $z \in\{0,1\}^{m}$ so that $\sum_{i=1}^{m} z_{i} A_{i} \approx I_{n+1}$ would have $\langle c, z\rangle \approx\langle c, x\rangle$. But the rank one assumption is crucial in the proof of Theorem 1.6 and it is an open problem to generalize it to work with higher rank matrices.

Our idea is to use the following signing trick, suggested to us by Akshay Ramachandran, to essentially carry out the same reduction using only rank one matrices.

LEMMA 4.1. Let $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}, x \in[0,1]^{m}$, and $c \in \mathbb{R}_{+}^{m}$. Suppose that $\left\|\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}\right\|_{\mathrm{op}} \leq \lambda$ and $\left\|v_{i}\right\| \leq l$ for $1 \leq i \leq m$. Then there exists a signing $s_{1}, \ldots$, $s_{m} \in\{ \pm 1\}$ such that if we let $u_{i}:=\left(\frac{v_{i}}{s_{i} \sqrt{c_{i} \lambda /\langle c, x\rangle}}\right) \in \mathbb{R}^{n+1}$, then $\left\|\sum_{i=1}^{m} x_{i} u_{i} u_{i}^{T}\right\|_{\mathrm{op}}$ $\leq \lambda+l \sqrt{\lambda}$.

Proof. By the definition of $u_{i}$,

$$
\begin{aligned}
\sum_{i=1}^{m} x_{i} u_{i} u_{i}^{T} & =\left(\begin{array}{cc}
\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T} & \sum_{i=1}^{m} s_{i} x_{i} \sqrt{\frac{c_{i} \lambda}{\langle c, x\rangle}} v_{i} \\
\sum_{i=1}^{m} s_{i} x_{i} \sqrt{\frac{c_{i} \lambda}{\langle c, x\rangle}} v_{i}^{T} & \sum_{i=1}^{m} \frac{c_{i} x_{i} \lambda}{\langle c, x\rangle}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T} & 0 \\
0 & \lambda
\end{array}\right)+\left(\begin{array}{cc}
0 & \sum_{i=1}^{m} s_{i} x_{i} \sqrt{\frac{c_{i} \lambda}{\langle c, x\rangle}} v_{i} \\
\sum_{i=1}^{m} s_{i} x_{i} \sqrt{\frac{c_{i} \lambda}{\langle c, x\rangle}} v_{i}^{T} & 0
\end{array}\right)
\end{aligned}
$$

The operator norm of the second matrix is bounded by $\left\|\sum_{i=1}^{m} s_{i} x_{i} \sqrt{c_{i} \lambda /\langle c, x\rangle} v_{i}\right\|$. It follows from triangle inequality that $\left\|\sum_{i=1}^{m} x_{i} u_{i} u_{i}^{T}\right\|_{\mathrm{op}} \leq \lambda+\left\|\sum_{i=1}^{m} s_{i} x_{i} \sqrt{c_{i} \lambda /\langle c, x\rangle} v_{i}\right\|$. We show that there is a signing $s_{1}, \ldots, s_{m} \in\{ \pm 1\}$ such that

$$
\left\|\sum_{i=1}^{m} s_{i} x_{i} \sqrt{c_{i} \lambda /\langle c, x\rangle} v_{i}\right\| \leq l \sqrt{\lambda}
$$

and this will complete the proof. Take a uniform random signing and consider

$$
\begin{aligned}
& \mathbb{E}_{s \in\{ \pm 1\}^{m}}\left\|\sum_{i=1}^{m} s_{i} x_{i} \sqrt{\frac{c_{i} \lambda}{\langle c, x\rangle}} v_{i}\right\|^{2} \\
& \quad=\sum_{i=1}^{m} \mathbb{E}_{s}\left[s_{i}^{2} x_{i}^{2}\left\|v_{i}\right\|^{2} \frac{\lambda c_{i}}{\langle c, x\rangle}\right]+\sum_{i \neq j} \mathbb{E}_{s}\left[s_{i} s_{j} x_{i} x_{j}\left\langle v_{i}, v_{j}\right\rangle \frac{\lambda \sqrt{c_{i} c_{j}}}{\langle c, x\rangle}\right] \\
& \quad=\sum_{i=1}^{m} x_{i}^{2}\left\|v_{i}\right\|^{2} \frac{\lambda c_{i}}{\langle c, x\rangle} \leq l^{2} \sum_{i=1}^{m} \frac{\lambda c_{i} x_{i}}{\langle c, x\rangle}=l^{2} \lambda,
\end{aligned}
$$

where the last line uses that $s_{i}^{2}=1, \mathbb{E}\left[s_{i} s_{j}\right]=\mathbb{E}\left[s_{i}\right] \cdot \mathbb{E}\left[s_{j}\right]=0$, and $x_{i} \in[0,1],\left\|v_{i}\right\| \leq l$ in the inequality. This implies that there exists such a signing.

We apply the signing in Lemma 4.1 to incorporate one nonnegative linear constraint into the two-sided spectral rounding result of Kyng, Luh, and Song [45].

ThEOREM 4.2. Let $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}$, $x \in[0,1]^{m}$, and $c \in \mathbb{R}_{+}^{m}$. Suppose that $\left\|\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}\right\|_{\mathrm{op}} \leq \lambda$ and $\left\|v_{i}\right\| \leq l$ for $1 \leq i \leq m$. Suppose further that $c_{\infty} \leq$ $l^{2}\langle c, x\rangle / \lambda$ and $l \leq \sqrt{\lambda}$. Then there exists $z \in\{0,1\}^{m}$ such that

$$
\left\|\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}-\sum_{i=1}^{m} z_{i} v_{i} v_{i}^{T}\right\|_{\mathrm{op}} \leq 8 l \sqrt{\lambda} \quad \text { and } \quad|\langle c, x\rangle-\langle c, z\rangle| \leq \frac{8 l}{\sqrt{\lambda}}\langle c, x\rangle
$$

Proof. Let $u_{i}=\left(\frac{v_{i}}{s_{i} \sqrt{c_{i} \lambda /\langle c, x\rangle}}\right)$ for $1 \leq i \leq m$, where $s_{1}, \ldots, s_{m}$ is the signing given in Lemma 4.1. By the assumption that $c_{\infty} \leq l^{2}\langle c, x\rangle / \lambda$, it follows that $\left\|u_{i}\right\|^{2}=$ $\left\|v_{i}\right\|^{2}+c_{i} \lambda /\langle c, x\rangle \leq 2 l^{2}$. Let $\xi_{i}$ be a zero-one random variable with probability $x_{i}$ being one. Applying Theorem 1.6 on $u_{1}, \ldots, u_{m}$ and $\xi_{1}, \ldots, \xi_{m}$, there exists $z \in\{0,1\}^{m}$ such that

$$
\begin{aligned}
\left\|\sum_{i=1}^{m} x_{i} u_{i} u_{i}^{T}-\sum_{i=1}^{m} z_{i} u_{i} u_{i}^{T}\right\|_{\mathrm{op}} \leq 4\left\|\sum_{i=1}^{m} \operatorname{Var}\left[\xi_{i}\right]\left(u_{i} u_{i}^{T}\right)^{2}\right\|_{\mathrm{op}}^{1 / 2} & \leq 4\left\|\sum_{i=1}^{m} x_{i}\right\| u_{i}\left\|^{2} u_{i} u_{i}^{T}\right\|_{\mathrm{op}}^{1 / 2} \\
& \leq 4 \sqrt{2 l^{2}(\lambda+l \sqrt{\lambda})}
\end{aligned}
$$

where we use that $\operatorname{Var}\left[\xi_{i}\right]=x_{i}\left(1-x_{i}\right) \leq x_{i},\left\|u_{i}\right\|^{2} \leq 2 l^{2}$, and $\left\|\sum_{i=1}^{m} x_{i} u_{i} u_{i}^{T}\right\|_{\mathrm{op}} \leq$ $\lambda+l \sqrt{\lambda}$ by Lemma 4.1. By looking at the top left $n \times n$ block, this implies that $\left\|\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}-\sum_{i=1}^{m} z_{i} v_{i} v_{i}^{T}\right\|_{\text {op }} \leq 4 \sqrt{2 l^{2}(\lambda+l \sqrt{\lambda})} \leq 8 l \sqrt{\lambda}$, where we use the assumption that $l \leq \sqrt{\lambda}$. By looking at the bottom right entry, we have

$$
\left|\sum_{i=1}^{m} \frac{x_{i} c_{i} \lambda}{\langle c, x\rangle}-\sum_{i=1}^{m} \frac{z_{i} c_{i} \lambda}{\langle c, x\rangle}\right| \leq 4 \sqrt{2 l^{2}(\lambda+l \sqrt{\lambda})} \leq 8 l \sqrt{\lambda} \Longrightarrow|\langle c, x\rangle-\langle c, z\rangle| \leq \frac{8 l}{\sqrt{\lambda}}\langle c, x\rangle
$$

This proves Theorem 1.9 that incorporates one nonnegative linear constraint into Corollary 1.7 , by plugging $\lambda=1$ and $l=\epsilon$ into Theorem 4.2.
5. Applications. In this section, we will show that the spectral rounding results in section 3 have many applications including survivable network design (section 5.1), experimental design (section 5.2), and network design with spectral properties (section 5.3).
5.1. General survivable network design. We will show that the spectral rounding results provide a new approach to design algorithms for the survivable network design problem. The main advantage of this approach is that it significantly extends the scope of useful properties that can be incorporated into survivable network design.

The organization of this subsection is as follows. We begin by writing a large convex program that incorporates many useful constraints into survivable network design in section 5.1.1, and explain how the spectral rounding results can be used to find a solution for this general survivable network design problem in section 5.1.2. Then we will see the implications of Theorem 1.8 to network design in section 5.1.3 and of Theorem 1.9 to network design in section 5.1.4. Finally, we discuss how these new results make some progress toward Bansal's question [10] of designing an approximation algorithm for survivable network design with concentration property in section 5.1.5.
5.1.1. Convex programming relaxation. We can write a convex programming relaxation for the general network design problem incorporating all these constraints as discussed in section 1.4. In the following, the input graph is $G=(V, E)$ with $|V|=n$ and $|E|=m$. The fractional solution is $x \in \mathbb{R}^{m}$ where the intended solution is to set $x_{e}=1$ if we choose edge $e$ and $x_{e}=0$ otherwise. We first present the convex program and then explain the constraints below.
(CP)

$$
\begin{array}{lll}
\min _{x}\langle c, x\rangle & & \\
x(\delta(S)) \geq f(S) & \forall S \subseteq V & \text { (connectivity constraints) } \\
x(\delta(v)) \leq d_{v} & \forall v \in V & \text { (degree constraints) } \\
A x \leq a & A \in \mathbb{R}_{+}^{p \times m}, a \in \mathbb{R}_{+}^{p} & \text { (linear packing constraints) } \\
B x \geq b & B \in \mathbb{R}_{+}^{q \times m}, b \in \mathbb{R}_{+}^{q} & \text { (linear covering constraints) } \\
\operatorname{Reff}_{x}(u, v) \leq r_{u v} & \forall u, v \in V & \text { (effective resistance constraints) } \\
L_{x} \succcurlyeq M & M \succcurlyeq 0 & \text { (spectral constraints) } \\
\lambda_{2}\left(L_{x}\right) \geq \lambda & & \text { (algebraic connectivity constraint) } \\
0 \leq x_{e} \leq 1 & \forall e \in E & \text { (capacity constraints) }
\end{array}
$$

Let us explain the constraints one by one. For the connectivity constraints, we have a connectivity requirement $f_{u, v}$ that there are at least $f_{u, v}$ edge-disjoint paths between every pair $u, v$ of vertices. For each subset $S \subseteq V$, we let $f(S):=\max _{u, v: u \in S, v \notin S} f_{u, v}$ and write a constraint that at least $f(S)$ edges in $\delta(S)$ should be chosen, where $x(\delta(S))$ denotes $\sum_{e \in \delta(S)} x_{e}$. By Menger's theorem, if an integral solution satisfies all these constraints, then all the connectivity requirements are satisfied. For the degree constraints, each vertex has a degree upper bound $d_{v}$ and we write a constraint that at most $d_{v}$ edges in $\delta(v)$ can be chosen, where $x(\delta(v)):=\sum_{e \in \delta(v)} x_{e}$. For the linear packing and covering constraints, all the entries in $A, B, a, b$ are nonnegative, and we assume that $A, B$ have at most a polynomial number of rows in $n, m$. For effective resistance constraints, we have an upper bound $r_{u, v}$ on the effective resistance between every pair $u, v \in V$. As in section 2.2, we write $\operatorname{Reff}_{x}(u, v)=b_{s t}^{T} L_{x}^{\dagger} b_{s t}$ as the effective resistance between $u$ and $v$ in the fractional solution $x$ where each edge $e$ has conductance $x_{e}$. In the spectral and the algebraic connectivity constraints, we write $L_{x}:=\sum_{e \in E} x_{e} L_{e}$ as the Laplacian matrix of the fractional solution $x$ where $L_{e}$ is the Laplacian matrix of an edge as defined in section 2.2. In the spectral constraint, we require that $L_{x} \succcurlyeq M$ for a PSD matrix $M$. One could have polynomially many constraints of this form (just as linear packing and covering constraints), but we write only one for simplicity. In the algebraic connectivity constraint, we require the second smallest eigenvalue of the Laplacian matrix of the solution is at least $\lambda$, which is related to the graph expansion of the fractional solution as described in section 2.2.

This convex program can be solved by the ellipsoid method in polynomial time in $n$ and $m$. There are exponentially many connectivity constraints but we can use a max-flow min-cut algorithm as a polynomial time separation oracle for these constraints (see, e.g., [43]). Other linear constraints can easily be checked efficiently, as we assume there are only polynomially many of them. Next we consider the nonlinear constraints. For the effective resistance constraints, it is known [38] that $\operatorname{Reff}_{x}(u, v)$ is a convex function in $x$. For the algebraic connectivity constraint, it is known [37] that $\lambda_{2}$ is a concave function in $x$. For the spectral constraint, the feasible set is a PSD cone and is convex in $x$. So the feasible set for these nonlinear constraints form a convex set. Also, these nonlinear constraints can all be checked in polynomial time using standard numerical computations. Therefore, we can use the ellipsoid algorithm to find an $\epsilon$-approximate solution to this convex program in polynomial time in $n$ and $m$ with dependency on $\epsilon$ being $\log (1 / \epsilon)$.
5.1.2. Spectral rounding. Suppose we are given an optimal solution $x$ to the convex programming relaxation (CP). To design approximation algorithms, the task is to round this fractional solution $x$ into an integral solution $z$ so that $z$ satisfies all the constraints and $\langle c, z\rangle$ is close to $\langle c, x\rangle$. There are many different types of constraints and it seems difficult to handle them simultaneously. In the spectral approach, the main observation is that if we can find an integral solution $z$ such that $\sum_{e \in E} z_{e} L_{e} \approx$ $\sum_{e \in E} x_{e} L_{e}$ and $\langle c, x\rangle \approx\langle c, z\rangle$, then all the constraints can be (approximately) satisfied simultaneously. We state this observation in the following lemma.

Lemma 5.1. Let $x \in \mathbb{R}_{+}^{m}$ be a feasible solution $x$ to (CP). For $\epsilon \in\left[0, \frac{1}{2}\right]$, any $z \in \mathbb{Z}_{+}^{m}$ satisfies

$$
\sum_{e \in E} z_{e} L_{e} \succcurlyeq(1-\epsilon) \sum_{e \in E} x_{e} L_{e} \Longrightarrow\left\{\begin{array}{l}
z(\delta(S)) \geq(1-\epsilon) f(S) \forall S \subseteq V \\
\operatorname{Reff}(u, v) \leq(1+2 \epsilon) r_{u, v} \forall u, v \in V \\
L_{z} \succcurlyeq(1-\epsilon) M \\
\lambda_{2}\left(L_{z}\right) \geq(1-\epsilon) \lambda
\end{array}\right.
$$

For $\epsilon \in[0,1]$, any $z \in \mathbb{Z}_{+}^{m}$ satisfies

$$
\sum_{e \in E} z_{e} L_{e} \preccurlyeq(1+\epsilon) \sum_{e \in E} x_{e} L_{e} \quad \Longrightarrow \quad z(\delta(v)) \leq(1+\epsilon) d_{v} \forall v \in V
$$

Proof. Let $L_{x}:=\sum_{e \in E} x_{e} L_{e}$ and $L_{z}:=\sum_{e \in E} z_{e} L_{e}$. We start with the connectivity constraints. For any $S \subseteq V$, let $\chi_{S} \in \mathbb{R}^{n}$ be the characteristic vector of $S$ with $\chi_{S}(i)=1$ if $i \in S$ and zero otherwise. It is well-known that

$$
\chi_{S}^{T} L_{z} \chi_{S}=\chi_{S}^{T}\left(\sum_{e \in E} z_{e} L_{e}\right) \chi_{S}=\sum_{e \in E} z_{e} \chi_{S}^{T} L_{e} \chi_{S}=\sum_{e \in \delta(S)} z_{e}=z(\delta(S))
$$

and similarly $\chi_{S}^{T} L_{x} \chi_{S}=x(\delta(S))$. So, if $L_{z} \succcurlyeq(1-\epsilon) L_{x}$, then for all $S \subseteq V$ we have

$$
z(\delta(S))=\chi_{S}^{T} L_{z} \chi_{S} \geq(1-\epsilon) \chi_{S}^{T} L_{x} \chi_{S}=(1-\epsilon) x(\delta(S)) \geq(1-\epsilon) f(S)
$$

For the effective resistance constraints, since $L_{z} \succcurlyeq(1-\epsilon) L_{x}$, it implies that $L_{z}^{\dagger} \preccurlyeq$ $(1-\epsilon)^{-1} L_{x} \preccurlyeq(1+2 \epsilon) L_{x}$ for $\epsilon \in\left[0, \frac{1}{2}\right]$, and thus

$$
\operatorname{Reff}_{z}(u, v)=b_{u v}^{T} L_{z}^{\dagger} b_{u v} \leq(1+2 \epsilon) b_{u v}^{T} L_{x}^{\dagger} b_{u v}=(1+2 \epsilon) \operatorname{Reff}_{x}(u, v) \leq(1+2 \epsilon) r_{u, v}
$$

The statements about the spectral lower bound and the algebraic connectivity constraint follow directly from the assumption that $L_{z} \succcurlyeq(1-\epsilon) L_{x}$. Finally, for the degree constraints, suppose we are given $L_{z} \preccurlyeq(1+\epsilon) L_{x}$; then it follows that

$$
z(\delta(v))=\chi_{v}^{T} L_{z} \chi_{v} \leq(1+\epsilon) \chi_{v}^{T} L_{x} \chi_{v}=(1+\epsilon) x(\delta(v)) \leq(1+\epsilon) d_{v}
$$

Lemma 5.1 says that if $z$ satisfies the spectral lower bound $L_{z} \succcurlyeq L_{x}$, then the solution $z$ will simultaneously satisfy all connectivity constraints, effective resistance constraints, spectral constraints, and the algebraic connectivity constraint exactly. Moreover, if $z$ also satisfies the spectral upper bound approximately, then the solution $z$ will approximately satisfy all degree constraints as well.
5.1.3. Applications of one-sided spectral rounding. We apply Theorem 1.8 to design approximation algorithms for network design problems that significantly extend the scope of existing techniques.

$$
\left.\begin{array}{lll}
\mathrm{cp}:=\min _{x}\langle c, x\rangle & & \\
& x(\delta(S)) \geq f(S) & \forall S \subseteq V \\
& A x \leq a & A \in \mathbb{R}_{+}^{p \times m}, a \in \mathbb{R}_{+}^{p}
\end{array}\right) \text { (linear packing constraints) } 1 \text { (connectivity constraints) }
$$

In network design, a zero-one solution corresponds to a subset of edges where each edge is used at most once (satisfying the capacity constraints). The following theorem is a consequence of Theorem 1.8.

THEOREM 5.2. Suppose we are given an optimal solution $x$ to the convex program (CP1). For any $\epsilon \in\left(0, \frac{1}{4}\right)$, there is a polynomial time randomized algorithm to return a zero-one solution $z \in\{0,1\}^{m}$ to (CP1) satisfying all the constraints exactly with probability at least $1-\exp (-\Omega(n))$ except for the linear constraints. The solution $z$ has objective value

$$
\langle c, z\rangle \leq(1+6 \epsilon) \mathrm{cp}+\frac{15 n c_{\infty}}{\epsilon}
$$

with probability at least $1-\exp (-\Omega(n))$, and satisfies

$$
\left\langle A_{i}, z\right\rangle \leq(1+6 \epsilon) a_{i}+\frac{15 n\left\|A_{i}\right\|_{\infty}}{\epsilon}
$$

where $A_{i}$ is the ith row of $A$, with probability at least $1-\exp (-\Omega(n))$ for each linear packing constraint, and satisfies

$$
\left\langle B_{j}, z\right\rangle \geq b_{j}-\delta n\left\|B_{j}\right\|_{\infty}
$$

where $B_{j}$ is the $j$ th row of $B$, with probability at least $1-\exp \left(-\min \left\{\epsilon \delta, \epsilon \delta^{2}\right\} \cdot \Omega(n)\right)$ for any $\delta>0$ for each linear covering constraint.

Proof. We apply the following standard transformation to reduce to the one-sided spectral rounding problem. We assume without loss of generality that the graph $G_{x}$ formed by the support of the fractional solution $x$ is connected, and so $L_{x}$ has rank $n-1$. Let $\Pi=I_{n}-\frac{1}{n} J_{n}$ be the orthogonal projection onto the $n-1$ dimensional subspace orthogonal to the all-one vector, where $J_{n}$ is the $n \times n$ all-one matrix. For each edge $e \in E$, we define a vector $v_{e}:=L_{G_{x}}^{\dagger / 2} \Pi b_{e}$ which is contained in the $n-1$ dimensional subspace orthogonal to the all-one vector. Then

$$
\sum_{e \in E} x_{e} v_{e} v_{e}^{T}=L_{x}^{\dagger / 2} \Pi\left(\sum_{e \in E} x_{e} b_{e} b_{e}^{T}\right) \Pi L_{x}^{\dagger / 2}=L_{x}^{\dagger / 2} \Pi L_{x} \Pi L_{x}^{\dagger / 2}=I_{n-1}
$$

For any $\epsilon \in\left(0, \frac{1}{4}\right)$, we apply Theorem 1.8 to $x \in[0,1]^{m},\left\{v_{e}\right\}_{e \in E}$ to find a zeroone solution $z \in\{0,1\}^{m}$ such that $\sum_{e \in E} z_{e} v_{e} v_{e}^{T} \succcurlyeq I_{n-1}$ with probability at least $1-\exp (-\Omega(n))$, which implies $\sum_{e \in E} z_{e} b_{e} b_{e}^{T} \succcurlyeq L_{G_{x}}$, thus the zero-one solution $z$ satisfies all the constraints in (CP1) except for the linear constraints by Lemma 5.1.

Theorem 1.8 also guarantees that with probability at least $1-\exp (-\Omega(n))$ the objective value of $z$ is at most

$$
\langle c, z\rangle \leq(1+6 \epsilon)\langle c, x\rangle+\frac{15 n c_{\infty}}{\epsilon}
$$

The guarantees for the linear packing constraints follow the same way as for the objective function, and the guarantees for the linear covering constraints follow from the lower bound part of Theorem 1.8.

We demonstrate the use of Theorem 5.2 in some concrete settings. The first example shows that Theorem 5.2 provides a spectral alternative to Jain's iterative rounding algorithm to achieve $O(1)$-approximation for a fairly general subclass of the survivable network design problem.

Example 5.3. Theorem 5.2 is a constant factor approximation algorithm as long as $n c_{\infty}=O(c p)$. Suppose that in our network design problem the average weighted degree of an optimal fractional solution to the convex program is at least $d_{\text {avg }}$ and the
costs on edges are positive integers with $c_{\infty}=O\left(d_{\text {avg }}\right)$ (e.g., in the minimum $k$-edgeconnected subgraph problem every vertex has degree at least $k$ and $1 \leq c_{e} \leq O(k)$ for $e \in E$, or the solution requires a connected subgraph and $1 \leq c_{e} \leq O(1)$ for $e \in E$, etc). Then $\mathrm{cp} \geq \Omega\left(d_{\mathrm{avg}} n\right) \geq \Omega\left(c_{\infty} n\right)$ and Theorem 5.2 provides a constant factor approximation algorithm.

The additive error term $n c_{\infty}$ is the reason that we could not achieve constant factor approximation in general, but this term is unavoidable in the one-sided spectral rounding setting when we need to satisfy the spectral lower bound exactly. See section 3.2 for examples showing the limitations. Heuristically, we can compute cp and if $n c_{\infty}=O(\mathrm{cp})$ then we know Theorem 5.2 will provide good approximate solutions.

The second example shows that Theorem 5.2 returns a good approximate solution to survivable network design while incorporating many other constraints simultaneously.

Example 5.4. Suppose the connectivity requirement is to find a $k$-edge-connected subgraph, or more generally $f_{u, v} \geq k$ for all $u, v \in V$. Assume the cost $c_{e}$ of each edge $e$ is at least one. Then $\mathrm{cp} \geq \Omega(k n)$.

When the cost function satisfies $c_{\infty}=O(k)$, then Theorem 5.2 implies that there is a polynomial time randomized algorithm to return a simple $k$-edge-connected subgraph satisfying all the constraints in (CP1) except for the linear constraints (with some nontrivial guarantees), and the cost of the subgraph is at most a constant factor of the optimal value.

When the cost function satisfies $c_{\infty}=O(1)$, then Theorem 5.2 implies that there is a polynomial time randomized algorithm to return a $k$-edge-connected subgraph satisfying all the constraints in (CP1) except for the linear constraints, and the cost of the subgraph is at most $1+O(1 / \sqrt{k})$ factor of the optimal value by setting $\epsilon=$ $\Theta(1 / \sqrt{k})$.

The third example shows when the linear packing and covering constraints can be satisfied up to a multiplicative constant factor. See also section 5.1.5 for a related question asked by Bansal [10].

Example 5.5. For linear covering constraints, suppose that they are of the form $\sum_{e \in F} x_{e} \geq b_{j}$ for some subset $F \subseteq E$ where $b_{j} \geq n$; then the returned solution $z$ will almost satisfy this constraint as $\sum_{e \in F} z_{e} \geq b_{j}-\delta n\left\|B_{j}\right\|_{\infty} \geq(1-\delta) b_{j}$ for some $\delta>0$. So, these unweighted covering constraints with large right-hand side can be incorporated into survivable network design, even though they can be unstructured. By a similar argument, any unweighted packing constraints with large right-hand side will be only violated by at most a multiplicative constant factor with high probability. It was not known that Jain's iterative rounding can be adapted to incorporate these linear covering and packing constraints.

We will present more applications of Theorem 5.2 in section 5.3 , where they can be used to design approximation algorithms for network design problems with spectral requirements. These problems were studied in the literature before but not much is known about approximation algorithms with performance guarantees.
5.1.4. Applications of two-sided spectral rounding. If we can achieve twosided spectral rounding in network design, then we can also approximately satisfy the degree constraints by Lemma 5.1. However, to apply Theorem 1.9, we need to satisfy the assumption that the vector lengths are small. It is known that the vector lengths in the spectral rounding setting correspond to the effective resistance of the edges
in the fractional solution $x$. In the following, we describe when two-sided spectral rounding can be applied and discuss the implications for network design.

$$
\begin{array}{lll}
\mathrm{cp}:=\min _{x} & \langle c, x\rangle & \\
& x(\delta(S)) \geq f(S) & \forall S \subseteq V \\
& x(\delta(v)) \leq d_{v} & \forall v \in V \\
& \operatorname{Reff}_{x}(u, v) \leq r_{u v} & \forall u, v \in V \\
& L_{x} \succcurlyeq M & \\
& \text { (connectivity constraints) } \\
& \lambda_{2}\left(L_{x}\right) \geq \lambda & \\
& 0 \leq x_{e} \leq 1 & \forall e \in \operatorname{effective~constraints)} \\
& & \text { (spectral lower bound) } \\
& & \text { (algebraic connectivity constraint) } \\
& & \text { (capacity constraints) }
\end{array}
$$

THEOREM 5.6. Suppose we are given an optimal solution $x$ to the convex program (CP2). For any $\epsilon \in[0,1]$, if Reff ${ }_{x}(u, v) \leq \epsilon^{2}$ for every $u v \in E$ and $c_{\infty} \leq \epsilon^{2}\langle c, x\rangle$, then there exists a zero-one solution $z \in\{0,1\}^{m}$
$(1-O(\epsilon)) L_{x} \preccurlyeq L_{z} \preccurlyeq(1+O(\epsilon)) L_{x} \quad$ and $\quad(1-O(\epsilon))\langle c, x\rangle \leq\langle c, z\rangle \leq(1+O(\epsilon))\langle c, x\rangle$.
This implies that all the constraints of (CP2) will be approximately satisfied by z (e.g., $z(\delta(S)) \geq(1-O(\epsilon)) f(S)$ for all $S \subseteq V$ and $z(\delta(v)) \leq(1+O(\epsilon)) d_{v}$ for all $\left.v \in V\right)$ and the objective value of $z$ is at most $(1+O(\epsilon)) \mathrm{cp}$.

Proof. We apply the same standard transformation as in Theorem 5.2 to reduce to the two-sided spectral rounding problem. Let $\Pi=I_{n}-\frac{1}{n} J_{n}$ as defined in Theorem 5.2. For each edge $e$, we define a vector $v_{e}:=L_{x}^{\dagger / 2} \Pi b_{e}$ which is contained in the $n-1$ dimensional subspace orthogonal to the all-one vector. Then $\sum_{e \in E} x_{e} v_{e} v_{e}^{T}=I_{n-1}$ as in Theorem 5.2. Using the assumption that $\operatorname{Reff}_{x}(i, j) \leq \epsilon^{2}$ for every edge $i j \in E$, it follows that

$$
\left\|v_{i j}\right\|^{2}=b_{i j}^{T} L_{x}^{\dagger} b_{i j}=\operatorname{Reff}_{x}(i, j) \leq \epsilon^{2} \forall i j \in E
$$

and thus the assumption in Theorem 1.9 is satisfied. We can then apply Theorem 1.9 on $\left\{v_{e}\right\}_{e}$ and $c$ to conclude that there exists $z \in\{0,1\}^{m}$ such that

$$
(1-O(\epsilon)) I_{n-1} \preccurlyeq \sum_{e \in E} z_{e} v_{e} v_{e}^{T} \preccurlyeq(1+O(\epsilon)) I_{n-1} \quad \text { and } \quad\langle c, z\rangle \leq(1+O(\epsilon))\langle c, x\rangle
$$

By the definition of $v_{e}=L_{x}^{\dagger / 2} \Pi b_{e}$, this implies that

$$
(1-O(\epsilon)) L_{x} \preccurlyeq L_{z}=\sum_{e \in E} z_{e} b_{e} b_{e}^{T} \preccurlyeq(1+O(\epsilon)) L_{x} .
$$

By Lemma 5.1, the zero-one solution $z$ satisfies all the constraints of (CP2) approximately.

In the following, we compare Theorem 5.6 to Theorem 5.2.

1. Approximation guarantees: When Theorem 5.6 applies, it can handle degree constraints as well and basically preserves all properties of the fractional solution (e.g., upper bound and lower bound on every cut). It also gives a strong approximation guarantee for the objective value, getting arbitrarily close to the optimal value. However, the constraints are only approximately satisfied, while in Theorem 5.2 they are exactly satisfied. Theorem 5.6 can handle only one linear constraint, which is used for the objective function, while Theorem 5.2 can handle many linear constraints simultaneously with an additive error term.
2. Assumptions: Theorem 5.2 applies without any assumptions, but Theorem 5.6 applies only when $\operatorname{Reff}_{x}(u, v) \leq \epsilon^{2}$ for all $u v \in E$ and $c_{\infty} \leq \epsilon^{2}\langle c, x\rangle$. The assumption about the cost is moderate, as it only requires that the maximum cost of an edge is at most an $\epsilon^{2}$ fraction of the total cost of the solution, which should be satisfied in many applications with small $\epsilon$. The main restriction is the first assumption about effective resistances, which may not be satisfied in network design applications, and we would like to provide some combinatorial characterizations under which the assumption will hold. Let $\operatorname{Reff}_{\text {diam }}:=\max _{u, v} \operatorname{Reff}(u, v)$ be the effective resistance diameter of a graph; note that the maximum is taken over all pairs (not just for edges as required in Theorem 5.6). For example, it is known that [21] a $d$-regular graph with constant expansion has $\operatorname{Reff}_{\text {diam }} \leq O(1 / d)$. So, if the fractional solution $x$ is close to a $d$-regular expander graph, then Theorem 5.6 can be applied with $\epsilon \geq 1 / \sqrt{d}$. It is proved in [2] that a much milder expansion condition guarantees small effective resistance diameter. For example, in a $d$-regular graph $G$, as long as for some $0<\delta \leq 1 / 2$,

$$
|\delta(S)| \geq \Omega\left((d|S|)^{\frac{1}{2}+\delta}\right) \quad \forall S \subseteq V \quad \Longrightarrow \quad \operatorname{Reff}_{\text {diam }} \leq O\left(\frac{1}{d^{2 \delta}}\right)
$$

Note that a $d$-regular graph with constant expansion satisfies the much stronger assumption that $|\delta(S)| \geq \Omega(d|S|)$. Informally, the above result only requires $|\delta(S)|$ to be roughly the square root of $d|S|$ to show that the graph has a small effective resistance diameter (e.g., three-dimensional mesh). So, as long as the fractional solution $x$ is a mild expander as defined in [2], the assumption in Theorem 5.6 will be satisfied with small $\epsilon$. As another example, if the algebraic connectivity $\lambda_{2}\left(L_{x}\right)$ of the fractional solution is at least, say, $1 / 2 \epsilon^{2}$, then we have $\operatorname{Reff}_{\text {diam }} \leq \epsilon^{2}$ so that Theorem 5.6 can be applied. Heuristically, if one could add the constraints that $\operatorname{Reff}_{x}(u, v) \leq \epsilon^{2}$ for $u v \in E$ so that the convex program (CP2) is still feasible without increasing the objective value too much, then one could then apply Theorem 5.6 to bound the integrality gap of the convex program.
3. Algorithms: There are polynomial time algorithms to return the solutions guaranteed in Theorem 5.2, while the proof of Theorem 5.6 is nonconstructive. In network design, Theorem 5.2 give us approximation algorithms, while Theorem 5.6 only gives us integrality gap results for the convex programming relaxation (that there exists a zero-one solution almost satisfying all the constraints with objective value close to the optimal value).
5.1.5. Concentration property in survivable network design. Recently, Bansal [10] designed a rounding technique that achieves the guarantees by iterative rounding and randomized rounding simultaneously. Suppose there is an iterative rounding algorithm for a problem satisfying some technical assumptions. Bansal's algorithm will satisfy essentially the same guarantees of the iterative rounding algorithm, and simultaneously the following concentration property with $\beta=O(1)$ with respect to linear constraints as if the algorithm does independent randomized rounding.

Definition 5.7 ( $\beta$-concentration). Let $\beta \geq 1$. For a vector-valued random variable $X=\left(X_{1}, \ldots, X_{m}\right)$, where $X_{i}$ are possible dependent zero-one random variables, we say $X$ is $\beta$-concentrated around the mean $x=\left(x_{1}, \ldots, x_{m}\right)$ where $x_{i}=\mathbb{E}\left[X_{i}\right]$ if for
every $a \in \mathbb{R}^{n}$ with $M:=\max _{i}\left|a_{i}\right|,\langle a, X\rangle$ is well-concentrated and satisfies Bernstein's inequality up to a factor of $\beta$ in the exponent, i.e.,

$$
\operatorname{Pr}(\langle a, X\rangle-\langle a, x\rangle \geq t) \leq \exp \left(-\frac{t^{2} / \beta}{2\left(\sum_{i=1}^{m} a_{i}^{2} x_{i}\left(1-x_{i}\right)+M t / 3\right)}\right)
$$

Bansal showed various interesting application of his techniques, with $x$ being the fractional solution to the linear programming relaxation and $X$ being the zero-one solution output by the approximation algorithm. However, he left it as an open question whether there is an $O(1)$-approximation algorithm for survivable network design (the guarantee achieved by Jain's iterative rounding algorithm) with $O(1)$ concentration property.

Our iterative randomized swapping algorithms satisfy similar but weaker concentration properties. Let $x \in[0,1]^{m}$ be the fractional solution to the one-sided spectral rounding problem. The algorithm in Theorem 1.8 will output a vector-valued random variable $X \in\{0,1\}^{m}$ such that for any $a \in \mathbb{R}_{+}^{n}$ with $M:=\max _{i} a_{i}$,

$$
\begin{aligned}
& \mathbb{E}[\langle a, X\rangle] \leq(1+O(\epsilon))\langle a, x\rangle+O\left(\frac{n M}{\epsilon}\right) \quad \text { and } \\
& \quad \operatorname{Pr}(\langle a, X\rangle-\mathbb{E}[\langle a, X\rangle] \geq \eta) \leq \exp \left[-\Omega\left(\frac{\eta^{2}}{\sigma^{2}+M \eta}\right)\right]
\end{aligned}
$$

where $n$ is the dimension of the problem (i.e., the dimension of the vectors) and $\sigma^{2}=O(M(\langle a, x\rangle+n M / \epsilon))$ is a term related to the variance of the randomized swapping process. In other words, the random variable $\langle a, X\rangle$ is concentrated around the expected value $\mathbb{E}[\langle a, X\rangle]$, but the expected value $\mathbb{E}[\langle a, X\rangle]$ could derivate from $\langle a, x\rangle$ by $O(\epsilon\langle a, x\rangle+n M / \epsilon)$ and the concentration property is weaker than the one required in $\beta$-concentration, as the upper bound of $\sigma^{2}$ we can obtain is larger than the term $\sum_{i=1}^{m} a_{i}^{2} x_{i}\left(1-x_{i}\right)$ in the $\beta$-concentration definition. We note that both Bansal's proof and our proof use Freedman's concentration inequality or its variant. Using Theorem 5.2, we made some progress toward Bansal's question.

Corollary 5.8. Let $x \in[0,1]^{m}$ be an optimal fractional solution to the survivable network design problem (i.e., (CP1) with only connectivity and capacity constraints). Suppose $n c_{\infty}=O(\langle c, x\rangle)$. Then there is a randomized polynomial time algorithm to return a solution $z \in\{0,1\}^{m}$ to the survivable network design problem so that $\langle c, z\rangle \leq O(\langle c, x\rangle)$ with probability at least $1-\exp (-\Omega(n))$. Furthermore, for any $a \in \mathbb{R}_{+}^{n}$ and $\delta \in(0,1)$ it holds that $\langle a, x\rangle-\delta n\|a\|_{\infty} \leq\langle a, z\rangle \leq O\left(\langle a, x\rangle+n\|a\|_{\infty}\right)$ with probability at least $1-O\left(\exp \left(-\Omega\left(\delta^{2} n\right)\right)\right)$.

We remark that one can add linear constraints $a$ to the convex program in our framework before we apply the rounding, so that we have some control over $\langle a, x\rangle$ of the fractional solution $x$ and hence some control over $\langle a, z\rangle$ of the zero-one solution $z$. But it may not be possible to add linear constraints to the relaxation in Bansal's setting, as adding constraints may make the underlying iterative rounding algorithm stop working (e.g., we do not know of an iterative rounding algorithm for the survivable network design problem with additional linear packing or covering constraints). See Example 5.5 for a related discussion. Our results suggest that the spectral approach is perhaps more suitable for achieving the concentration property for survivable network design.
5.2. Experimental design. In this subsection, we will apply the one-sided spectral rounding results to design approximation algorithms for weighted experi-
mental design problems, extending the work in $[4,5]$ for (unweighted) experimental design problems. The presentations will mostly follow those in $[4,5]$.
5.2.1. Previous work. Experimental design is classical in statistics and has found new applications in machine learning [ $61,8,5]$. In the general problem, we would like to select $k$ points from a large design pool $\left\{v_{1}, \ldots, v_{m}\right\} \in \mathbb{R}^{n}$ to maximize the statistical efficiency regressed on the selected $k$ design points. This can be formulated as a discrete optimization problem of choosing a subset $S \subseteq[m]$ of at most $k$ vectors, so that its covariance matrix $\Sigma_{S}:=\sum_{i \in S} v_{i} v_{i}^{T}$ has the smallest function value $f\left(\Sigma_{S}\right)$ for some objective function $f$. Some popular choices of $f$ include

- A(verage)-optimality: $f_{A}(\Sigma)=\operatorname{tr}\left(\Sigma^{-1}\right) / n$;
- D (eterminant)-optimality: $f_{D}(\Sigma)=(\operatorname{det} \Sigma)^{-1 / n}$;
- E(igen)-optimality: $f_{E}(\Sigma)=\lambda_{\max }\left(\Sigma^{-1}\right)$;
- V (ariance)-optimality: $f_{V}(\Sigma)=\operatorname{tr}\left(V \Sigma^{-1} V^{T}\right)$;
- G-optimality: $f_{G}(\Sigma)=\max \operatorname{diag}\left(V \Sigma^{-1} V^{T}\right)$.

Many of these optimization problems are known to be NP-hard [25, 59], and we are interested in designing approximation algorithms for these problems. There are two settings in experimental design.

1. With repetition: A vector can be chosen multiple times. This is equivalent to finding a vector $z \in \mathbb{Z}_{+}^{m}$ to minimize $f\left(\sum_{i=1}^{m} z_{i} v_{i} v_{i}^{T}\right)$ subject to the constraint that $\sum_{i=1}^{m} z_{i} \leq k$. This is common in statistics literature, where multiple measurements with respect to the same design point lead to different values with statistically independent noise.
2. Without repetition: A vector can be chosen at most once. This is equivalent to finding a vector $z \in\{0,1\}^{m}$ to minimize $f\left(\sum_{i=1}^{m} z_{i} v_{i} v_{i}^{T}\right)$ subject to the constraint that $\sum_{i=1}^{m} z_{i} \leq k$. This is more relevant in machine learning applications, as same data points often give the same result.

To design approximation algorithms for these discrete optimization problems, the approach in $[4,5]$ is to first solve a convex programming relaxation to obtain $x \in[0,1]^{m}$ that minimizes $f\left(\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}\right)$ subject to the constraint that $\sum_{i=1}^{m} x_{i} \leq k$, and then round it to $z \in\{0,1\}^{m}$ with $\sum_{i=1}^{m} z_{i} \leq k$ and $f\left(\sum_{i=1}^{m} z_{i} v_{i} v_{i}^{T}\right) \leq \gamma f\left(\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}\right)$ for some small constant $\gamma \geq 1$. Under some mild assumptions on the objective function $f$ (which are satisfied for all the popular choices above), Allen-Zhu et al. [4,5] showed that designing a polynomial time $\gamma$-approximation algorithm for the experimental design problem can be reduced to the following one-sided spectral rounding problem.

Problem 5.9. Given $x \in[0,1]^{m}$ with $\sum_{i=1}^{m} x_{i} \leq k$ and $\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}=I_{n}$, find $z \in\{0,1\}^{m}$ with $\sum_{i=1}^{m} z_{i} \leq k$ and $\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T} \succcurlyeq \frac{1}{\gamma} I_{n}$ in polynomial time.

Theorem 1.5 proves that this one-sided spectral rounding problem is always solvable with $\gamma=1+\epsilon$ as long as $k \geq \Omega\left(n / \epsilon^{2}\right)$, using the regret minimization framework. This implies a $(1+\epsilon)$-approximation algorithm for a large class of experimental design problem as long as $k \geq \Omega\left(n / \epsilon^{2}\right)$, in both the with repetition and without repetition settings. The assumption that $k \geq \Omega\left(n / \epsilon^{2}\right)$ is shown to be necessary in achieving a $(1+\epsilon)$-approximation for E-optimal design [59]. For some other objective functions, it is possible to relax the assumption $k=\Omega\left(n / \epsilon^{2}\right)$ : Singh and Xie [67] and Madan et al. [54] gave ( $1+\epsilon$ )-approximation algorithms for D-optimal design when $k=\Omega(n / \epsilon)$, and Nikolov, Singh, and Tantipongpipat [59] gave a ( $1+\epsilon$ )-approximation algorithm for A-optimal design when $k=\Omega(n / \epsilon)$.
5.2.2. Weighted experimental design. We consider the generalization of the experimental design problem where different design points may have different costs. In this problem, we are given design points $\left\{v_{1}, \ldots, v_{m}\right\} \in \mathbb{R}^{n}$, and a cost vector $c \in \mathbb{R}_{+}^{m}$ and a cost budget $C$; the objective is to choose a subset $S \subseteq[m]$ that minimizes $f\left(\sum_{i \in S} v_{i} v_{i}^{T}\right)$ subject to the constraint that $\sum_{i \in S} c_{i} \leq C$. The problem in the previous subsection is the special case when $c$ is the all-one vector and $C=k$. We believe that this more general problem will be useful in applications, as it is natural that different experiments have different operation costs.

The approximate spectral rounding Theorem 3.3 implies the following one-sided spectral rounding results that satisfy the more general cost constraint (which includes the cardinality constraint as a special case).

Theorem 5.10. Let $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}$ and $x \in[0,1]^{m}$. Let $c \in \mathbb{R}_{+}^{m}$ and $C=$ $\langle c, x\rangle$. Suppose $\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}=I_{n}$ and $C \geq 15 n c_{\infty} / \epsilon^{2}$. For any $\epsilon \in\left(0, \frac{1}{2}\right]$, there is a randomized polynomial time algorithm that returns an integral solution $z \in\{0,1\}^{m}$ such that $\langle c, z\rangle \leq C$ and $\sum_{i=1}^{m} z_{i} v_{i} v_{i}^{T} \succcurlyeq(1-4 \epsilon) I_{n}$ with probability at least $1-$ $\exp (-\Omega(n))$.

Proof. The idea is to scale down $x$ then apply Theorem 3.3. We let $\alpha=1-2 \epsilon$ and set $y:=\alpha x$ and $u_{i}:=\frac{v_{i}}{\sqrt{\alpha}}$, which implies

$$
\langle c, y\rangle=\alpha\langle c, x\rangle=\alpha C \quad \text { and } \quad \sum_{i=1}^{m} y_{i} u_{i} u_{i}^{T}=\sum_{i=1}^{m} x_{i} v_{i} v_{i}^{T}=I_{n} .
$$

We apply Theorem 3.3 on $u_{1}, \ldots, u_{m}$ and $y, c$ with $\delta_{1}=\epsilon, q=\sqrt{n}$ to obtain $z \in$ $\{0,1\}^{m}$ so that

$$
\sum_{i=1}^{m} z_{i} u_{i} u_{i}^{T} \succcurlyeq(1-2 \epsilon) I_{n} \quad \Longrightarrow \quad \sum_{i=1}^{m} z_{i} v_{i} v_{i}^{T} \succcurlyeq \alpha(1-2 \epsilon) I_{n} \succcurlyeq(1-4 \epsilon) I_{n}
$$

and

$$
\langle c, z\rangle \leq(1+\epsilon)\langle c, y\rangle+15 n c_{\infty} / \epsilon \leq(1+\epsilon)(1-2 \epsilon) C+\epsilon C<C,
$$

where we use the assumptions that $15 n c_{\infty} / \epsilon^{2} \leq C$. The failure probability is at most $\exp (-\Omega(n))$.

Using the same reduction in $[4,5]$, Theorem 5.10 implies the following approximation algorithms for weighted experimental design, including the weighted version of $\mathrm{A} / \mathrm{D} / \mathrm{E} / \mathrm{V} / \mathrm{G}$-design.

THEOREM 5.11. Suppose we are given $m$ design points that are represented by $n$-dimensional vectors $v_{1}, \ldots, v_{m} \in \mathbb{R}^{n}$, a cost vector $c \in \mathbb{R}_{+}^{m}$, and a cost budget $C \in \mathbb{R}_{+}$. Assuming that the objective function $f$ satisfies the monotonicity, reciprocal sub-linearity, and polynomial time approximability conditions as described in $[4,5]$ (which hold for $A / D / E / V / G$-design), we have the following approximation results for weighted experimental design.

For any fixed $\epsilon \leq \frac{1}{5}$, if $C \geq 15 n c_{\infty} / \epsilon^{2}$, then there exists a polynomial time randomized algorithm that returns an integral vector $z \in\{0,1\}^{m}$ such that with probability at least $1-\exp (-\Omega(n))$ it holds that

$$
f\left(\sum_{i=1}^{m} z_{i} v_{i} v_{i}^{T}\right) \leq(1+O(\epsilon)) \cdot \min _{y \in[0,1]^{m}:\langle c, y\rangle \leq C} f\left(\sum_{i=1}^{m} y_{i} v_{i} v_{i}^{T}\right) \quad \text { and } \quad\langle c, z\rangle \leq C
$$

We note that the algorithms in Theorem 5.11 can incorporate some additional linear packing and covering constraints, with the same guarantees as in Theorem 5.2.

Finally, we mention that the two-sided spectral rounding result can also be applied to weighted experimental design. Assuming all the vectors have length at most $\epsilon$, it shows that there is a zero-one solution which achieves $(1+O(\epsilon))$-approximation in weighted experimental design, but it does not provide a polynomial time algorithm to find such a zero-one solution.
5.3. Spectral network design. There are several previous works on network design problems with spectral requirements. In this section, we will see that these problems are special cases of the general network design problem and the weighted experimental design problem in sections 5.1 and 5.2 , and our results provide improved approximation algorithms for these problems and also generalize these problems to incorporate many additional constraints.
5.3.1. Maximizing algebraic connectivity. Ghosh and Boyd [37] study the problem of choosing a subgraph that maximizes the algebraic connectivity (the second smallest eigenvalue of its Laplacian matrix) subject to a cost constraint. The problem can be formulated as follows:

$$
\begin{array}{ll}
\lambda_{\text {opt }}:=\max _{x \in \mathbb{R}^{|E|}} & \lambda_{2}\left(\sum_{e \in E} x_{e} b_{e} b_{e}^{T}\right) \\
\text { subject to } \quad & \sum_{e \in E} c_{e} x_{e} \leq C,  \tag{5.1}\\
& x_{e} \in\{0,1\} \quad \forall e \in E,
\end{array}
$$

where $c_{e}$ is the cost of edge $e$ for $e \in E$ and $C$ is the given cost budget. As mentioned in [37], the algebraic connectivity is a good measure on the well-connectedness of a graph, as

$$
\lambda_{2}\left(L_{G}\right) \leq \min _{S \subseteq V} \frac{n|\delta(S)|}{|S||\bar{S}|} \leq 2 \min _{0 \leq|S| \leq \frac{n}{2}} \frac{|\delta(S)|}{|S|}
$$

where the first inequality is proved in [29]. Thus, any graph with large $\lambda_{\text {opt }}$ has no sparse cuts, which also implies that the mixing time of random walks is small.

Ghosh and Boyd show that if the constraint $x_{e} \in\{0,1\}$ is relaxed to $x_{e} \in[0,1]$, then the relaxation is convex and can be written as a semidefinite program. They proposed a greedy heuristic based on the Fiedler vector for the zero-one cost setting, but they do not provide any approximation guarantee of their heuristic algorithm.

Kolla et al. [44] provide the first algorithm with non-trivial approximation guarantee in the zero-one cost setting. Using subgraph sparsification techniques, they give an algorithm that returns a solution which violates the cost constraint by a factor of at most 8 and having algebraic connectivity at least $\Omega\left(\lambda_{\mathrm{opt}}^{2} / \Delta\right)$ where $\Delta$ is the maximum degree of the graph (the dependence on $\Delta$ can be removed according to the authors).

We observe that if we project the vectors $b_{e}$ onto the rank $n-1$ subspace orthogonal to the all-one vector, then the objective function of (5.1) is simply the reciprocal of the objective function of the E-optimal design problem described in section 5.2. This immediately implies that the result of Allen-Zhu et al. [5] can be applied to give a $(1+\epsilon)$-approximation algorithm for the unweighted problem as long as $C \geq 5 n / \epsilon^{2}$, although this connection was not made before. Theorem 5.11 implies the following approximation result for the general nonnegative cost function.

Theorem 5.12. Suppose $C \geq 15 n c_{\infty} / \epsilon^{2}$ for some $\epsilon \in\left(0, \frac{1}{2}\right]$. There is a polynomial time randomized algorithm which returns a zero-one solution $z \in\{0,1\}^{m}$ for (5.1) with with probability at least $1-\exp (-\Omega(n))$ such that

$$
\lambda_{2}\left(\sum_{e \in E} z_{e} b_{e} b_{e}^{T}\right) \geq(1-O(\epsilon)) \lambda_{\mathrm{opt}} \quad \text { and } \quad \sum_{e \in E} c_{e} z_{e} \leq C
$$

Remark 5.13. To be precise, the problem posed by Ghosh and Boyd [37] is using $k$ edges from a candidate edge set to augment a base graph so that the algebraic connectivity is maximized (this is equivalent to having zero-one edge cost in our setting). Due to the assumption $C \gtrsim n c_{\infty} / \epsilon^{2}$ (or $k \gtrsim n / \epsilon^{2}$ ), Theorem 5.12 does not provide a constant approximation when $k=o(n)$. Thus, we are not solving the general case of the original problem. We also remark that Kolla et al. [44] can achieve a nontrivial approximation to find a solution with objective value $\Omega\left(\lambda_{\mathrm{opt}}^{2}\right)$ when $k<n$, with a constant factor violation in the cardinality constraint.

As shown in section 5.1, the constraint $\lambda_{2}\left(\sum_{e \in E} x_{e} b_{e} b_{e}^{T}\right) \geq \lambda_{\text {opt }}$ can be incorporated into network design, and so Theorem 5.2 implies the following result.

ThEOREM 5.14. There is a polynomial time randomized algorithm which returns a zero-one solution $z \in\{0,1\}^{m}$ with probability at least $1-\exp (-\Omega(n))$ such that

$$
\lambda_{2}\left(\sum_{e \in E} z_{e} b_{e} b_{e}^{T}\right) \geq \lambda_{\mathrm{opt}} \quad \text { and } \quad \sum_{e \in E} c_{e} z_{e} \leq(1+O(\epsilon)) C+O\left(\frac{n c_{\infty}}{\epsilon}\right)
$$

Furthermore, this can be done while incorporating other constraints (e.g., connectivity constraints) as described in Theorem 5.2.
5.3.2. Minimizing total effective resistance. Ghosh, Boyd, and Saberi [38] study the problem of designing a network that minimizes the total effective resistance. The problem is formulated as follows:

$$
\begin{array}{ll}
R_{\mathrm{opt}}:=\min _{x \in \mathbb{R}^{|E|}} & \frac{1}{2} \sum_{u, v \in V} \operatorname{Reff}_{x}(u, v) \\
\text { subject to } \quad & \sum_{e \in E} x_{e} \leq k  \tag{5.2}\\
& x_{e} \in\{0,1\} \quad \forall e \in E .
\end{array}
$$

They showed that if the constraint $x_{e} \in\{0,1\}$ is relaxed to $x_{e} \in[0,1]$, then the relaxation is convex and can be written as a semidefinite program. They did not provide any result for the discrete optimization version in (5.2).

Ghosh, Boyd, and Saberi [38] also show that the total effective resistance is a useful measure in different problems, e.g., average commute time, power dissipation in a resistor network, Elmore delay in an RC circuit, total time constant of an averaging network, and euclidean variance. Furthermore, they established a connection between (5.2) and the A-design problem described in section 5.2. To see this, note that the objective of (5.2) can be written as

$$
\begin{aligned}
\frac{1}{2} \sum_{u, v \in V} \operatorname{Reff}_{x}(u, v)=\frac{1}{2} \sum_{u \neq v \in V} b_{u v}^{T} L_{x}^{\dagger} b_{u v}=\left\langle L_{x}^{\dagger}, \frac{1}{2} \sum_{u \neq v \in V} b_{u v} b_{u v}^{T}\right\rangle & =\left\langle L_{x}^{\dagger}, n I_{n}-1_{n} 1_{n}^{T}\right\rangle \\
& =n \operatorname{tr}\left(L_{x}^{\dagger}\right)
\end{aligned}
$$

where the last equality follows as $L_{x}^{\dagger}$ is orthogonal to $1_{n}$. Hence, minimizing total effective resistance is equivalent to minimizing $\operatorname{tr}\left(L_{G_{x}}^{\dagger}\right)=\operatorname{tr}\left(\sum_{e \in E} x_{e} b_{e} b_{e}^{T}\right)^{\dagger}$, which is the same as the A-design objective function after we project the vectors onto the subspace orthogonal to the all-one vector.

With this connection, all the recent algorithms for the A-optimal design can be applied to solve (5.2). For instance, the regret minimization algorithm in [5] gives a $(1+\epsilon)$-approximation algorithm when $k \geq \Omega\left(n / \epsilon^{2}\right)$, and the proportional volume sampling in [59] achieves $(1+\epsilon)$-approximation with weaker assumption $k \geq \Omega(n / \epsilon)$.

Theorem 5.11 implies the following approximation result for the more general weighted setting, where every edge has a cost $c_{e}$ and we are given a cost budget $C$ as in (5.1).

Theorem 5.15. Suppose $C \geq 15 n c_{\infty} / \epsilon^{2}$. There is a polynomial time randomized $(1+O(\epsilon))$-approximation algorithm for the weighted version of (5.2).

As shown in section 5.1, the effective resistance constraints can be incorporated into network design, and so Theorem 5.2 implies the following result.

THEOREM 5.16. There is a polynomial time randomized algorithm which returns a zero-one solution $z \in\{0,1\}^{m}$ with probability at least $1-\exp (-\Omega(n))$ such that

$$
\frac{1}{2} \sum_{u, v \in V} \operatorname{Reff}_{z}(u, v) \leq R_{\mathrm{opt}} \quad \text { and } \quad \sum_{e \in E} c_{e} x_{e} \leq(1+O(\epsilon)) C+O\left(\frac{n c_{\infty}}{\epsilon}\right)
$$

Furthermore, this can be done while incorporating other constraints (e.g., connectivity constraints) as described in Theorem 5.2.
5.3.3. Network design for effective resistances. In [20], together with Chan, Schild, and Wong, we consider the following new problem about network design for $s$ - $t$ effective resistance. Given a graph $G=(V, E)$ and two vertices $s, t \in V$, find a subgraph $H$ with at most $k$ edges to minimize the effective resistance between $s$ and $t$. The main result in [20] is a constant factor approximation algorithm for the problem. This result motivates the current paper.

Using the results in section 5.2, we can generalize the problem by allowing the edges to have costs and considering the sum of effective resistance of multiple pairs. The approximation guarantee is similar to the one in Theorem 5.15. Using the results in section 5.1, we can add the effective resistance constraints for multiple pairs with the objective of minimizing the cost of the solution subgraph, while incorporating other constraints as described in Theorem 5.2. The approximation guarantee is similar to the one in Theorem 5.16. We remark that the constant factor approximation algorithm in [20] is not subsumed by the result in this paper (in particular when $k<n$ ).

Concluding remarks. We propose a spectral approach to design approximation algorithms for network design problems. We show that the techniques developed in spectral graph theory and discrepancy theory can be used to significantly extend the scope of network design problems that can be solved. We believe that this connection will bring new techniques and stronger results for network design and will also introduce new formulations and interesting questions to spectral graph theory and discrepancy theory. It also gives extra motivation to design a constructive algorithm for the method of interlacing polynomials, as this will lead to very strong approximation algorithms for network design. We leave it as an open question to improve the spectral approach to fully recover Jain's result.
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