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Abstract. We show that surface-level markers of pragmatic intent can
be used to recognize the important sentences in text and can thereby im-
prove the performance of text summarization systems. In particular, we
focus on using automated detection of rhetorical figures—characteristic
syntactic patterns of persuasive language—to provide information for an
additional metric to enhance the performance of the MEAD summarizer.

1 Introduction

Extractive summarization attempts to find the most “important” sentences in a
document or document set for inclusion in a summary. One cue to importance
which has hitherto received little attention is the writer’s or speaker’s use of
rhetorical devices, especially those that involve repetition, to deliberately draw
attention to important points. Over the past 20 years, research in automated text
summarization has grown significantly in the field of Natural Language Process-
ing. However, because the information available on the Web is ever-expanding,
reading the sheer volume of information is a significant challenge. Although many
automated text summarization systems have been proposed in the past twenty
years, most of these systems have relied only on statistical approaches without
incorporating much use of detailed linguistic knowledge. Our hypothesis is that
rhetorical figuration, which involves the persuasive presentation of information
in a text, generally at the sentence level, can provide such linguistic detail and
can be detected computationally relatively easily. In particular, this research
investigates the role of rhetorical figuration in determining the most important
information to preserve in text summarization. Our experiments show that ex-
tractive summarization at the sentence level can be improved using the inclusion
of metrics based on rhetorical figuration.

2 Related work

Researchers have proposed various approaches in the area of text summarization.
Luhn states that the frequency of certain words in the document reflects its rel-
evance [15]. Subsequent researchers (e.g., [10], [14], [12], and [24]) have proposed



various frequency measures. The position of sentences is another feature that has
been proposed in different systems [2], [3], [14], and [17]. Lexical chains are also
used in several summarization systems [1], [23], [20], and [26] as a representation
of the text to produce a summary. Several researchers in text summarization
used Machine Learning methods such as Naive Bayes in [14], Neural Networks
n [25], and Hidden Markov Models in [7]. Maximal marginal relevance (MMR)
is proposed in [8] which combines measurements for both query relevance and
the novelty of information for a specific topic. Different systems have been pro-
posed as well, such as SUMMON [18], MEAD [22], multi-lingual summarization
system [11], Hub/Authority Framework [27], and a progressive summarization
system [6].

3 MEAD

MEAD is an extractive multi-document summarizer that was developed by [21].
We built our approach on top of the MEAD summarizer [21] for the follow-
ing reasons. Most significantly, MEAD is open source, can be downloaded on-
line, and is capable of summarizing multiple natural language texts. MEAD is
also domain-independent so different types of corpora can be used. In addition,
MEAD implements various summarization algorithms such as position-based,
term frequency, inverse document frequency, and others[21]. Moreover, MEAD
has the capability to modify, add, include, and exclude new algorithms (features).

3.1 MEAD Components

MEAD uses centroid-based summarization to identify important words in a clus-
ter of documents based on the cosine overlap between the words and the vector
of that cluster. In other words, a centroid represents a group of words that are
statistically significant in the cluster [21].

Various features are used to score a sentence to determine whether it should
be retained in the summary: centroid value, positional value, and length feature.

The centroid value C; is the sum of the centroid values of all words C,, ; in
a sentence S;. For instance, assume that we have the centroid values of words
(Obama = 44.68; Hillary = 32.50; Clinton = 29.40; morning = 12.25), and the
sentence “President Obama meets with Secretary of State Hillary Rodham Clin-
ton in the morning.” In this case the total score of this sentence is 118.83 based
on the following formula:

Ci=2 Cu, (1)

The positional value for each sentence in a document is calculated as follows:



Pi Bt * Cmaz (2)

While n, ¢ are the total number of sentences in a cluster of documents and
the order number of a sentence in the cluster respectively, C),q, is the highest
centroid value in the cluster. Note that the position value of the first sentence
in the cluster is assigned Cj,q, since the first sentence tends to possess more
important information than other sentences.

The length feature is a cut-off feature that means every sentence with a length
shorter than the threshold will receive a score of zero regardless of other feature
scores. Thus, if a sentence has a length greater than the default threshold, which
is nine words, it will receive a score that is the combination of other feature
scores.

As no learning algorithm has been incorporated to predict the weight for
each feature, we assign an equal weight for all features equal to one.

Score(S;) = W, C; + W, P; ; if Length(S;) > 9
Score(S;) = 0; if Length(S;) < 9

While the input is the cluster of d documents with n sentences, the output
is the number of sentences from the cluster with the highest score multiplied by
compression rate r.

4 What is Rhetorical Figuration?

Rhetoric is the art of persuasive discourse, i.e., using language for the purpose of
persuading, motivating, or changing the behaviour and attitudes of an audience.
Corbett defines rhetorical figuration as “an artful deviation” from normal usage
[9]. Rhetorical figures can be categorized into several types: schemes, tropes, and
colours. Schemes are defined as “deviations from the ordinary arrangement of
words” [4] and are generally characteristic syntactic patterns, such as repetition
of the same word in successive sentences. We focus on figures of repetition be-
cause these are among the most commonly used and most effective rhetorically.
Since figures of repetition often occur at the surface level, they can be detected
and classified computationally with relative ease. Although there are over 300
rhetorical figures, we chose to focus on the following four figures of repetition in
our experiments since they are among the most common and JANTOR demon-
strated strong performance in detecting these figures:

Antimetabole
A repetition of words in adjacent sentences or clauses but in reverse gram-
matical order[4]. For instance, But I am here tonight and I am your candi-
date because the most important work of my life is to complete the mission
we started in 1980. How do we complete it? [5].



Isocolon
A series of similar structured elements that have the same length, which is
a kind of parallelism [4]. For example, in the sentence, The ones who raise
the family, pay the tazes, meet the mortgage [5], the phrases raise the family,
pay the taxes, and meet the mortgage have a parallel structure.
Epanalepsis
The repetition at the end of a line, phrase, or clause of a word or words that
occurred at the beginning of the same line, phrase, or clause [4]. For example,
in the sentence, I am a man who sees life in terms of missions - missions
defined and missions completed [5], the word missions appears three times.
Polyptoton
The repetition of a word, but in a different form, using a cognate of a given
word in close proximity [4]. For example, I may not be the most eloquent, but
I learned early that eloquence won’t draw oil from the ground [5], the words
eloquent and eloquence are derived from the same root, loqus', but appear in
different forms.

5 Methodology

5.1 Basis of the Approach

Our proposed multi-document summarization system is divided into two compo-
nents: (1) an annotator of rhetorical figures; and (2) the basic multi-document
summarizer itself. For the first component, we make use of JANTOR [13], a
computational annotation tool for detecting and classifying rhetorical figures.
We called our system JANTOR-MEAD.

5.2 Rhetorical Figure Value

The rhetorical figure value RF; is the new feature added to our system JANTOR-
MEAD along with the basic MEAD features above. RF; is the sum of occurrences
of a specific rhetorical figure in a document divided by the total number of all
figures in the document. It is calculated as follows:

n

RFj =+ (3)
where j is a type of rhetorical figure such as polyptoton or isocolon, and n is
the total number of ¢ occurrences in a document. N is the total number of all
figures, which includes antimetabole, epanalepsis, isocolon, and polyptoton, that
occurred in the document. For example, suppose we have a document containing
149 rhetorical figures (12 antimetabole; 2 epanalepsis; 100 isocolon; 35 polypto-
ton) and we would like to have the value of each figure. We apply the rhetorical
figure value as follows:

RF antimetabole = 12/149 = 0.081

! http://www.merriam-webster.com/dictionary /eloquent



RF epanalepsis = 2/149 = 0.013

RFisocolon = 100/149 = 0.671

RF poryptoton = 35/149 = 0.235

Since there are four rhtorical figures have been considered in this study, the
score of each sentence will include the total value of all rhtorical figures that
occurred in that sentence as follows:

RF, = Z RF; (4)

Thus, the sentence score equation is modified to include rhetorical figure fea-
ture as follows:

Score(S;) = W, C; + W, P, + W,; RF;

6 Data Set

We created a set of clusters for several U.S. presidents using presidential speeches
from The American Presidency Project!. In our analysis we used four collections
for the following presidents: Barack Obama, George W. Bush, Bill Clinton, and
George Bush. Each collection contains three different types of speeches: State
of the Union, campaign, and inaugural speeches, i.e., we have a cluster for each
of the three types of speeches. Each cluster contains from 6 to 17 speeches, and
these speeches contain from 90 to 700 sentences. These tested clusters were used
for the evaluation process such that each cluster is summarized with ratio of 10%
of actual texts.We choose presidential speeches because they tend to be rhetor-
ical and persuasive texts. JANTOR has been tested previously by [13] using
presidential speeches as data set and JANTOR was able to detect successfully
many instances of different rhetorical figures include antimetabole, epanalepsis,
polyptoton and isocolon.

7 Experiments with Rhetorical Figures

The following sections show the results of our experiments done for various
rhetorical figures. Our tests involved four types of rhetorical figures: antimetabole,
epanalepsis, isocolon, and polyptoton. JANTOR was used to detect these fig-
ures in all clusters of presidential speeches. However, the quality of performance
varied for the different figures.

! http://www.presidency.ucsb.edu



7.1 Antimetabole

Although antimetabole is defined as the repetition of words in adjacent clauses
or phrases in reverse grammatical order, this definition does not specify whether
or not different word forms and word types should be considered[13]. Gawryjolek
[13] addressed this issue by considering all types of words, such as determiners
and prepositions, and by looking for only the repetition of the exact words.
Although it is obvious that including prepositions and determiners will definitely
produce more antimetaboles, which are not salient in a text, it is important to
include them in order not to decrease the recall value. Therefore, JANTOR
identifies correct antimetaboles, but it may also identifies antimetaboles that
are not rhetorically genuine.

7.2 Epanalepsis

The simple definition of epanalepsis—repetition of the same word or phrase in
the beginning and the end of a sentence, clause, or line—allowed JANTOR to
correctly detect most of the epanalepsis instances in our corpus.

7.3 Isocolon

Isocolon requires a set of similarly structured phrases or sentences that have
the same length. JANTOR was able to successfully detect isocolon instances
in our corpus. However, JANTOR sometimes encountered the same instance
repeated and counted it as a new isocolon occurrence. This happens because
JANTOR is not able to distinguish between a sentence and the same sentence
with punctuation such as dash and semicolon. For example, “for all of our eco-
nomic dominance” and “for all of our economic dominance -”. In this example,
JANTOR detects the same instance of isocolon twice, and is not able to identify
them as one instance.

7.4 Polyptoton

JANTOR was able to correctly detect several instances of polyptoton in our test
corpus. From our observation of the detection of polyptoton, however, we found
that JANTOR has one problem with detecting this figure: it fails to detect some
words that are in different stem forms.

8 Evaluation

Evaluation of summarization requires human judgment in several quality metrics
such as coherence, grammaticality, and content. Although the quality metrics
are significant for the evaluation of summarization systems, these metrics would
require an enormous amount of human effort which is very expensive and difficult
to manage [16]. Thus, over the past years, many researchers in the area of text
summarization have attempted to develop an automatic evaluation metric for
summarization tasks.



8.1 ROUGE

We used the intrinsic evaluation system ROUGE [16] to evaluate our summa-
rization system. ROUGE metrics include ROUGE-N, ROUGE-L, ROUGE-S,
ROUGE-SU. ROUGE-N is an n-gram recall measure that calculates the number
of n-grams in common between the human summaries and system summaries.
ROUGE-L is a measure based on Longest Common Subsequence (LCS) between
reference summaries and model summaries. It uses the concept that the longer
the subsequence of words that are in common between summaries, the greater
the similarity will be. ROUGE-S is a skip-bigram co-occurrence statistical mea-
sure that counts any pair of words in their sentence order in a model summary
that overlaps with a reference summary. ROUGE-S allows arbitrary gaps be-
tween bigrams. ROUGE-SU is an extension of ROUGE-S with a unigram as a
counting unit.

9 Results

As we discussed in the data set section, the presidential speeches are annotated
by the JANTOR tool for different rhetorical figures that include antimetabole,
epanalepsis, isocolon, and polyptoton. We have two types of summaries for our
data set: MEAD summaries, which are the baseline summaries, and our rhetori-
cally based summaries. Two human assessors provided manual summaries for all
data sets with a ratio of 10% of actual texts. These assessors are two graduate
students from the English Language and Literature Department at the Univer-
sity of Waterloo. One is a PhD student and the other is a Master’s student. The
task of assessors was to review the presidential speeches and identify the most
important sentences in each speech and manually extract 10% of the actual text.
The assessors were able to create summaries for all presidential speeches in the
data set. Thus, we have a total of 33 human-based summaries. Both summaries
produced by the MEAD baseline and JANTOR-MEAD are compared with the
human-based summaries, which are the gold standard, using the evaluation sys-
tem ROUGE. We denote JMEAD in the tables for JANTOR-MEAD and MEAD
for the baseline summarizer.

ROUGE MEAD JMEAD
R-1 0.690 0.715
R-L 0.679 0.702
R-5S4 0.483 0.515
R-SU4 0.483 0.515

Table 1. Results of ROUGE metrics for both MEAD and JANTOR-MEAD.

Table 1 shows the results of ROUGE metrics for both the baseline, which
is the MEAD summarization system, and our rhetorically enhanced JANTOR-
MEAD summarization system using all rhetorical figures includes antimetabole,



ROUGE MEAD JMEAD
R-1 0.714 0.743
R-L 0.704 0.732
R-S4 0.521 0.560
R-SU4 0.521 0.560

Table 2. Results of ROUGE metrics for both MEAD and JANTOR-MEAD with
Porter Stemmer.

epanalepsis, isocolon, and polyptoton. Table 1 demonstrates that JANTOR-
MEAD summarization system slightly outperforms the MEAD system in every
ROUGE metric. The correlation in R-SU4 and R-S4 between human-based sum-
maries and JANTOR-MEAD is higher than MEAD which indicates that rhetor-
ical figures tend to preserve salient information that can contribute to improve
summaries.Table 2 show how the results changed when the Porter stemmer al-
gorithm applied in ROUGE metrics. Once Porter stemmer is incorporated, it
penalizes the polyptoton score and reduce it to minimal since polyptoton con-
cerns the occurrences of words in different forms or part of speech and the
stemmer counts words with same root as same words. Table 2, however, shows
that JANTOR-MEAD still slightly outperforms MEAD.

In summary, we found that our system using all figures include antimetabole,
epanalepsis, isocolon, and polytoton provides better results than MEAD in every
ROUGE method. Surprisingly, Porter stemmer did imporve the performance of
JANTOR-MEAD in Table 2. Thus, JANTOR-MEAD is better than MEAD in
every ROUGE evalutation metric. Since only two human assessors were involved
in this experiment (due to funding constraints) and there was no consideration
of inter-agreement between assessors, we hypothesize that if there were more
assessors participating and each assessor evaluates all documents in the data
set, the results of JANTOR-MEAD would improve significantly.

10 Conclusion

We propose the use of rhetorical devices in the form of figuration patterns as
additional metrics for improving the performance of text summarization. This
hypothesis is based on the observation that rhetoric is persuasive discourse and
so may be expected to highlight significant sentences in a text that should be
preserved in a summary. Our experiment showed that rhetorical figures can
provide additional information that in some cases allowed our summarizer to
outperform the MEAD system. These results are promising and indicate that
rhetoric, which provides additional linguistic information, may be a useful tool
in natural language processing systems.



11 Future Work

Further investigation is planned to expand the work of JANTOR-MEAD and
include new rhetorical figures such as Anaphora and Ploche as well as increas-
ing the number of assessors to provide more accurate concrete gold standard
summaries. We also plan to test our approach on other corpora. It is also feasi-
ble to test other corpora such as Document Understanding Conference (DUC)
data sets since they are standard data sets and have been widely used by many
summarization systems.
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